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Existence of partially localized quasiperiodic solutions
of homogeneous elliptic equations on RV+!

PETER POLACIK AND DARIO A. VALDEBENITO

Abstract. We consider the equation
Au+uyy+ f) =0, (x,y) e RV xR, (1)

where N > 2 and f is a smooth function satisfying £(0) = 0 and f'(0) < O.
We show that for suitable nonlinearities f of this form equation (1) possesses
uncountably many positive solutions which are quasiperiodic in y, radially sym-
metric in x, and decaying as |x| — oo uniformly in y. Our method is based on
center manifold and KAM-type results and involves analysis of solutions of (1)
in a vicinity of a y-independent solution u*(x)—a ground state of the equation

Au+ f(u) =0o0n RN,

Mathematics Subject Classification (2010): 35J61 (primary); 35B08, 35B15,
35B07 (secondary).

1. Introduction

In this article, we consider the semilinear elliptic equation
Au+uyy + fu) =0, (x,y)eRY xR, (1.1)

where N > 2, A is the Laplace operator in x, and f : R — R is a smooth function
satisfying
f0)=0, f(0) <0. (12)

We are mainly concerned with positive solutions of this equation which decay to 0
in the x-variables uniformly in y:

lim supu(x,y)=0. (1.3)
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Equations of the above form arise in a number of problems. For example,
one arrives at such equations when looking for solitary waves or stationary states of
various nonlinear evolution problems including the Klein-Gordon, Schrodinger, and
nonlinear heat equations (see [4] for more details). Depending on the motivation,
one may want to study solutions with additional properties, such as nonnegative
solutions or finite-energy solutions. Nonnegative solutions of (1.1) are the only
relevant steady states for the dynamics of the solutions of the corresponding non-
linear heat equation u; = Au + uy, + f(u) with positive initial data. Indeed, by
the comparison principle, these solutions stay positive at all times, as long as they
exist.

Best understood among positive solutions of (1.1) are the solutions which are
(fully) localized in the sense that they decay to O in all variables, including y. A clas-
sical result of [18] says that such solutions are radially symmetric about some origin
in R¥*!, When the decay condition is removed, the structure of solutions becomes
very complicated and their general classification is probably out of reach. Several
authors have exposed possible complexities in the solutions, such as the existence
of infinitely many bumps forming along some directions [28], saddle-shaped solu-
tions [6,12] and more general multiple-end solutions [14,15,25], as well as positive
solutions having both fronts (transitions) and infinitely many bumps [41]. There
is also extensive literature on solutions which are periodic in the first N variables
and in the remaining variable they exhibit one or multiple transitions (homoclinic
or heteroclinic behavior) between periodic solutions (see, for example, [31,39] and
references therein). Solutions with symmetries instead of the periodicity in the first
N variables have also been found and examined for elliptic equations and systems
(see [3] and references therein).

Positive solutions of the kind we study in this paper, namely, solutions of (1.1)
that decay in all but one variable and do so uniformly with respect to the remaining
variable—occasionally, we refer to such solutions as partially localized solutions—
form a class somewhere between fully localized and general bounded solutions. The
decay in x rules out most of the complexities mentioned above. Also, it is likely that
the decay in x implies the radial symmetry in x about some center in R": although
this has not been proved in the full generality, interesting results in this direction
can be found in [5,16,20]. Thus, the behavior in the y-variable is the only source
of possible complexities in partially localized solutions. To discuss this behavior,
and quickly skipping over the simplest case — partially localized solutions constant
in y, we first recall Dancer’s seminal work [11], where he considered equations
of the above form, with special focus on the nonlinearities g(u#) = u” — u with
a Sobolev subcritical p > 1. Using bifurcation analysis he proved the existence
of partially localized solutions which are periodic (and nonconstant) in y. By a
different method based on variational techniques, such periodic solutions were also
found in [2]. In fact, a one-parameter family, global in a sense, of such solutions
was exhibited in that paper.

Looking beyond periodic solutions, the existence of quasiperiodic (partially
localized) solutions in equations of the form (1.1) is perhaps the next most natural
problem to address. We show that for suitable nonlinearities such solutions do
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indeed exist. Moreover, since our theorem is derived from KAM-type results, it
automatically yields an uncountable family of quasiperiodic solutions with mutually
distinct frequency vectors (see the next section for a precise statement).

Our method of proving the existence of quasiperiodic solutions, partially lo-
calized or other, of elliptic equations on the entire space has its grounding in our
earlier work [37]. It builds on spatial dynamics and center manifold techniques
for elliptic equations (see [24] for the origins of this method, and, for example,
[7,17,19,21,29,30,34,36,45] and references therein for further developments)
and KAM-type results in a finite-differentiability setting (similar methods had been
previously applied to elliptic equations on the strip, see [42,44]).

In general terms, the method of [37], used also in our subsequent paper [38],
consists in the following. We consider equations of the form

Au+uyy +a@u+ fitx,u) =0, (x,y) e RV x R=RN*! (1.4)

where
fi(x,u) = ar(0)u® + az()u’ + u*g(x, u), (1.5)

and all the listed functions are sufficiently smooth. First we verify that, under suit-
able spectral assumptions on the operator A + a(x), equation (1.4) admits a class
of solutions comprising a finite dimensional manifold, a center manifold of (1.4).
Moreover, these solutions are in one-to-one correspondence with solutions of an
ordinary differential equation (ODE) on this manifold, the variable y playing the
role of time. The ODE has a Hamiltonian structure [29], and we use a sequence of
transformations—a Darboux transformation, a normal form procedure, and action-
angle variables —to bring it to a form suitable for an application of the KAM theory:
it becomes a Hamiltonian system in a neighborhood of the origin (in a Euclidean
space R?") with the canonical symplectic structure, and in this neighborhood it is a
small perturbation of an integrable Hamiltonian system. The main issue in applying
a suitable KAM theorem is then the verification of a nondegeneracy condition for
the integrable Hamiltonian system. Of course, for this to be applicable to equations
of the form (1.4), one needs to do all the aforementioned changes of coordinates
with some care, so that the nondegeneracy conditions can be formulated as some
verifiable hypotheses on the functions in (1.4), (1.5). This then yields sufficient con-
ditions for the existence of y-quasiperiodic solutions of (1.4). The papers [37], [38]
both give such sufficient conditions, with the following key difference. In [37], the
cubic term is given some prominence. When a small parameter is introduced in the
coefficients ay, asz, the coefficient a, vanishes, as the parameter approaches 0, at
least at the same rate as a3. In particular, it is essential that a3 is not identical to
0. In [38], we considered the complementary case: the coefficient a; is dominant
and there is no condition on a3, which may well vanish identically. Technically
this case is more involved and, for this reason, our conclusion in [38] is weaker in
that quasiperiodic solutions with only two frequencies are considered ([37] contains
results on quasiperiodic solutions with any given number n > 2 of frequencies).
Our conditions on a, in [38], or on a3, ay in [37], require integrals of certain
polynomial expressions involving eigenfunctions of A + a and the functions a»
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or a3 to be nonzero. The conditions are robust and they are particularly easy to
achieve if ay, a3 can be perturbed independently of a and of each other. This may
not be possible in some specific classes of equations, such as the homogeneous
equations (1.1). Indeed, as we elaborate in the next section, the only way to apply
the general scheme from [37,38] to (1.1) is by taking the Taylor expansion of the
nonlinearity f at some nonconstant solution of (1.1). The resulting coefficients a,
as, a3 then all depend on f (and the nonconstant solution of (1.1)), and they change
simultaneously when f is perturbed. The verification of nondegeneracy conditions
for a given nonlinearity is therefore a highly nontrivial task; this will be our main
technical hurdle in the paper.

Let us comment on the condition N > 2, which we assume here (we had no
such restriction in [37,38]). A key prerequisite for our method in this paper is
the existence of a ground state (a localized positive solution) of the N-dimensional
problem

Au+ fu) =0, xeRV, (1.6)

with Morse index greater than 1 (see Section 3.2 for details). It is well known that no
such ground state exists if N = 1, hence this case has to be excluded. By the same
token, our method does not apply to equations with some specific nonlinearities
where the ground state is known to be unique (up to translations) and to have Morse
index 1. This is the case, for example, if f(u) = u? — u with p satisfying p > 1
and,if N > 2,also p < (N +2)/(N — 2) (see [26]). It is an interesting question,
which we do not address here, whether partially localized quasiperiodic solutions
may exist for such specific equations or in any equation (1.1) with N = 1.

The rest of the paper is organized as follows. Our main result and an outline of
the proof are given in Section 2. Nonlinearities for which quasiperiodic solutions
exist are found using Schrodinger operators whose eigenvalues and eigenfunctions
satisfy certain conditions, as described in Section 3. In Section 4, we complete the
proof of our main result by showing the existence of potentials in the Schrodinger
operator such that all the needed conditions are satisfied.

2. Statement of the main result

In this section we introduce some terminology and state our main result. Afterward,
we give an outline of the proof.

Throughout the paper, for k € N := {0,1,2,...} and N > 2, the space
Lfad (RV) is the closed subspace of L?(R") consisting of radially symmetric func-
tions (that is, the common fixed points of the bounded linear maps u +— u o R,
R € O(N)), and H*(RV) is the usual Sobolev space on RV . The space Gaq(RY)
is the space of continuous, bounded, radially symmetric real-valued functions on

RN, while %r’;d (RN) is the space of k times differentiable, radially symmetric func-

tions on RV with bounded, continuous derivatives up to order k. When needed, we
assume that these spaces are equipped with standard norms. At several places, we
abuse the notation slightly by viewing radially symmetric functions as functions of
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x € RY or functions of r > 0, depending on the context. This should cause no
confusion.

Given integers n > 2,k > 1, a vector o = (wy, ..., w,) € R" is said to be
nonresonant up to order k if

w-a #0foralla € Z" \ {0} such that |a| < k. 2.1)

(Here || = |o1| + - - - + ||, and o - « is the usual dot product.) If (2.1) holds for
allk = 1,2, ..., we say that w is nonresonant, or, equivalently, that the numbers
w1, ..., w, are rationally independent.

A function u : (x,y) — u(x,y) : R¥ x R — R is said to be quasiperiodic
in y if there exist an integer n > 2, a nonresonant vector 0* = (7, ..., ;) € R",
and an injective function U defined on T" (the n-dimensional torus) with values in
the space of real-valued functions on R” such that

ux,y) =U@]y,...,opy)x) (x eRY, yeR). (2.2)

The vector w* is called a frequency vector of u.

We emphasize that the nonresonance of the frequency vector is a part of our
definition. In particular, a quasiperiodic function is not periodic and, if it has some
regularity properties, its image is dense in an n-dimensional manifold diffeomor-
phic to T".

We can now state our main result.

Theorem 2.1. For suitable € functions f : R — R with f(0) =0, f/(0) <0
the following holds. There exists a positive solution u(x, y) of equation (1.1) such
that u(x, y) is radially symmetric in x, u(x,y) — 0 as |x| — oo uniformly in
y, and u(x,y) is quasiperiodic in y. In fact, there exist uncountably many such
solutions of (3.4) (disregarding translations), their frequency vectors forming an
uncountable subset of R?.

The theorem is proved in the sections below. It can be observed from the details
of the proof that the class of nonlinearities for which the conclusion is valid con-
tains nonempty open sets in suitable topologies on spaces of sufficiently smooth
functions f satisfying f(0) =0, f'(0) < 0.

The outline of our proof is as follows. First, to make use of a result in [38], as
recalled in Section 3.1, we write equation (1.1) in the form (1.4). This is achieved
by taking the Taylor expansion of f ata ground state of (1.6). From [38], we obtain
a sufficient condition on f and the ground state for the existence of quasiperiodic
solutions, see Section 3.2. In the next step, we invoke a construction from [35].
It shows a relation between eigenfunctions of the Schrodinger operator A 4 a(r)
with a suitable radial potential and a ground state of a nonlinear equation (1.1) with
f determined by a. This will allow us to reformulate the sufficient conditions in
terms of the potential a and some eigenfunctions of A + a(r), see Section 3.3. The
last and most difficult step is the verification of the sufficient conditions for some
potentials @. This will be achieved by taking small perturbations of a specially
designed potential a(r), see Section 4.
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3. Sufficient conditions for the existence of quasiperiodic solutions

3.1. A theorem from [38]

We recall a theorem on the existence of quasiperiodic solutions of non-homogene-
ous elliptic equations on RN *! from our previous paper [38]. To that end, consider
the equation

Au~+uyy +ai(r; s)u + fi(r,u;s) =0, x e RV, y e R, 3.1
where r = |x|,s € (-6, 5), with § > 0, is a parameter, and f] is of the form

filr,u; ) = ax(r; s)u* + ug(r, u; s), (3.2)

with ay, ap, g sufficiently smooth, as specified below. Fix constants K and m
satisfying

N
K>18, m > > 3.3)
The smoothness assumptions on ap, a», and g are as follows:

(S ai(;s) € €"FY(RYN) for each s € (=8, 5), and the map s € (—§,8)

rad

ai(;s) € €MHHRN) is of class €K+,

(S2) ax(; ) € €"FY(RN) foreach s € (=8, 8), the maps € (—=68,8) — ax(;5) €

rad

¢ FHRN) is of class €K T, g € FKHMHHRN x R x (=8, 8)), it is radially
symmetric in x € R", and for all 9 > 0, the function g is bounded on RV x

[, 9] x [0, §) together with all its partial derivatives up to order K +m + 4.

The next hypotheses concern the Schrodinger operator Aj(s) (= —A — ay(r;s)
acting on L2 (RV) with domain H?>(R) N L2 (RV):

rad rad
(Al)(a) Thereexists L < 0 such thatlimsup,_, ,,a1(r;s) < Lforalls € (=6, 5);
(A1)(b) For all s € [0, §), A1(s) has exactly 2 nonpositive eigenvalues pi(s) <
u2(s), and one has py(s) < O foralls € (0, 8), and w,(0) = 0;

(NR) Denoting w;(s) := /|u;(s)|, j = 1,2, the frequency vector w(s) =
(w1(s), wa(s)) is nonresonant up to order K for all s € (0, ).

Note that, by the radial symmetry, the eigenvalues p1(s), p2(s) are automatically
simple [40]. For s € [0,6) and j € {1,2}, we denote by ¢;(-; s) the eigenfunc-
tion of A;(s) associated to w;(s), normalized in the L?-norm. The normalization
determines ¢; uniquely up to a sign; we select ¢; such that ¢;(0; s) > 0 for each
s €10, 96).

Our last hypothesis concerns both the coefficient @, and the eigenfunction ¢,
when s = 0:

(A2) One has
/ az(x; 0)@3 (x; 0)dx # 0.
RN
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The main theorem proved in [38] is the following:

Theorem 3.1. Suppose that the hypotheses (S1), (S2), (A1), (NR) (with K, m as
in (3.3)) and (A2) are satisfied. Then the following statements are valid for each
s € (0, 6), possibly after making 6 > O smaller. There exists a solution u(x, y)
of equation (3.1) such that u(x, y) is radially symmetric in x, u(x,y) — 0 as
|x| — oo, uniformly in y, and u(x,y) is quasiperiodic in y. In fact, there is
an uncountable family of such quasiperiodic solutions (disregarding translations),
their frequency vectors forming an uncountable subset of R?.

We remark that [37, Theorem 2.2] has a similar—and even stronger— conclusion
to Theorem 3.1: it yields quasiperiodic solutions with any n > 2 number of fre-
quencies if certain conditions on a3, a3, and the eigenfunctions of A are satisfied.
However, the fact that both a, and a3 are involved in the hypotheses —unlike in The-
orem 3.1 above—makes [37, Theorem 2.2] more difficult to apply in the context of
homogeneous problems such as (1.1).

3.2. Taylor expansion at a ground state on RY

In order to apply Theorem 3.1, we consider the Taylor expansion of a (parameter-
dependent) nonlinearity f around a solution of the N-dimensional problem (1.6).
We want the expansion to yield an equation of the form (3.1)—(3.2) such that the
hypotheses of Theorem 3.1 are satisfied. Clearly, it would be of no use to take the
expansion at the trivial solution # = 0: since —A — f’(0) has only continuous spec-
trum, hypotheses (A1)(a) and (A1)(b) would not be satisfied. Instead, the expansion
will be taken at a ground state of (1.6).

By a ground state of (1.6) we mean a positive solution u* of (1.6) such that
u*(x) — Oas|x| — oo. Assuming (1.2), a classical result of [ 18] implies that, after
a suitable translation, u™* is a radially symmetric (around 0) and radially decreasing
function. Thus, u* depends on x € R viar = |x| only.

To recall a few other relevant concepts, assume u™* is a ground state of (1.6)
and consider the Schrodinger operator L(u*) := —A — f'(u*(r)). Unless stated
otherwise, we always consider such operators as unbounded operators on Lfad(RN )

with domain H*(RV)NL2 ;(RM). It is well known—see, e.g., [40] for all the basic
properties of L(u*) listed below—that L(u*) is a self-adjoint operator bounded
from below whose essential spectrum, o, (L(1#*)), is contained in [— f/(0), 0o)
(the latter uses the fact that u*(co0) = 0). In particular, the condition f'(0) < 0
implies that o (L (1*)) N (—o0, 0] consists of a finite number of isolated eigenvalues,
all of which are simple as L(u*) is acting on radial functions only. We define the
Morse index of u* as the number of negative eigenvalues of L(u*). Further, we say
that u* is a degenerate ground state if O is an eigenvalue of L(u™), otherwise, we
say it is nondegenerate.

We now introduce a small parameter s in equations (1.1) and (1.6). Namely,
we consider the equations

Au+uyy+ fu;s) =0, (x,y) e RV (34)
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and
Au+ f(u;s) =0, xeRV, (3.5)

where, for some § > 0, f : R x (—8,8) — R is a function of class €2 (at least)
with
f©,s) =0, f,(0;5) <0 (s €(=4,0)). (3.6)

Even though we will only deal with positive solutions, it will be convenient to
assume also that
f;s) >0 (u<0, s e (-4,9)). 3.7)

Assuming that, for each s, u* is a ground state of (3.5), set
ay(r;s) == fu’(r);s),

1
ax(r; s) == Efuu(u‘(r); s),

1 3.8
SO + ) = f60):s) 69
g(r,uss) == —a(r; s)u —GQ(V;S)MZ) ifu#0
0 ifu=0.
Then
FWs () +us 8) = ar(r; $)u + ax(r; sHu? +u’g(r, u; 5) (3.9)

weR, r=>0,se(=4,9)),

and, for any s € (—6,6), u = u(x, y) is a solution of (3.4) if (and only if) u =
u® + u for some solution u of (3.1). Moreover, since u® is a radial function with
u’(00) = 0, the function u(x, y) is quasiperiodic in y, radially symmetric in x, and
decaying to 0 as |x| — oo, uniformly in y, if & has all these properties. These
remarks lead to the following sufficient condition for the existence of quasiperiodic
solutions of (3.4).

Theorem 3.2. Assume that for some § > 0, f : R x (=8, 8) — R is a €*-function
satisfying (3.6), (3.7), and for each s € (—38,6), u® is a ground state of (3.5).
Assume further that the functions ay, az, and g defined by (3.8) satisfy hypotheses
(S1), (S2), (A1), (NR), and (A2) with K, m as in (3.3). Then, possibly after making
8 > 0 smaller, the following statements are valid for each s € (0, 8). There exists
a positive solution u(x,y) of (3.4) such that u(x,y) is radially symmetric in x,
u(x,y) — 0as |x| — oo, uniformly in y, and u(x, y) is quasiperiodic in y. In
fact, there is an uncountable family of such quasiperiodic solutions, their frequency
vectors forming an uncountable subset of R?.

Proof. All these statements, except for the positivity of the solution u, follow di-
rectly from Theorem 3.1 and the above remarks. To prove the positivity of u, we
use the maximum principle. It is sufficient to show that # > 0. Indeed, u, be-
ing quasiperiodic in y, is a nontrivial solution. Therefore, the relations u > 0,
£(0; s) =0, and the strong comparison principle give # > 0 in RV+!,
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Suppose now, for a contradiction, that # < O on some nonempty open set
Q c RN+, We take © maximal, so that also u = 0 on 9. Since u(x, y) is
quasiperiodic in y and u(x,y) — 0 as |x| — oo, uniformly in y, u has a local
minimum at some point in 2. At that point, equation (3.4) cannot be satisfied since
f(x,y);s) > 0 for (x,y) € €, due to (3.7). This contradiction proves the
positivity of u. O

Let us ponder the sufficient conditions given by this theorem. First of all, for
the smoothness hypotheses (S1), (S2) to be satisfied by the functions in (3.8), the
functions (u, s) — f(u;s) and (x, s) — u’(x) have to be sufficiently smooth.

Next, hypothesis (A1)(b) dictates that #* has to be a nondegenerate ground
state of (3.5) with Morse index 2 when s > 0, while for s = 0 it has to be a
degenerate ground state of Morse index 1. We have already mentioned in the intro-
duction that no ground state with Morse index 2 exists if N = 1,orif N > 1 and
the nonlinearity is of some specific form, such as f(u) = u” — u with a subcriti-
cal p > 1 [26] (references [8,9,27,33,43] give other structural conditions on the
nonlinearity which imply that the ground state is unique up to translations and has
Morse index 1). The existence of a degenerate ground state is also a nontrivial issue.
Typically, the uniqueness of the ground state comes along with its nondegeneracy
(see, for example, [32]).

Examples of nonlinearities f for which (1.6) possesses a ground state of Morse
index 2 are given in [10,13]; nonlinearities with ground states of an arbitrary Morse
index k > 2 were found in [35]. Among these examples, the most explicit one is
that of [13], where (1.6) is considered on R3 and f is given by

f@w) = xuf +u? —u, (3.10)

P, q being suitable exponents satisfying 1 < g < p < 5 and A > 0 is sufficiently
large. As shown in [10,35], once a nonlinearity which gives a ground state of Morse
index greater than 1 is found, taking a homotopy to another nonlinearity with a
unique ground state of Morse index 1, one obtains a nonlinearity with a degenerate
ground state somewhere on the homotopy. Thus, in principle, nonlinearities from
any of the papers [10,13,35] could be used as a starting point in our method. The
results of [35], which we actually use here, give us enough flexibility to verify all
the hypotheses of Theorem 3.2. It is not clear to us if our method, or a modification
thereof, could be applied with specific nonlinearities, such as the ones in (3.10).
Letting the regularity issues aside, hypothesis (A2) is probably very hard to verify
for such nonlinearities.

3.3. Sufficient conditions in terms of a Schrodinger operator

As mentioned in the previous section, the results of [35] which yield nonlinearities
f such that (1.6) has degenerate and nondegenerate ground states with a prescribed
Morse index (see [35, Theorems 1.1 and 1.3°]) are relevant for our method. How-
ever, we shall mainly use two results from [35, Lemmas 2.1 and 3.1], which tell us
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how such nonlinearities are found using a certain Schrodinger operator. We recall
these results in Lemmas 3.3, 3.4, and 3.5 below.

Lemma 3.3. Assume the following hypotheses.

(a) a(r) is a continuous function on [0, 00) which converges to a negative limit as
r — oo.
(b) w e €([0, 00)) isa positive solution of

N-—1 N -1
Wy + ———w, + (a(r)— — )w:O, r >0, (3.11)
r r

which satisfies the following conditions:

(i) w() =0, w,(0) >0,
(i) ef"w(r) = 0, eP w,(r) = 0asr — oo for some > 0.

Then ~
u*(r) :=/ w()dt, r=|x|>0, (3.12)
defines a ground state of (1.6) for a € function f that satisfies (1.2) and for which
flw*(r) =a@) (¢ =0). (3.13)

On the interval [0, u*(0)], f is given explicitly by

F) = /0 a(E (D), (3.14)

where & is the inverse of u™ : [0, 00) — (0, u*(0)].

For a little bit of intuition about this statement, consider an equation of the form
(1.6) with a ground state u*. In spherical coordinates, the (radial) function u™ satis-
fies the equation

*
urr+

. ur+ fw*)=0, r>0.

Differentiating this equation, we see that w(r) = —u) is a positive solution of
equation (3.11) with a(r) given by (3.13). The statement in Lemma 3.3 goes in
the opposite direction: given a(r) and a positive solution w(r) of (3.11), it yields a
nonlinearity f and a ground state u™.

Note also that the function w represents an eigenfunction of the operator —A —
a(r) if it is considered on the full space L*(RYN) with domain H2(RY) (not re-
stricted to the space of radial functions). In fact, w(r) being a positive solution of
equation (3.11) means that 0 is an eigenvalue of this operator and it is the minimal
eigenvalue with a nonradial eigenfunction. This can be seen using separation of
variables. The nonradial eigenfunctions corresponding to the eigenvalue zero are
the functions w(r)x;/r, j = 1,..., N, and their linear combinations. Another



QUASIPERIODIC SOLUTIONS OF ELLIPTIC EQUATIONS 781

interpretation of w is that w(r)x;/r is the principal eigenfunction for the operator
—A — a(r) on the half-space ]R_’X := {x € RY : x; > 0} with Dirichlet boundary
condition on E)Rﬁ.

Now, if the ground state u* given by Lemma 3.3 is to have a given Morse
index k, then the operator —A — a(r) must have exactly k negative eigenvalues. In
particular, the first k eigenvalues with radial eigenfunctions must come before the
first eigenvalue with a nonradial eigenfunction. Potentials with this property, and
some additional useful features, are provided by the following lemmas:

Lemma 3.4. For any integer n > 2 there exists a € >° function ay(r) on [0, 00)
such that the following statements are valid:

(a) There exist constants kg > 0, koo > 0, and £ > 1 such that ag = ko on [0, 1/£]
and ay = —koo on [£, 00);

(b) Equation (3.11) with a = ag has a positive solution w as in Lemma 3.3(b);

(c) The nth eigenvalue of —A — ao(r) (viewed as an unbounded operator on
L2 ,(RN) with domain H*(RN) N L2 (RY)) is equal to zero.

rad

This is the first part of [35, Lemma 3.1]; the result was proved there with kg =
koo = 1.

Lemma 3.5. Let ¢ and agy be as in Lemma 3 4. Then there exist § > 0 and a smooth
function b(r; s) on [0, 00) X (—8, 8) satisfying the identities

br;0)=0 r=>0), br;s)=0 (rel0,1/£]U[L, 0), se(=4,6)), (3.15)

and the following statement. For each s € (—38, 8) statement (b) of Lemma 3.4 holds
with ag replaced by a(-; s) 1= ao + b(:; ), and, denoting by 3, the nth eigenvalue
of the operator —A — a(-; s) (on L?ad(RN)), one has

d S
— 0. 3.16
a5 Hn . < (3.16)

Perhaps a word of explanation for the last statement is due here. Note that the first
identity in (3.15) implies that statement (a) of Lemma 3.4 holds with ag replaced
by a(-;s) := ag + b(-; s). In particular, the essential spectrum of —A — a(-;s)
is contained in [koo, 00) for all s &~ 0. Therefore, o (—A — a(-;5)) N (—00, koo)
consists of simple isolated eigenvalues, which we number in an increasing manner.
For s = 0, a(-; s) is a small perturbation of ag. Hence, due to statement (c) and
the simplicity of the eigenvalues (in the present radial setting), the nth eigenvalue
w;, is well defined and it is a smooth function of s (see [23] for the underlying
perturbation results).

Lemma 3.5 is essentially the second part of [35, Lemma 3.1]. Although it was
not emphasized there that the function b with the indicated properties exists for any
smooth function ag satisfying (a)—(c) (from Lemma 3.4), this is how the lemma is
proved in [35]. The only other difference of the present statement from [35, Lemma



782 PETER POLACIK AND DARIO A. VALDEBENITO

3.1]is that in [35] the constants kg, koo Were specifically taken to be equal to 1. This
makes almost no difference in the proof; the only minor modification one needs to
make is a rescaling of the Bessel functions as in the following remark.

Remark 3.6. For s € (-6, §) and a = a(-; s) as in Lemma 3.5, the solution w =
w(-;s) of (3.11) as in Lemma 3.3(b) is not unique (it is unique, up to a scalar
multiple), but it can be chosen in such a way that w(r; s) is a ¥ °° function on
[0, o0) x (=4, §) satisfying

w(r;s) = wi(r) (rel0,1/€], s € (=4, 9)),

(3.17)
w(r;s) =ywa(r) (€[l 00), s €(=4,6)),

where y : (—8,8) — R is smooth (see [35, Remark 3.2] for details), and w; (r),
w (r) are independent of s: since the functions a = a(-; s), for s € (-4, §), satisfy
the identities

a(r;s) =ko (r €[0,1/4]), a(r;s) = —keo (r > 10), (3.18)

w1(r), wa(r) are explicitly given by

wi(r) = clrl_N/zJN/z(r\/k»), wy(r) = czrl_N/zKN/z(r\/koo), (3.19)

where c1, ¢, are nonzero constants and Jy/2, Ky/» are, respectively, the Bessel
function (of the first kind) and the modified Bessel function (of the second kind) of
index N /2.

Let now ag, a = a(r;s) be as in Lemmas 3.4, 3.5 with n = 2, and take
the solution w(r;s) of (3.11) as in Remark 3.6. Lemma 3.3 yields a family of
nonlinearities f(u; s), s € (=6, ), along with corresponding ground states u* of
(3.5), to which we want to apply Theorem 3.2.

In accord with (3.12), we first set

u(r;s) .= fw w(t;s)dt (r =0, s € (=6,59)). (3.20)

By Remark 3.6, u is a smooth function on [0, co0) x (—§, &) and one has

u(r;s) =y (s)ua(r) (r € [t,00), s € (=6,9)),

u(r;s) =ui(r)+ BGs) (@ el0,1/£], s € (—4,98)), 3.21)
where
uz(r) = /OO wa()dt  (r > 0),
rl/z
uy(r) :/ wi(t)ydt (r €10, 1/4]), (3.22)

)4 00
B(s) =/ w(t;s)dt—i—y(s)/ wo(t) dt.
1/¢ [
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From this it also follows that u is smooth when considered as a function of x € RV
and s € (—§, 8), radially symmetric in x (obviously, just the smoothness near x = 0
is an issue here). Indeed, using (3.22), (3.19), and the Frobenius expansion for the
Bessel function, one can see that u1(r) is analytic near r = 0 and its Taylor series
involves only even powers of r.

Next, for each s € (=4, §), we use (3.14) with a = a(r; s) and u™ = u(r;s).
This defines a function f(z, s) on

U:={(z,s) €e R2:z €[0,u(0;s)], s € (=3,3)).

Clearly, f is smooth in the interior of U. Moreover, relations (3.14), (3.13), and

(3.18) imply that, for any s € (=6, 8), f(u; s) = —koou for u near 0,and f, (u; s) =

ko for u near u(0; s). It is therefore easy to extend f to R x (—§, §) in such a way

that the extension (which we still denote by f) is of class € °°, f(u; s) > 0ifu <0,

and, possibly after making § > O smaller, f and all its derivatives are bounded.
Consider the functions ay, az, g as in (3.8):

ay(r;s) :== fu(u(r;s);s), (3.23)
ar(rss) == %fuu(”(”; 5);8), (3.24)
1
u—3(f(u(r;s)+u;s)
8 UiS) =0~ ) — a5 ) — axrs su?) ifugo G2
0 ifu=0.

According to our convention, when needed, the functions aj (-; s),a>(-; ), g(-, u; s)
are viewed as functions of x € RV (depending on x via r = |x|). As we now
demonstrate, the hypotheses of Theorem 3.2, with the exception of (A2), are satis-
fied for these functions.

Lemma 3.7. Making 6 > 0 smaller, if necessary, one achieves that the functions
aiy, ay, and g defined above satisfy hypotheses (S1), (S2), (A1), (NR) with K, m as
in (3.3).

Proof. Using (3.23), (3.24), (3.13), and the definition of f (cf. (3.14)), we find the
following identities for ay, as:

ar(r;s) = a(r;s),
a(ris)  ad(r;s) (3.26)
wW(rys)  w@rss)

2ar(r; s) =

where the prime denotes the derivative with respect to r. In particular, a;(r; s) =
ko,ax(r;s) = 0forr near 0,and a;(r; s) = —kso,a2(r; s) = 0 for all large enough
r. It follows that the regularity hypotheses (S1), (S2) with K, m as in (3.3)—in fact,
with arbitrary finite K and m —are satisfied by ay, a, and also (Al)(a) is satisfied
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with L = —k. To verify the regularity hypothesis (S2) for the function g, we use
the Taylor expansion for f(-; s) to write g in the integral form:

1
l/ (1 _t)zfuuu(u(r;s) +tz;s5)dt.
2 Jo

As noted above, u is smooth when considered as a function of x € RN and s €
(=46, 8). Moreover, in view of (3.21), (3.19), all derivatives of u are bounded (we
may need to make § smaller here so that the derivatives of y (s) are all bounded
on (—46, 8)). Using this and the above definition of the (extended) function f, one
shows easily that (S2) is satisfied.

Next, (3.16) and Lemmas 3.4 and 3.5 imply that /L(z) = 0 and u;, < O for
s > 0,5 =~ 0 (remember that we have taken n = 2, and the eigenvalues below the
essential spectrum of —A —a(-; s) are numbered in an increasing manner). Making
& > 0 smaller, we achieve that for s € [0, §) the operator —A — a(-; s) has exactly
two nonpositive eigenvalues, 1} < w5, which are strictly negative for s € (0, §).
Hypothesis (A1)(b) is thus satisfied.

Finally, consider the frequency vector w (s) = (w1 (s), @2(s)), w;(s) := /| Mj [,

j =1,2. Since pL(l) < ug = 0, appealing to the continuity of the eigenvalues in s,
we infer that

w1 (s)
0
< wy(s) < 2K
forall s € (0, §), possibly after § > 0 is made smaller. This implies that hypothesis
(NR) is satisfied. O

Before proceeding further, we summarize where we stand in terms of the ap-
plicability of Theorem 3.2:

Corollary 3.8. Let ag(r), a(r; s) be as in Lemmas 3.4,3.5 withn = 2, and w(r; s)
as in Remark 3.6. Let u® := u(-; s) and f (u; s) be defined (and extended) as above.
Assume that

® ay(r) 5N
/ w(r;o)(pz(r)r dr #0, (3.27)

where @ is an eigenfunction of — A —aq(r) corresponding to the eigenvalue /Lg =0
(cf. statement (c) of Lemma 3.4). Then all hypotheses of Theorem 3.2 are satisfied.

Proof. Lemma 3.7 verifies all the hypotheses of Theorem 3.2 except for (A2). In
view of (3.26) and the relation a(-; 0) = ag (see Lemma 3.5), hypothesis (A2) is
the same as (3.27). O

Remark 3.9. The integral in (3.27) is well defined, since w is positive in (0, 0o0)
and a, has compact support (cf. Lemma 3.4(a)(b)).
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4. Completion of the proof of Theorem 2.1

For the proof of our main result, we need to find a function satisfying the conditions
of Corollary 3.8. Specifically, we seek a smooth function a(r) on [0, co) with the
following properties:

(al) There exist constants kg > 0, koo > 0, and £ > 1 such that a = kg on [0, 1/£]
and a = —ky, on [£, 00);

(a2) Equation (3.11) has a positive solution w as in Lemma 3.3(b);

(a3) The operator —A — a(r) (viewed as an unbounded operator on Lfad (RV) with
domain H*(RY) N L2 (RM)) has exactly two nonpositive eigenvalues p; <
p2 with up = 05

(a4) One has

o0 !/

f L0 3w dr %o,
o w(r)

where w is as in (a2) and ¢» is an eigenfunction of —A — a(r) corresponding

to the eigenvalue Mg =0.

Proposition 4.1. There exists a smooth function a on [0, 0o) such that statements
(al)—(ad) above are all satisfied.

Before taking on the proof of this proposition, we show how it is used to com-
plete the proof of Theorem 2.1.

Proof of Theorem 2.1. For the purpose of this proof, we denote the function pro-
vided by Proposition 4.1 by ag. Then (al)-(a3) are the same as statements (a)—(c)
in Lemma 3.4 with n = 2. Let now a(r;s) be as in Lemma 3.5, w(r; s) as in
Remark 3.6; and let u* := u(-; s), f(u; s) be defined as in Lemma 3.3 (¢f. Corol-
lary 3.8). Recall from Lemma 3.5 that a(-; 0) = ag. Therefore, the function w(r)
in the above statement (a2) and the function w(r; 0) differ only by a scalar factor
(cf. Remark 3.6). Thus, from statement (a4) we infer that (3.27) holds. Corollary
3.8 now tells us that all hypotheses of Theorem 3.2 are satisfied. Using that theo-
rem, we conclude that the statement of Theorem 2.1 holds with f = f(:;s), for
any s € (0, §). ]

The remainder of this section is devoted to proving Proposition 4.1. The out-
line is as follows. We know that if we take a = ag with q¢ as in Lemma 3.4,
statements (al)—(a3) are satisfied. If statement (a4) happens to be satisfied by this
function, we are done: Proposition 4.1 is proved. Otherwise, our goal is to find
a suitable perturbation a of ag such that all statements (al)—(a4) are valid. Note
that statements (a2) and (a3) are not robust. Therefore the perturbation has to be
made carefully for (a2) and (a3) to remain valid (we will perturb ap in a compact
subinterval of (0, co) only, so there are no issues with statement (al)).

For the rest of this section, we fix a constant £ > 0 and a function ag with the
following properties:



786 PETER POLACIK AND DARIO A. VALDEBENITO

(A0) ag(r) is a smooth function on [0, co0) such that conditions (al)—(a3) are satis-
fied witha = ap and kg = koo = 1.

The existence of such qg is guaranteed by [35, Lemma 3.1] (¢f. Lemma 3.4 in this
paper). We took ko = koo = 1 just for simplicity, it is not essential.

In our perturbation arguments, we use the following notation. For a € 6aq (RN,
S(a) denotes the Schrodinger operator —A — a(r) on Lfa d (RY) with domain
D(S(@)) = H*RN) N L2 (RN). If S(a) has at least two eigenvalues below its
essential spectrum (which is in particular the case if a is close to ag in the supre-
mum norm), uz[a] stands for the second smallest eigenvalue. By ¢s[a] € D(S(a))
we denote the eigenfunction of S(a) corresponding to p;[a] normalized in the L?-
norm. The normalization determines ¢;[a] uniquely up to a sign; for definiteness,
we choose ¢[a] such that g;[a](0) > 0. We remark here that, by a Sturm-Liouville
property in the radial setting [40], the function » +— @>[a](r) has a unique zero,
which is positive (in particular, ¢;[a](0) # 0). As above, without fearing confu-
sion, we abuse the notation slightly and use the same symbol for the function ¢»[a],
and other radial functions below, viewed as a function of x € RY and as a function
of r € [0, 00). Also, we may omit the argument a from p7, ¢, and related functions,
for the sake of notational simplicity.

For a € 61.a(RY) close to ag, polal € R and gola] € H*RY) N L2 ,(RV)
are well defined and are smooth functions of a [23]. The eigenfunction ¢;[a] €
D(S(a)) is a solution of the following equation (with r = |x|):

Ap +a(r)e + ualale =0, x e RV: 4.1)

as a function of r, it is a solution of the following problem:

N —1
Prr + T‘pr +(1(}")§0 + /'LZ[a](p =0 r>0 (42)
0-(0)=0, ¢ —>0asr — oo.

We shall also need to perturb the function w as in statement (a2). For that we
introduce the following eigenvalue problem:

Ay +ar)y +vy =0 x e RY :={(x;,x") e Rx RV~!: x; > 0} 13
¥ (0,x) =0 x’ e RN-1L, (4.3)
Any eigenfunction ¢ € H?(R") of this problem can alternatively be viewed as an
eigenfunction of the operator —A —a(r) considered on the closed subspace L,z) (RM)
of L?(R") consisting of all functions odd in x; (with domain HZ(R") N Lg(RN ).
We temporarily denote this operator by A, (a).

As noted in Section 3.3—and as one can see by separation of variables—if a
satisfies statements (al), (a2), then v = 0 is the principal (minimal) eigenvalue of
(4.3) and it has an eigenfunction

vx) =wl)x/r = |x)).
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Here w is a positive solution of the equation (with v = 0)

N
u)r—i—(a(r)—i—v— 3 )w:O, r >0, “44)
r

Wrr +

satisfying w(0) = 0, w(r) — O asr — o0. Since ¥ > 0 and a(o0) = —koo < O,
it is a standard consequence of the maximum principle that v = 0 is a simple
eigenvalue. Also, v = 0 is an isolated eigenvalue of the operator A,(a): statement
(A0) implies that v = 0 is below the essential spectrum of this operator. Applying
these remarks to ag, we conclude that for any a € %aq (RN) close enough to ag the
minimal eigenvalue v[a] of (4.3) is defined and it is a smooth function of a [23].
Moreover, there is a (uniquely determined) L?(RN)-normalized eigenfunction ¥ [a]
of Ay(ap) with Y[a] > Oin Rﬂ (the positivity can be proved by standard variational
arguments [40]). The function a — ¥[a] € H*(RY) N L,(RY) is smooth on a
neighborhood of ag in aq (RM). Separation of variables gives

Ylal = wlal(r)xi/r, 4.5)

where w[a] is a positive solution of (4.4) with v = v[a] (we take this as the defini-
tion of wla]).
For brevity, we set

©2,0 := @2laol, wo := wlapl, and Yo := ¥laol. (4.6)
We take a sufficiently small neighborhood U of ag in 6ag (RM) so that

(U) walal, ¢alal, v(a), ¥la] are defined and have the smoothness properties with
respect to a € U, as specified above.

If a € U is of class €’ as a function of 7 € [0, o) and such that the support of a’
is a compact subset of (0, c0), we denote

_ [T d) 5 N—1
E, ._/0 —w[a](r)(pz[a](r)r dr. 4.7

This is the integral that we want to make different from zero by taking a suitable
perturbation of the function ag (assuming E,, = 0). Note that £, € R is well
defined, as w[a] > 0 on (0, c0).

We will look for a within a two-parameter family of potentials

a(it,t)y=ap+tho+1tby (t=0,7t=0), (4.8)

where ¢ and t are so small that a(-; ¢, ) € U and by, b; are suitably chosen smooth
radial functions. Specifically, we want by, b to satisfy the following set of condi-
tions (with £ > 1 as in (A0)):

(B1) The support of the function by () is a compact subset of (1/£, £).
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(B2) The support of the function b1 (r) is a compact subset of (£, c0).
(B3) — / bog3 gdx > — / boygdx, or, equivalently,
RN ' RN

© o
_/ bo ()3 o (r)r " dr > _/ bo(r)wi(ryrN"dr.
0 0

(B4) / blgogodx:/ biyddx.
RN ' RN

Moreover, for a suitable constant Cy determined by ap, as specified below (see
Lemma 4.6), we want the following condition to be satisfied:

00 3
(B5) / by (r) <Co<p§’0(r)rN1 _4 (Mﬂ“)) dr #0.
l

dr \ wo()

Note that if (B1) and (B2) hold, then the integrals in (B3), (B4)—written in spher-
ical coordinates—and (BS5) are in effect integrals over compact subintervals of
(0, o0) and are thus well defined.

The existence of functions by, b, with the above properties, as guaranteed by
the next lemma, is key to our method.

Lemma 4.2. For any given constant Cq (and function agy as in (A0Q)), there exist
smooth, radially symmetric functions by, by, such that (B1)—(B5) are satisfied.

We give a proof of this result, based on properties of modified Bessel functions, at
the end of this section.

Without specifying the constant Cy yet, assume that smooth radial functions
bo, by satisfying (B1)—(BS5) have been chosen. We take gy > O such that for
|t], || < &o one has a(-;¢,t) € U, so pela(-; ¢, v)], gola(; t, v)l, via(; ¢, 7)1,
and Y¥la(-;t, v)] are all well defined and depend smoothly on (¢, 7). A priori,
the eigenfunctions ¢z[a(-; ¢, )] and Y[a(:; ¢, )] depend smoothly on (¢, T) as
H?*(RN)-valued functions, but combining this with elliptic regularity results (and
the smoothness of ag, by, b;) we also have the smoothness in many other spaces,
for example € (RY) for any m > 0. This is useful for justifying some com-
putations below. Note also that since we are dealing with eigenvalues below the
essential spectrum, the corresponding eigenfunctions always decay exponentially
as |x| — oo (see [1,22], for example).

Lemma 4.3. Let gg be as above. There exists ¢ € (0, g9) such that the following
statements hold:

@ Z(nalaCit, Ol —vlac;t, v)]) > 0forall (t,7) € [~ e]*;
(b) There exists §1 € (0, ¢) such that usla(-;t, —e)] — v[a(-;t,—¢e)] < 0 <
palaCst, &)l —vla(;t, &)l forallt € (=81, 81);
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(c) For eacht € (=381, 61), with 81 as in (b), there exists a unique solution T =
(1) of
uzla(; ¢, r)] —vla(; 1, 7)1 =0. (4.9)
Moreover, t +— 1T(t) is a smooth function on (=681, 1) satisfying t(0) =
7/(0) = 0.

Remark 4.4. A consequence of statement (c) of the lemma is that the one-param-
eter family of potentials

a(it,t(t)) — pela(st, z@@)], =0, (4.10)

satisfies that the second eigenvalue of (4.1) and the principal eigenvalue of (4.3)
(both equations considered with a given by (4.10)) do not change with ¢ and re-
main equal to zero. (This is also true for (4.4).) Hence, for all potentials in
this family statements (a2), (a3) are satisfied. By (B1), (B2), statement (al) is
also satisfied, after adjusting ¢, with the constants kg = 1 — wala(-;t, 7(2))],
koo = 1 4+ uola(-;t, t(¢r))]. These constants are close to 1 if + =~ 0, due to
wala(-; 0, 7(0))] = uzlag]l = 0. In a subsequent step, we will address the validity
of statement (a4) for some potentials in this family. Note that the eigenfunctions
ola(-; t, T)], wla(-; t, T)], and hence the integral in (a4), are unaffected when the
potential is shifted by 5.

We following result will be used in the proof of Lemma 4.3.

Lemma 4.5. Denoting by “ 7 the derivative of a given function with respect to
either t or T, one has:

G p=- / 5(p§d)¢, and @y is given by the unique solution (in the radial space)
RN
of
Ay +agy + pagn = —apy + ¢ / N ag; dx
R

/ @292 dx = 0;
RN

@) v = —/ an//zdx, and v is given by the unique solution (in the space of
N

.11

functions odd in x1) of

AV +ay + v = —ay + ¥ [pv ay? dx
/ U dx = 0.
RN

Proof. For statement (i), recall (cf. (4.1)) that ¢; satisfies

Agy +apy + pogr =0,

/ (p% dx =1.
RN



790 PETER POLACIK AND DARIO A. VALDEBENITO

Differentiating these equations with respect to either ¢ or t, we find
Agy + aga + paga + agy + 122 =0,

/ @29 dx = 0.
]RN

Multiplying the first equation by ¢; and integrating by parts, we obtain

o = —/ ag3 dx,
]RN

and the rest of statement (i) follows easily. Statement (ii) is proved in a similar way,
using (4.3) instead of (4.1). O

Proof of Lemma 4.3. By definition, ws[a(-; 0,0)] = u2[ap] =0 and v[a(-; 0,0)] =
v[ag]l = 0 (¢f. (A0)). Similarly, go[a(-;0,0)] = ¢20 and Y[a(;0,0)] = o
(cf. (4.6)). Also, La(-:1,1)| _, = bo. At (t,7) = (0,0) we have

> dt

9
37 (u2la(st, v)l —vla(; ¢, T)])
-O=00 4.12)

=—f b0¢§odx+/ boyg dx > 0,
R¥ ' RN

by Lemma 4.5 and (B3). Since ©, and v depend smoothly on (¢, 7), the t-derivative
is positive for all (¢, 7) € [—¢, el?ife > 0is sufficiently small. This proves
statement (a). Applying statement (a) with ¢+ = 0, and replacing ¢ by a smaller
positive number, £ /2 say, we obtain in particular that

mwala(; 0, —e)] —vla(; 0, —¢)] <O,
mala(-; 0, e)] —vla(;0,&)] > 0.

Consequently, by continuity, there is §; € (0, €) such that

wala(s t, —e)l —vla(; t, —e)] <0, (|t| <61),
wala(st, &)l —vla(;t, )] >0, (Jt] < 61).

This proves statement (b). The above relations and the positivity of the t-derivative
imply that for each t € (—4§1, 1) there is a unique 7 = 7(¢) satisfying (4.9). The
implicit function theorem gives the smoothness of the map ¢ +— 7(¢). By unique-
ness, T(0) = 0. Expanding the equality

d _ _
d—(,uz[a(-; t, @)l —vlaG; e, teN))| =0
t =0
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and rearranging, we obtain

I, o
- (E(Mz[a(u ,7)] —vla(; ,‘L’)])

> 7'(0)
=0

9
= g(ﬂz[a(': 1,0)] — vla(; r,0)])

=—/ blgogodx—F/ bll//g dx
RN ' RN
=0,

t=0

where we have used the formulas from Lemma 4.5, the relation %Ez(-; t,0) | —0 =
b1, and the relation in (B4). Since the t-derivative in the left hand side is positive
by statement (a), necessarily 7/(0) = 0. O

With §; and t(¢) as in the previous lemma, consider the family

a(;t):=a(;t,t(t)) =ao+t()bo +1tby, t € (=61,081). (4.13)
Note that, since 7(0) = 7/(0) = 0, we have
a(+;0) = ao,
d : d (4.14)
dta(’) 7(0)bo + by 1 dta(”)

t=0 =0

We examine the integral Ey ..,y given by (4.7), with a(-; ¢) in place of a. Observe
that by conditions (A0), (B1), and (B2), the functions o' (-; £), |t| < &, (the deriva-
tive with respect to r) have support contained in a fixed compact subinterval of
(0, 00). Thus the integral in (4.7) is in effect an integral over this compact interval,
which implies that Ey .. ) is (well defined and) a smooth function of . Our goal is to
show that Ey..;) # O for all sufficiently small # > 0. This is obvious by continuity
it E,y #0.1If E,y = 0, that is,

% ay(r) N—1,. _
fo wo(r)%’o(r)r dr =0, 4.15)

we want to show that the derivative of Eq(..;y at ¢ = 0 is different from zero. We
compute the derivative in the following result.

Lemma 4.6. Assume that (4.15) holds. Then, regardless of how the functions by,
by are defined, as long as they satisfy (B1)—-(B4), one has

00 3
:_f prry & (20001 g
=0 ) dr \ wo(r)

o0
+Co f b1(r)¢3 o(r)rV~dr,
14

E:= d E
T dt a(-t)

(4.16)

where Cy is a constant determined only by ag (and independent of by, by).
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Remark 4.7. Again, by (A0O), (B1), and (B2), the integrals in (4.16), as well as
similar integrals in the proof of Lemma 4.6 below, are in effect integrals over a
compact subinterval of (0, co).

In the proof of the lemma, the following elementary relations are used. If v is
aradial (integrable) function, then

x
f v(x)dx = CN/ U(r)rN_ldr,
RN 0

and if 0(x) = w(r)r/x; withr = |x|, then

/ v(x)dx =cn /00 tI}(r)rN_1 dr.
RN 0

Here ¢y, ¢y are positive constants depending only on the dimension N.

Proof of Lemma 4.6. As in (4.16), we use “ * ” to indicate the derivative of the
functions Eg(..ry, @2[a(-; 1)1, ¥la(; )], and wla(-; )] with respect to ¢ at ¢ = 0.
Clearly, w(r)x/r = 1/}(x) (cf. (4.3), Lemma 4.5).
We first carry out the proof assuming the integrals in (B4) are different from
zero. The simpler special case when they are equal to zero is considered at the end.
Noting that

d ) d _ 5.
@l OD] g =330, —(wlaGODT)|,_g = —wg b,

with ¢ 0 and wy as in (4.6), we find (c¢f. Remark 4.7, and recall that w(r) > O for
r > 0)

E:/ bl (r ()Nldr
0 wo(r)

2
+3/ ah(r) 222 U'z(r)rN—ldr—/ af(r >¢2°( D iyt
0 0 wj (r)

4.17)

wo(r)

We now write ¢, and w in terms of by, ¢2,0, and wg. Since palag] = 0, viag] = 0,
from (4.14), (4.11) we obtain

A@y +appr = —b1g2o + 2.0 /N bl‘ﬂ%,o dx
R

f ¥2,002dx =0.
RN

Writing the equation in (4.18) in spherical coordinates and using that by = 0 on
[0, £], we obtain the following equation for ¢, on (0, £):

(4.18)

) N-1 |, ) s N4
(@2)rr + T(‘/)Z)r + app2 = 2,0CN bigyop™ dp, 1 €(0,0), (4.19)
¢

with ¢, bounded near r = 0.
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Let now ¢ be any solution of

N -1
&rr + f{r +aol =cneao 1 €(0,0)

¢ bounded near r = 0.

(4.20)

The existence of ¢ can be shown by standard ODE techniques, but it also follows
from the boundedness of ¢, (simply divide (4.19) by the nonzero integral appearing
on the right hand side). Whichever way ¢ is found, it is a function determined only
by ag, which we fix for the rest of the proof.

Observe that up to a scalar multiple, the function ¢ ¢ is the only bounded so-
lution of the homogeneous equation associated with (4.19), that is, equation (4.19)
with the right hand side replaced by 0. This comes from the fact that ap = 1
on (0, £) (cf. (A0)), which implies that the bounded solutions are all scalar multi-
ples of r'=N/2Jy 51, Jn2—1 being the Bessel function (of the first kind) of index
N/2 — 1. This fact and the special form of the right hand side of (4.19) imply that
for r € (0, £) one has

o0
G2(r) = ¢(r) /g bigs oo™ " dp + Cr20(r). 4.21)

where C; is a constant (depending on ¢ and by).
We can write w in a similar form using analogous arguments: the equation for
w in spherical coordinates is

) N—-1, N -1\ .
Wy + wy + (1()(1")— 2 w
r r

~ (4.22)
= —biwo + §02,05N/ biwip™ ! dp,
)
which on (0, £) reduces to
. N-—-1. N -1\ .
Wrr + wy + | ao(r) — ) w
r r

(4.23)

o0
= §02,05N/ brwip™Ndp, r e (0,0).
¢

Since wy is, up to a constant multiple, the unique bounded solution of the homoge-
neous equation associated with (4.23)—this time the bounded solutions are scalar
multiples of r'=N/2Jy ;(r), ¢f. (3.19)—we have

(o.¢]
W(r) = y(r)/ biwtpN"ldp + Cpwo(r) forr € (0, 0), (4.24)
¢
where y (unrelated to the function y in Remark 3.6) is a particular solution of

N —1 N -1 -
Yrr + — + | ao(r) — — |y =N (4.25)
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which is bounded near r = 0 and C,, is a constant (depending on by and y). The
function y, which is determined by ag alone, is fixed in the rest of the proof.
Substituting (4.21) and (4.24) in (4.17), and using Remark 4.7, we have

E:/ ()Nld
¢ wo ()

2 N—1 L ‘Pg,o(”) N—1
43 f b2 () dp / ah ) 22 e N
¢ 1/¢ wo (r)
0 V4 ()
- / bi(p)wi(p)p™ " 'dp / ao<>%° y(ryrN~dr (4.26)
¢ 1/¢ (r)

¢ 2
@5 (1)
+3C;f al (r) 22 @2.0r)rNdr
1/¢ wo(r)

¢ 3
®30(r)
—Cy/ a(/)(r)—z’z0 wo(r)rN1dr.
1/¢ wq(r)

Since suppa;, C (1/¢, £), the last two integrals coincide with the integral in (4.15),
so they vanish. Also, using (B2) and (B4),

() B o0 _ 1
| wrord ot = [ o do = [ bivias
£ 0 CN JRN

1 00 _
=— | bipiydx = / b1(p)p3 o(p)p" " dp.
CN JRN V4

Using these relations in (4.26) and integrating by parts in the first integral in (4.26),
we obtain the desired result, (4.16), with

¢ 93 o) 93 ()
Co :=3/ ag(r) 20()5( ryrlV= ldr—/1 agy(r) 20() y(r)rNldr.

This concludes the proof in the case the integrals in (B4) do not vanish.

If the integrals in (B4) are equal to 0, one can take { = 0 = y. The relations
(4.21) and (4.24) are then valid and the above computations still apply. They lead
to (4.16) with Co = 0. O

We can now complete the proof of Proposition 4.1.

Proof of Proposition 4.1. Assuming (AO), Lemma 4.2 guarantees the existence of
smooth radial functions b, by satisfying conditions (B0)—(B4), as well as condition
(B5) with Cp as in Lemma 4.6. For such functions we have, according to Lemma
4.6, Eqc.0) 7 0 or E # 0. In either case, Eq(..ry # 0 for all sufficiently small
t > 0. Therefore, using Lemma 4.3 and Remark 4.4, we conclude that statements
(al)—(a4) are satisfied by a = «a(-;t) = ap + t(t)bo + tby if t > O is sufficiently
small. O
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It remains to prove Lemma 4.2.
Proof of Lemma 4.2. To simplify the notation, we set

2 = ¢2,0 = ¢2[aol, w = wo = wlao].

Let C¢ be an arbitrary constant.

We start by noting that the functions ¢, and w are linearly independent on any
interval in (0, 0o). This is obvious from equations (4.2) and (4.4) (with a = agp)
satisfied by ¢» and w, respectively. Therefore also the functions ga% and w? are
linearly independent on any interval in (0, co). Using this observation with the
interval (1/¢, £), we infer that the linear operator

b4 l
by € L>(1/¢,¢) — (/ bo(r)<p§(r)rN1dr,f bo(r)wz(r)erdr> e R?
1/¢ 1/¢

is surjective onto R2. The surjectivity and the density of D(1/¢, £)—the space of
smooth, compactly supported functions—in L?(1/£, £) clearly imply the existence
of a smooth radial function by satisfying (B1), (B3).

By a similar surjectivity argument, if the functions

HOIIY

r

(@3(r) = w?err " Cop3(ryr ! - (—‘”2 rN—1> (4.27)
w(r)

are linearly independent on (£, co), we can find a smooth radial function »; such

that (B2), (B5) hold simultaneously with

/[oo bi(r) (<p§(r) _ wz(r)> PNlgr = 0. (4.28)

Since (4.28) and (B2) imply (B4), the proof will be completed once we show that
the functions (4.27) are linearly independent on (£, 00).

We prove this by contradiction. Assume that, to the contrary, there is a constant
C1 such that

3 /
coqo§<r>rN—1—(—i2((:)) rN—l) =Ci(p3() = w )" (re(t,00). (429)

N-1

Dividing the equation in (4.29) by r , we get

3 ! 3
@3 (r) N —1¢3(r)
Cop3 — (uf(r)) -— —Uj(r) =Ci(p3(r) —w?(r)) (r € (¢, 00)). (4.30)
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Since ap(r) = —1 forr > € and pslap] = vlap] = 0, we can explicitly solve
equations (4.2) and (4.4) for r > £. In view of the boundedness of the functions ¢,,
w, we obtain that for r € (£, c0)

02(r) = Go(r) i= ear NP Ky 1 (),
w(r) = w(r) = NPy,

where ¢;, ¢ are constants, and K ; stands the modified Bessel function of the second
kind of index j, j € {N/2 — 1, N/2}. The constants ¢, ¢ are both nonzero as none
of the functions ¢, w can vanish identically on (£, c0): since each function is a
solution of a second order ODE, if ¢; = 0 or ¢ = 0, then ¢, or w would vanish
identically in (0, co), in contradiction to the definition of the eigenfunctions ¢, (r)
and Yo(x) = w(r)x;/r.

The above relations show that the identity (4.30) is valid with ¢, and w re-
placed by ¢, and w, respectively. In addition to this identity holding on (¢, c0), we
have, for some C3 # 0,

w(r) =C3¢,(r) (r > 4). (4.31)

This (well-known identity between the modified Bessel functions) is obtained by
differentiating both sides of equation (4.2) (cf. (4.4)).

From (4.31) and (4.2)—the equation satisfied by ¢, on (£, co)—we find the
following relation (which, again, is just one of well-known identities in the theory
of Bessel functions):

iy ) N—1_ _ N—1_ y
w =C3p, =C3 | — p O+ ) =— " w ~+ C3¢2. 4.32)
Expanding the derivative in (4.30),
L 3W@Igh—@w N —1¢3 I
Cofs — —225—2— - = = C1(@; — i),
W row
and substituting from (4.31) and (4.32), we find
3 ¢ ( N-1 N-1¢3
Cod? — —gra 2 (_ P+ C3dn ) — —— 2 _ 0,32 — 0D,
092~ .2 +t 2 W+ G0 p— 1(@; —w?)

or, rearranging,

3 5 N—1@ 7 5
(Co———cl>(p%— —(p—~2+C3¢—2=—C1w2.
C3 roow w

Dividing by w? and letting

=
—~
~
N
i
|
Q||N'

Knp(r)
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we obtain

(Co _ 3 —C1> w2 2N 1h3—|—C3h4 =—C). (4.33)
C3 r
A priori, this identity holds on (¢, o). However, recalling that w and ¢, extend to
analytic functions on C\ (—o00, 0] (see [46], for example) which are also continuous
from above on (—o00, 0) (that is, from the upper portion of the complex plane), the
identity holds in C \ {0}, save for the (isolated) points where Ky /> = 0.
We will use a few additional properties of the modified Bessel functions, all of
which can be found in [46]. If 0 < 2n € N, then, as r — 0+ (on the real axis), one
has

K,(r) =Cr™" + O,
Ko(r) = —Clogr + O(r).

This implies
h(r) ~ r %fN > 2
rlogr if N =2;
in either case, h — 0,h3/r — 0 asr — 0+. Using this fact and (4.33), we deduce
that C; = 0.
Dividing (4.33) by h?, we get the following identity for A:

3 N -1 2
Co——)—2——h+C3h”=0. (4.34)
Cs3 r
If N = 2, taking r — 0+, the second term in (4.34) diverges, while the others
remain bounded, so (4.34) cannot hold. This contradiction completes the proof in
the case N = 2.
Now assume N > 3. Dividing (4.33) by i*, we obtain the following identity

3\ - N-—-1-
Co—— |h"—2—h+C3=0 (4.35)
C3 r
for the function | .
h(r):=— = £ Knp)

h & Knp-i(r)

Similarly to (4.33), this identity may be assumed to hold on C \ {0}, save for the
isolated points where Ky /21 is equal to 0.

Since N/2 > 3/2, the function Ky/> has at least one zero r* € C\ {0}
(see [46, Section 15.7] for results concerning the zeros of the functions K,). At the
same time, r* is not a zero of Ky/>_1. This follows from the following recurrence
relation

—2n
Kp—1(r) — Kp+1(r) = TKn(r) (n>0, reC\(-00,0]) (4.36)
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and the fact that K, has no zeros for 0 < o < 3/2. (If Kyj2—1(r*) = 0, a
successive application of (4.36) leads to either K1(r*) = 0 or Ky,p(r*) = 0.)
Evaluating (4.35) at r = r* (if r* € (—o0,0), which is necessarily the case for
N = 3, the evaluation goes by taking the limit of the values at 7* + it as r — 0+),
we obtain C3 = 0. This and (4.31) give w = 0, which is a contradiction. With this
contradiction, we have completed the proof in the case N > 3. O
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