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On a Neumann problem for variational functionals of linear growth

LISA BECK, MIROSLAV BULÍČEK AND FRANZ GMEINEDER

Abstract. We consider a Neumann problem for strictly convex variational func-
tionals of linear growth. We establish the existence of minimisers among W1,1-
functions provided that the domain under consideration is simply connected.
Hence, in this situation, the relaxation of the functional to the space of functions
of bounded variation, which has better compactness properties, is not necessary.
Similar W1,1-regularity results for the corresponding Dirichlet problem are only
known under rather restrictive convexity assumptions limiting its non-uniformity
up to the borderline case of the minimal surface functional, whereas for the Neu-
mann problem no such quantified version of strong convexity is required.

Mathematics Subject Classification (2010): 49N60 (primary); 35A01, 35J70,
49N15 (secondary).

1. Introduction

Let � ⇢ Rn be a bounded Lipschitz domain and suppose that f 2 C1(R+
0 ) is a

strictly convex function which satisfies f (0) = f 0(0) = 0 and which is of linear
growth, i.e., there exist two constants 0 < ⌫ 6 L < 1 such that

⌫t � L 6 f (t) 6 L(t + 1) for all t 2 R+
0 . (1.1)

Given a map T0 2 W1,1(�; RN⇥n) for some N > 1, in the present paper we study
existence and regularity properties of weak solutions of the system

div
✓
f 0(|ru|)ru

|ru|

◆
= div(T0) in �, (1.2)
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subject to the Neumann-type boundary condition

f 0(|ru|)ru
|ru|

· ⌫@� = T0 · ⌫@� on @�, (1.3)

with ⌫@� denoting the outward pointing unit normal field of the boundary @�. In
this situation, we have different options to come up with an appropriate concept of
weak solutions of (1.2) subject to the boundary condition (1.3). Firstly, supposing
for the moment that u belongs to the space C2(�; RN ), we observe that all expres-
sions are well-defined in the classical sense. Thus, applying the inner product to
both sides of (1.2) with a regular test function ' 2 C1(�; RN ), integrating over �
and using the integration by parts formula, we obtain

Z

@�

f 0(|ru|)ru
|ru|

· ' ⌦ ⌫@� dHn�1 �
Z

�

f 0(|ru|)ru
|ru|

· r' dx

=
Z

@�
T0 · ' ⌦ ⌫@� dHn�1 �

Z

�
T0 · r' dx .

In view of the Neumann-type constraint (1.3), the boundary terms disappear. Com-
bined with a density argument, this motivates the following definition of a weak
solution:

Definition 1.1 (Weak solution). Let T0 2 W1,1(�; RN⇥n) and suppose that f 2
C1(R+

0 ) satisfies f (0) = f 0(0) = 0 and the linear growth assumption (1.1). We
say that a function u 2 W1,1(�; RN ) is a weak solution to the system (1.2) subject
to the Neumann-type boundary constraint (1.3) if there holds
Z

�

f 0(|ru|)ru
|ru|

· r' dx =
Z

�
T0 · r' dx for all ' 2 W1,1 ��; RN �. (1.4)

Alternatively, we may rely on the special structure of the system and interpret it as
the Euler–Lagrange system associated to the variational problem

to minimise F[w] :=
Z

�

⇥
f (|rw|)�T0 ·rw

⇤
dx among all w2W1,1��;RN �. (1.5)

Studying variations of a minimiser in a standard way on the one hand and employing
the convexity of the integrand f on the other hand, we immediately establish the
following connection between (1.2), (1.3) and the variational principle (1.5).

Lemma 1.2. Let T0 2 W1,1(�; RN⇥n) and suppose that f 2 C1(R+
0 ) is convex

and that it satisfies f (0) = f 0(0) = 0 and the linear growth assumption (1.1). Then
a function u 2 W1,1(�; RN ) is a weak solution of (1.2) subject to the Neumann-
type boundary constraint (1.3) (in the sense of Definition 1.1) if and only if it is a
minimiser of the variational problem (1.5).
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Although we shall exclusively study weak solutions in all of what follows, we wish
to mention for the sake of completeness that it is possible to deduce the validity
of (1.2) subject to (1.3) provided that a suitable a priori regularity assumption on
the solution is made:

Lemma 1.3. Let T0 2 W1,1(�; RN⇥n) and suppose that f 2 C2(R+
0 ) satisfies

f (0) = f 0(0) = 0. If u 2 W2,1(�; RN ) is a minimiser of the variational princi-
ple (1.5), then it satisfies (1.2) and (1.3) in the pointwise sense.

For the reader’s convenience, the proof of this lemma is provided in Section 5.3
of the appendix. Let us further note that the above variational principle (1.5) ig-
nores the addition of constants to competitors. To overcome this inherent source
of non-uniqueness, we shall additionally require minimisers u : � ! RN to be of
vanishing mean value on �, i.e., to satisfy

(u)� :=
1

L n(�)

Z

�
u dx = 0.

By the linear growth hypothesis (1.1) and the concomitant lack of weak compact-
ness in the non-reflexive space W1,1(�; RN ), minimising sequences for F might
develop concentrations. Hence, the distributional gradients of minimisers have to
be assumed to be matrix-valued Radon measures a priori. This leads to studying
a suitably relaxed form of the aforementioned variational problem on the space
BV(�; RN ), the space of functions of bounded variation. The purpose of the
present paper is to demonstrate that, under some sort of attainability condition im-
posed on the data T0, the singular part of the gradients of weak solutions of the
system (1.2) subject to the Neumann-type constraint (1.3) – or equivalently of min-
imisers of the variational problem (1.5) – do in fact vanish, whenever the Lipschitz
domain � is simply connected. Thus, in this setting, weak solutions genuinely be-
long to the space W1,1(�; RN ) and the relaxation of the problem to BV(�; RN ) is
indeed not necessary.

Due to the specific form of the variational problem (1.5), this task appears in
the spirit of some sort of non-linear potential theory for linear growth problems
whose connection to perhaps more familiar settings we shall describe now. The
variational problem (1.5) formally leads to the Euler–Lagrange system

div
✓
f 0(|ru|)ru

|ru|

◆
= div(T0) in �. (1.6)

Neglecting for a moment the linear growth assumption (1.1) and setting f (t) =
t p/p for some p 2 (1,1), the system (1.6) subject to the boundary condition (1.3)
corresponds to the weak formulation of the inhomogeneous p-Laplacean Neumann
problem

div
�
|ru|p�2ru

�
= div(T0)
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or, equivalently, to the minimisation problem (1.5). This, as a consequence of
the direct method of the calculus of variations, is solved by some function u 2
W1,p(�; RN ). Here, a typical challange is to transfer regularity properties of the
data T0 to the gradient ru of the solution, or more specifically to the function
Ap(ru) := |ru|p�2ru, which is adapted to the particular growth properties of
the elliptic p-Laplacean system under consideration. For instance, it is known that
T0 2 L1(�; RN⇥n) implies Ap(ru) 2 BMOloc(�; RN⇥n) under some fairly gen-
eral regularity assumptions on the domain�. This result is optimal in the sense that
in general it cannot be improved to Ap(ru) 2 L1

loc(�; RN⇥n): even in the simplest
linear case p = 2 the map T0 7! ru is a local singular integral of convolution type
which maps L1(�; RN⇥n) ! BMOloc(�; RN⇥n).

Now, in our situation of f satisfying the linear growth assumption (1.1) and set-
ting A f (z) := f 0(|z|)z/|z| for z 2 RN⇥n , a statement like A f (ru)2L1(�; RN⇥n)
would be vacuous: Since f 0 and thus A f is automatically bounded by assumption,
we would be able to conclude A f (Du) 2 L1(�; RN⇥n) without further efforts
provided that Du would be known to exist as a function. In this sense, the correct
question is under which conditions on T0 we can in fact conclude the existence of
a W1,1-minimiser. As such, the theme of the present paper canonically generalises
key aspects of the by now well-known potential theory in the superlinear growth
regime (cp. [14, 23, 25]) to the linear growth situation.

Before we embark on a detailed description of our results, we first discuss the
main assumption of a suitable coerciveness condition on the functional F which
will be imposed throughout the paper.

1.1. Coerciveness

Since both constituents of the integrand at our disposal are of linear growth, we
must impose an additional balancing condition between f and T0. As a crucial
assumption of our paper, we shall therefore require

kT0kL1(�;RN⇥n) < f1(1), (1.7)

where f1(1) is defined as the limit limt!1 f (t)/t . As by convexity of f , the
function t 7! f (t)/t is non-decreasing, its limit for t ! 1 exists and is in view
of (1.1) indeed finite and strictly positive, with f1(1) > f (t)/t for all t 2 R+.
The significance of this assumption becomes transparent when studying the coer-
civeness (or its failure) of the functional F in the class W1,1(�; RN ) with vanishing
mean value on �. In fact, if T0 2 L1(�; RN⇥n) satisfies (1.7), then we can first
determine R0 depending only on f and T0 such that

f (t)
t

>
1
2
�
f1(1) + kT0kL1(�;RN⇥n)

�
for t > R0
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and then compute, for an arbitrary w 2 W1,1(�; RN ), that

F[w]=
Z

�

⇥
f (|rw|) � T0 · rw

⇤
dx

>
Z

�\{|rw|>R0}


1
2
�
f1(1) + kT0kL1(�;RN⇥n)

�
� kT0kL1(�;RN⇥n)

�
|rw| dx

�
Z

�\{|rw|<R0}
kT0kL1(�;RN⇥n)|rw| dx

>
1
2
�
f1(1) � kT0kL1(�;RN⇥n)

�
krwkL1(�;RN⇥n) � f1(1)|�|R0.

As a consequence, if (wk)k2N is a sequence in W1,1(�; RN ) with vanishing mean
values and kwkkW1,1(�;RN ) ! 1 as k ! 1, then F[wk] ! 1 as k ! 1. Condi-
tion (1.7) thus is an instrumental ingredient to establish the existence of minimisers.
To further stress its necessity, we wish to supply the following two examples which
demonstrate that, in absence of condition (1.7), minimisers do not need to exist at
all. This already happens in the scalar case N = n = 1.
Example 1.4 (Non-existence of minimisers if kT0kL1(�;RN⇥n) = f1(1)).We con-
sider the shifted area-integrand

f (t) :=
q
1+ |t |2 � 1 for t 2 R

(which verifies the linear growth assumption (1.1) with ⌫ = L = 1), T0 ⌘ 1 and
� := (�1, 1). In this situation, we have f1(1) = 1 and the functional F becomes

F[w] =
Z 1

�1

q
1+ |w0|2 � 1� w0

�
dx, for w 2 W1,1((�1, 1)).

Furthermore, since
p
1+ |t |2 > t for all t 2 R, we have infW1,1((�1,1)) F > �2.

We then define a sequence (uk)k2N of functions in W1,1((�1, 1)) with vanish-
ing mean value on (�1, 1), by setting uk(x) := kx for k 2 N. Inserting uk into F
yields

F[uk] = 2
hp
1+ k2 � k � 1

i
! �2 as k ! 1,

so that infW1,1((�1,1)) F = �2 indeed. Assuming that a minimiser u2W1,1((�1, 1))
of F exists, we deduce, by positivity of the integrand, that 1 + |v0|2 = |v0|2 holds
L 1-a.e., a contradiction. Therefore, no minimiser of F exists in W1,1((�1, 1)).
Example 1.5 (Unboundedness of F from below if kT0kL1(�;RN⇥n) > f1(1)). In
the setting of the previous example, we consider T0 ⌘ c for a constant c > 1. For
the same choice of the sequence (uk)k2N, we then obtain

F[uk] = 2
hp
1+ k2 � ck � 1

i
! �1, as k ! 1

which in conclusion shows infW1,1((�1,1)) F = �1.
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In principle, the reasoning employed in Example 1.4 does not genuinely rule out
the non-existence of minimisers for the so-called relaxed problem, i.e., the minimi-
sation of a suitable extension of F to the space BV(�; RN⇥n). However, even for
the relaxed problem the assumption (1.7) turns out to be necessary for generalised
minimisers to exist, see Example 4.6.

Remark 1.6. Under the assumption (1.7) we can rewrite T0 2 W1,1(�; RN⇥n) as

T0 =
f 0(|S0|)S0

|S0|
for S0 given as S0 :=

T0
|T0|

( f 0)�1(|T0|).

Since f 0 is strictly increasing with values in [0, f1(1)) (thus, invertible on this set),
the map S0 is well-defined. With this identification, assumption (1.7) guarantees
that div T0 on the left-hand side of the system (1.2) is of the same structure as its
left-hand side involving the unknown and thus, in principle, can be attained.

1.2. Main result and discussion

We now pass to the description of the main result of the present paper. As men-
tioned above, one can easily extend the functionals F to the space BV(�; RN ).
This will be done in a slightly more general setup than for functionals with radially
symmetric integrands, and by means of the direct method of the calculus of vari-
ations, existence of BV- (or generalised) minimisers then follows (for the precise
statement the reader is referred to Proposition 4.7). However, the main result of the
present paper is the existence of W1,1-minimisers for F in the radially symmetric
case provided that � is simply connected. More precisely, we will establish the
following:

Theorem 1.7. Let� be a simply connected, bounded Lipschitz domain inRn . Con-
sider a strictly convex function f 2 C2(R+

0 ) which satisfies f (0) = f 0(0) = 0, the
linear growth condition (1.1) and the bound

f 00(t) 6 L(1+ t)�1 for all t 2 R+
0 , (1.8)

and let T0 2 W2,1(�; RN⇥n) verify (1.7). Then there exists a weak solution
u 2 W1,1(�; RN ) of the system (1.2) subject to the Neumann-type boundary con-
straint (1.3) in the sense of Definition 1.1, and this weak solution is unique within
the class of all admissible competitor maps v 2 W1,1(�; RN ) that satisfy (v)� = 0.

Let us comment on our theorem, its strategy of proof and related results from the
literature. To the best of our knowledge, Theorem 1.7 is the first W1,1-regularity
result for a minimisation problem involving a linear growth condition on the inte-
grand without requiring a quantified version of strong convexity, even though the
result applies only to the Neumann problem and not to the Dirichlet problem. In or-
der to compare the outcome of Theorem 1.7 with the available results, let us report
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on the relevant regularity results in the literature for the Dirichlet problem. This
(again with a radially symmetric integrand) is just the variational problem

to minimise
Z

�
f (|rw|) dx over w 2 u0 +W1,1

0
�
�; RN �,

subject to some prescribed boundary values u0 2 W1,1(�; RN ). Due to the lack
of weak compactness of norm-bounded sequences in the space u0 +W1,1

0 (�; RN ),
one equally passes to the relaxed formulation and is thereby lead to the concept of
BV-minimisers. For the latter, the measure derivative may be non-trivial in the in-
terior and, on the other hand, the prescribed boundary values might not be attained.
The phenomenon of non-attainment of prescribed boundary values is well-known
to occur already for minimal surfaces, while interior singularities can be ruled out in
certain instances. In this regard, we briefly recall the notion of µ-ellipticity which
quantifies the degeneration of second order derivatives of z 7! f (|z|) and there-
fore represents an instrumental ingredient for deriving higher regularity for BV-
minimisers. We say that f is µ-elliptic for some µ 2 (1,1) if

⌫(1+ |z|2)�
µ
2 |⇣ |2 6 Dzz f (|z|)[⇣, ⇣ ]

holds for all z, ⇣ 2 RN⇥n (after possibly choosing the constant ⌫ > 0 from the
growth condition (1.1) smaller). The impact of µ-ellipticity on the regularity of
generalised minimisers has been investigated to considerable detail by Bildhauer
and Fuchs [8–10, 12] (and by Fuchs and Mingione [18] for nearly linear growth
problems). More specifically, under the mild degeneration condition µ 2 (1, 3),
minimisers are in fact C1loc-regular (see [8, Theorem 2.7], but also [24, Theorem B]
and [7, Theorem 1.3]), while in the limit case with degeneration µ = 3 (as for the
area functional) the minimisers are still W1,1-regular (see [8, Theorem 2.5] and [5,
Corollary 1.13]). The method of proof for these results consists in establishing uni-
form higher integrability of the gradients of suitable minimising sequences, which
then is conserved in the passage to the limit. This seems to require the boundµ 6 3,
and in fact, it is not known whether W1,1-regularity still holds or whether interior
singularities might arise for µ > 3. In this situation, however, one still has partial
(Hölder) regularity results (cf. [2, 22, 28] for some results in this direction), while a
counterexample of a minimiser in BV \W1,1(�) was constructed, so far, only for
the non-autonomous case (see [9, Theorem 4.39], building on a one-dimensional
example from [20]).

In fact, the analysis of the Neumann problem is often omitted in the litera-
ture since the methods used for the Dirichlet problem can, as far as such interior
estimates are concerned, be easily adapted also to our setting with the presence
of T0. This is for example the case in the result of Temam [30] (see also [16, Chap-
ter V.4]), where the existence of a (scalar-valued) W1,1(�)-solution is shown for
the Neumann problem, when dealing with functionals of linear growth and with
degeneration not worse than for the minimal surface equation. However, let us em-
phasize that we here go beyond what is known for the Dirichlet problem by showing
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that every BV-minimiser belongs to W1,1(�; RN ) for all strictly convex integrands
regardless of any µ-convexity assumption. In particular, the result holds for the
prototypical integrands

f (t) :=
Z t

0

�
1+ ⌧µ�1��1/(µ�1)

⌧ d⌧

(satisfying the µ-ellipticity condition) with any µ 2 (1,1), but also for more
general ones.
Remark 1.8. In this context, let us note that under the assumptions of Theorem 1.7
on the function f , we can in general still ensure the existence of a continuous func-
tion h : R+

0 ! R+ fulfilling h > 0 a.e. in R+
0 such that

h(|z|)|⇣ |2 6 Dzz f (|z|)[⇣, ⇣ ]  L
|⇣ |2

1+ |z|
(1.9)

holds for all z, ⇣ 2 RN⇥n (see Section 5.4 for a short proof). This notion of h-
monotonicity is a generalisation of the aforementioned µ-ellipticity and reduces to
that for the particular choice h(t) := (1+ |t |)�µ.
We now comment briefly on the strategy of proof. In a first step and as it is usu-
ally done also for the Dirichlet problem (as for example in [7, 8, 10, 12] mentioned
above), we employ a classical vanishing viscosity approach. This yields specific
minimising sequences satisfying good a priori estimates. However, we then do not
use techniques designed to obtain higher integrability of the gradients of the so-
lutions to these approximate problems. Instead, building on a strategy developed
in [4], we prove that the relevant minimising sequences converge L n-a.e. to an
L1-map, which is then shown to be curl-free in the sense of distributions. It is
only at this stage that we need the condition on � to be simply connected, which
is sufficient to deduce that the aforementioned limit is actually the gradient of a
W1,1(�; RN )-map u. Now, by the pointwise convergence of the gradients, we fi-
nally obtain that this u is in fact a minimiser for the variational problem (1.5).
Unfortunately, this final step of the verification of the minimality property seems to
fail for the Dirichlet problem. Here, the essential obstruction is that the boundary
values of the minimising sequence are not controlled when only pointwise conver-
gence of the gradients is available. Moreover, it would also be interesting to know
whether the assumption on� to be simply connected is mandatory in Theorem 1.7.

With the existence result of Theorem 1.7 at hand, we can now return to our
initial potential theoretic question of the regularity of A f (ru). Under the same
assumptions as in Theorem 1.7, some regularity of T0 is inherited and we indeed
obtain A f (ru) 2 W1,2

loc (�; RN⇥n), see Theorem 4.15. We further note that in this
situation the quantity A f (ru) � T0 takes actually the role of the dual solution (in
the sense of convex duality, cp. Section 4.3, and see [16, 19] for related relevant
contributions in the superlinear growth case), while in more general situations this
Sobolev regularity for the dual solution still survives (even though it cannot neces-
sarily be represented as A f (ru) � T0 by the possible presence of the singular part
in Du).
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1.3. Organisation of the paper

To conclude the introduction, we give a short outline of the paper. In Section 2 we
gather some preliminary results needed later on, in particular, we remind Chacon’s
biting lemma and state a suitable Sobolev-type version of the classical Poincaré
lemma, which allows us to recover the gradient structure, whenever an L1-function
is curl-free in the sense of distributions on a simply connected domain. In Sec-
tion 3 we then establish Theorem 1.7 in several steps as already sketched in detail
above. In Section 4 we explain the relaxed primal problem, i.e., the extension of the
functional F originally defined only on the space W1,1(�; RN ) to the larger space
BV(�; RN ) possessing better compactness properties, and the notion of generalised
minimisers. Their existence is then proved, and this is in particular of interest in the
case of non-simply connected domains, where we cannot ensure the existence of a
W1,1-minimiser via Theorem 1.7. In this section we further discuss an alternative
approach to the minimisation problem (1.5), namely its dual problem in the sense
of convex analysis. In particular, we here identify the correct setup and then link
the dual formulation to the primal (relaxed) one in a precise manner. In Section 5
we finally collect some supplementary material for the convenience of the reader.

2. Preliminaries

2.1. General notation

Throughout the paper, � is a simply connected, bounded Lipschitz domain in Rn .
Given x 2 Rn and r > 0, we denote by B(x, r) := {y 2 Rn : |x � y| < r}
the open ball with radius r > 0 centered at x 2 Rn . For the unit-sphere {x 2
Rk : |x | = 1} we further write Sk�1. Given a 2 RN and b 2 Rn , we denote by
a ⌦ b := abT 2 RN⇥n the tensor product of a and b. Given a bounded set U
in Rn , we denote byM(U ; Rm) the Rm-valued Radon measures on U of finite
total variation and denote the space of all bounded continuous functions U ! Rm

by Cb(U ; Rm). Finally, we denote by µ A the restriction of µ to a Borel set A
of U , i.e., (µ A)(V ) := µ(A \ V ) for Borel sets V ⇢ U .

2.2. On the gradient structure

In this section we collect auxiliary estimates and background results that will be
useful in the proof of our main result below, when identifying an L1-function with
the gradient of a W1,1-function. We begin with recording the following version of
Chacon’s biting lemma:

Lemma 2.1 ([3, Chacon’s biting lemma]). Let (Ek)k2N be a bounded sequence
in L1(�; Rm). Then there exist a subsequence (Ek(`))`2N and a function E 2
L1(�; Rm) such that (Ek(`))`2N converges weakly to E in the biting sense in
L1(�; Rm), that is, there exists an increasing sequence (� j ) j2N of measurable
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sets contained in � with L n(� \� j ) ! 0 such that

Ek(`) * E weakly in L1(� j ; Rm) as ` ! 1

for every fixed j 2 N.

We shall apply Chacon’s biting lemma to the gradients of a minimising sequence of
the functional F in W1,1(�; RN ), hence, to gradients of functions in W1,1(�; RN ).
In order to deduce a gradient structure of the limit, we will show in the first step,
that the limit is curl-free in the sense of distributions, according to the follow-
ing

Definition 2.2. We call a function e2C1(�; Rn) curl-free if for all i, j 2{1, . . . , n}
there holds

@ j ei � @i e j = 0.

Similarly, we call a function e 2 L1(�; Rn) curl-free in the sense of distributions if
for any ' 2 C10(�) and all i, j 2 {1, . . . , n} there holds

Z

�
(e ⌦ r)i j' dx :=

Z

�

�
ei@ j' � e j@i'

�
dx = 0.

Remark 2.3.

(1) In order to verify the curl-free condition, one only needs to check the condi-
tion for all indices i < j , hence, we have n(n � 1)/2 conditions in total. In
particular, for n = 2, the curl is defined as a scalar function, while for n = 3
as a 3-dimensional vectorial function.

(2) If e 2 Lp(�; Rn) for some p 2 [1,1], then we can take by approximation
test functions ' 2 W1,q

0 (�) for q 2 [1,1] such that 1/p + 1/q = 1. In this
case, we find

Z

�
(e ⌦ r)' dx 6 C(n)kekLp(�;Rn)kr'kLq (�).

If e = rw for some function w 2 W2,1(�), then e is obviously curl-free via the
integration by parts formula. However, the gradient structure is not only sufficient,
but indeed necessary for the curl-free condition if � is a simply connected domain.
The precise statement of this Sobolev-type version of the usual Poincaré lemma is
as follows:

Lemma 2.4. Let � ⇢ Rn be a simply connected bounded Lipschitz domain. If a
function E 2 L1(�; RN⇥n) is curl-free in the sense of distributions on�, then there
exists a function v 2 W1,1(�; RN ) such that rv = E holds L n-a.e. in �.
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Proof. We first note that the statement is clear if E 2 C1(�; RN⇥n) is curl-free
in the classical sense. Indeed, in this case, we associate to E the 1-forms !↵ :
= E↵1 dx1 + . . . + E↵n dxn , for ↵ 2 {1, . . . , N }, and we observe that the curl-free
condition simply means that each !↵ is closed. By means of the classical Poincaré
lemma, see, e.g., [29], it is therefore exact, i.e., we find 0-forms v↵ with !↵ = dv↵ ,
for each ↵ 2 {1, . . . , N }, which precisely means rv = E in �.

The assertion of the lemma now follows by approximation. To this end, let
K b � be a simply connected open set. Given 0 < " < 1

2 dist(K , @�), the
mollifications E" : K + B(0, ") ! RN⇥n , defined by convolution E" := ⇢" ⇤
E with a standard mollifying kernel ⇢"(x) := "�n⇢(x/") for some non-negative,
rotationally symmetric function ⇢ 2 C1

c (B(0, 1)) with k⇢kL1(B(0,1)) = 1, are well-
defined and smooth. Furthermore, for every test function  2 C1

c (K ; RN⇥n) we
get via Fubini’s theorem the relation

Z

�

�
⇢" ⇤ E↵i

�
@ j dx =

Z

�
E↵i @ j (⇢" ⇤  ) dx

for all i, j 2 {1, . . . , n} and ↵ 2 {1, . . . , N }. As a consequence, E" is curl-free in
the sense of distributions on K , and thus, by the fundamental theorem of calculus,
also in the classical sense. Therefore, by the classical Poincaré lemma mentioned
above, we find a function v" 2 C1(K ; RN ) with rv" = E" on K , and we may
also suppose (v")K = 0. With the strong convergence E" ! E in L1(K ; RN⇥n) as
" & 0 by the usual properties of mollifications and with the Poincaré inequality, we
see that (v")" is a Cauchy sequence in W1,1(K ; RN ) and hence converges strongly
in W1,1(K ; RN ) to a limit vK 2 W1,1(K ; RN ). In order to identify rvK = E
a.e. on K we calculate, for arbitrary ' 2 C1

c (K ; RN⇥n),
�
�
�
�

Z

�
(rvK � E) · ' dx

�
�
�
� = lim

"&0

�
�
�
�

Z

�
(rv" � E) · ' dx

�
�
�
�

6 k'kL1(K ;RN⇥n) lim
"&0

kE" � EkL1(K ;RN⇥n) = 0.

It only remains to justify that we find a function v 2 W1,1(�; RN⇥n) such that
rv = E holds L n-a.e. on all of �. To this end, we notice that the sets �� :
= {x 2 � : dist(x, @�) > �} are simply connected Lipschitz domains provided
that � 2 (0, �0) for some sufficiently small �0 > 0, with �� % � as � & 0.
Furthermore, we fix �1 6 �0 such that 2L n(��1) > L n(�). With the previous
arguments we then find, for every � 6 �1, a function v� 2 W1,1(�; RN ) (extended
via the extension operator in � \ ��) such that rv� = E holds a.e. in �� , and we
may further suppose (v�)��1 = 0. It is easy to see that (v�)�2(0,�1) is a Cauchy
family in W1,1(�; RN ), with a limit function v 2 W1,1(�; RN ). Arguing via the
pointwise convergence of (rv�)�2(0,�1) for a subsequence (or, alternatively, via the
fundamental theorem of calculus as before) we finally end up with the fact that
rv = E holdsL n-a.e. in �, which completes the proof.
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3. Proof of the main theorem

3.1. Existence of solutions for approximate problems

Aiming for the existence of a weak solution of the system (1.2) subject to the
Neumann-type boundary constraint (1.3), or equivalently of a minimiser for the
variational principle (1.5), in the class W1,1(�; RN ), we start to investigate in this
section boundedness and convergence properties of a suitable approximating se-
quence. This sequence, in turn, is obtained by means of a vanishing viscosity-type
approach, meaning that on the level of the elliptic system (1.2) we add a Laplacean
to the differential operator, or on the level of the functional we add the Dirichlet
energy (both with small prefactor) to the functional F. As a consequence, we can
work in these approximations with solutions of class W1,2(�; RN ). It is easy to see
that all arguments which are outlined in this section for the functional F with radi-
ally symmetric integrands f do in fact also apply to more general functionals (as
described in (4.2) later on) without the radial structure. However, it is in the subse-
quent sections when we need to rely on the Uhlenbeck structure of the integrands f ,
in order to obtain the W1,1-regularity as claimed in Theorem 1.7.

Let us now introduce, in an intermediate step, the approximate functionals

Fk[w] := F[w] + (2k)�1
Z

�
|rw|2 dx :=

Z

�
fk(|rw|) dx �

Z

�
T0 · rw dx (3.1)

for functions w 2 W1,2(�; RN ) and all k 2 N, where we have set fk(t) := f (t) +
(2k)�1t2 for t 2 R+

0 . In the first step we establish the existence of a sequence of
functions (uk)k2N in W1,2(�; RN ) such that, for each k 2 N, the function uk has
vanishing mean value (uk)� = 0 on � and minimises the functional Fk among all
functions in W1,2(�; RN ).

Lemma 3.1. Consider a convex function f 2 C1(R+
0 ) satisfying f (0) = f 0(0) = 0

and the linear growth condition (1.1), and let T0 2 L1(�; RN⇥n) verify (1.7).
Then, for every k 2 N, the functional Fk defined in (3.1) admits a (unique) min-
imiser uk 2 W1,2(�; RN ) satisfying (uk)� = 0 and

krukkL1(�;RN⇥n) + k�1krukk2L2(�;RN⇥n)
6 C

�
1+ Fk[uk]

�
(3.2)

for a constant C depending only on �, f and kT0kL1(�;RN⇥n).

Proof. The existence of the minimiser uk is a consequence of the direct method of
the calculus of variations, for each fixed k 2 N. In fact, due to assumption (1.7)
on T0 (implying coerciveness, cp. Section 1.1), the functional F and thus also each
of the functionals Fk is bounded from below via

� krwkL1(�;RN⇥n) + (2k)�1krwk2L2(�;RN⇥n)
6 Fk[w] + CL n(�)

for all functions w 2 W1,2(�; RN ) and k 2 N, with constants � and C depending
only on f and kT0kL1(�;RN⇥n). As a consequence, via Poincaré’s inequality in the
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zero-mean version, we find that every minimising sequence (wk,`)`2N of Fk in the
set C := {w 2 W1,2(�; RN ) : (w)� = 0}, i.e., which satisfies Fk(wk,`) ! infC Fk
as ` ! 1, is bounded in W1,2(�; RN ). Since the latter space is reflexive, the
classical Banach–Alaoglu Theorem gives a non-relabeled subsequence and a limit
map uk 2 W1,2(�; RN ) such that wk,` * uk as ` ! 1, (uk)� = 0 and the esti-
mate (3.2) are satisfied. Now, since by convexity of its integrand the functional Fk is
lower semi-continuous with respect to weak convergence in W1,2(�; RN ), cp. [13,
Theorem 3.23], we obtain Fk[uk] 6 lim inf`!1 Fk[wk,`] for each k 2 N. Thus,
taking advantage of the strict convexity of the integrand of Fk , we have shown
that uk is indeed the unique minimiser of Fk in C, and the proof of the lemma is
complete.

Once the existence of minimisers is ensured, we note that every minimiser
uk 2 W1,2(�; RN ) of the functional Fk in W1,2(�; RN ) also satisfies the Euler–
Lagrange system

Z

�
Ak(ruk) · r' dx =

Z

�
T0 · r' dx (3.3)

for all functions ' 2 W 1,2 (�; RN ), where the regularised tensor functions
Ak : RN⇥n ! RN⇥n , for k 2 N, are given by

Ak(z) := A(z) + k�1z := f 0(|z|)
z
|z|

+ k�1z, for all z 2 RN⇥n. (3.4)

Indeed, (3.3) is a simple consequence of the facts that the function uk + t' 2
W1,2(�; RN ) is an admissible competitor for each t 2 R and that t 7! Fk[uk + t']
attains its minimum for t = 0 (cp. also Lemma 1.2). Let us further recall that, as
a consequence of the convexity of f with f (0) = f 0(0) = 0, the linear growth
condition (1.1) and the upper bound (1.8) of f 00, we can work with the growth
conditions

h(z)|⇣ |2 6 Dz A(z)[⇣, ⇣ ] = Dzz f (|z|)[⇣, ⇣ ] 6 2L
|⇣ |2

1+ |z|
(3.5)

for all z, ⇣ 2 RN⇥n , where h is the function introduced in Remark 1.8.
Similarly as in [7, Lemmata 3.2 and 3.3], we next show that the functional Fk is

indeed an approximation of the original functional Fwith respect to minimisation in
W1,1(�; RN ), in the sense that the minimisers uk of Fk form a minimising sequence
for F in W1,1(�; RN ). Moreover, we infer a first uniform bound for the sequence
(uk)k2N.

Corollary 3.2. Consider a convex function f 2 C1(R+
0 ) satisfying f (0) = f 0(0)=

0 and the linear growth condition (1.1), and let T0 2 L1(�; RN⇥n) verify (1.7).
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Then the sequence (uk)k2N of minimisers uk of the functionals Fk from Lemma 3.1
is a minimising sequence for F inW1,1(�; RN ) with

lim
k!1

inf
W1,2(�;RN )

Fk = inf
W1,1(�;RN )

F.

Moreover, we have k�1/2ruk ! 0 in L2(�; RN⇥n) and there holds

sup
k2N

n
kukkW1,1(�;RN ) + k�1kukk2W1,2(�;RN )

o
< 1. (3.6)

Proof. In order to prove the first claim, for a fixed number " > 0, we choose first a
function v" 2 W1,2(�; RN ) and then an index k0 2 N such that

F[v"] 6 inf
W1,1(�;RN )

F +
"

2
and (2k0)�1krv"k

2
L2(�;RN⇥n)

6
"

2

hold. In this way, we obtain by the minimality of uk for all indices k > k0

inf
W1,1(�;RN )

F 6 F[uk] 6 F[uk] + (2k)�1krukk2L2(�;RN⇥n)
= Fk[uk]

= inf
W1,2(�;RN )

Fk

6 Fk[v"] = F[v"] + (2k)�1krv"k
2
L2(�;RN⇥n)

6 inf
W1,1(�;RN )

F + " ,

and the first assertion follows by arbitrariness of ". Moreover, from this chain of in-
equalities, we also read off the strong convergence k�1/2ruk ! 0 in L2(�; RN⇥n).
Finally, in view of (uk)� = 0, we may apply Poincaré’s inequality in the mean value
version in the spaces W1,2(�; RN ) and W1,1(�; RN ) to uk , and we thus infer the
last claim (3.6) as a direct consequence of the estimate (3.2).

Let us note that the uniform bound (3.6), Chacon’s biting Lemma 2.1 and the
compact embedding W1,1(�; RN ) ,! L1(�; RN ) allows to conclude that there
exist functions u 2 BV(�; RN ) with (u)� = 0 and E 2 L1(�; RN⇥n) such that,
for a suitable non-relabelled subsequence, we have

uk
⇤
* u in BV

�
�; RN �, (3.7)

uk ! u in L1
�
�; RN �,

ruk
b
* E in L1

�
�; RN⇥n�, (3.8)

as k ! 1. In order to prove the existence of a minimiser of the original functional
F in the space W1,1(�; RN ), we shall now investigate the sequence (uk)k2N in
more detail, with the aim to get a convergence result which is more suitable for the
minimisation problem (1.5).
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3.2. A priori estimates

We shall next derive suitable a priori estimates for the sequence (uk)k2N which, in
particular, will allow us to conclude the pointwise convergence of (ruk)k2N to its
biting-limit E almost everywhere in �. We begin by showing that the sequence
(uk)k2N constructed in the previous section indeed is in W2,2

loc (�; RN ).

Lemma 3.3. Consider a convex function f 2 C2(R+
0 ) which satisfies f (0) =

f 0(0) = 0, the linear growth condition (1.1) and the bound (1.8), and let T0 2
W2,1(�; RN⇥n) verify (1.7). Then, for each k 2 N, the minimiser uk from Lem-
ma 3.1 satisfies uk 2 W2,2

loc (�; RN ), and moreover, for every compact set K ⇢ �
there holds

sup
k2N

(
nX

s=1

Z

K
Dz A(ruk)[@sruk, @sruk] dx + k�1

Z

K
|r2uk |2 dx

)

< 1. (3.9)

Proof. Let ⌘ 2 C10(�; [0, 1]) be a localization function with ⌘ ⌘ 1 on the given,
compactly supported subset K of �. For h 2 R \ {0} with |h| < dist(K , @�)
and s 2 {1, . . . , n} we denote by 1s,h the finite difference quotient operator with
respect to direction es and stepsize h, and we then choose ' := 1s,�h(⌘

21s,huk) 2
W1,2(�; RN ) as a test function in the Euler–Lagrange system (3.3). In this way, we
obtain with the integration by parts formula for finite difference quotients and the
standard one

Z

�
1s,h(Ak(ruk)) ·

⇥
⌘21s,hruk + 2⌘1s,huk ⌦ r⌘

⇤
dx

= �
Z

�
1s,h div T0 · ⌘21s,huk dx,

(3.10)

which is the starting point for the proof of higher Sobolev regularity. For the right-
hand side of (3.10) we obtain from standard properties (regarding norm estimates)
for finite difference quotients, in view of T0 2 W2,1(�; RN⇥n) and the uniform
bound (3.6), the estimate

�
Z

�
1s,h div T0 · ⌘21s,huk dx6CkT0kW2,1(�;RN⇥n)krukkL1(�;RN⇥n) 6C (3.11)

with a constant C depending only on �, f , kT0kW2,1(�;RN⇥n) and ⌘ (but inde-
pendent of k 2 N). In order to find some coerciveness estimate for the left-hand
side (3.10), let us first rewrite

1s,h(Ak(ruk(x))) =
Z 1

0
Dz Ak(ruk(x) + th1s,hruk(x)) dt1s,hruk(x)
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for x 2K . Thus, for shorter notation,we introduce the bilinear formBk,h(x): RN⇥n⇥
RN⇥n ! R, for all k 2 N, h 2 R \ {0} and x 2 � such that dist(x, @�) > h, by

Bk,h(x)
⇥
⇣, ⇣̃

⇤
:=
Z 1

0
Dz Ak(ruk(x) + th1s,hruk(x))[⇣, ⇣̃ ] dt for ⇣, ⇣̃ 2 RN⇥n.

Note that, by definition, the radial structure and due to the convexity of f with
f 0(0) = 0, these bilinear forms are (for all k, h and x as above) symmetric and
positive definite, with lower bound Bk,h(x)[⇣, ⇣ ] > k�1|⇣ |2 for all ⇣ 2 RN⇥n .
Consequently, applying Young’s inequality in the bilinear forms Bk,h(x) and in-
voking (3.11), we deduce from (3.10) the estimate

Z

�
⌘2Bk,h(x)

⇥
1s,hruk,1s,hruk

⇤
dx

= � 2
Z

�
Bk,h(x)

⇥
1s,hruk, ⌘1s,huk ⌦ r⌘

⇤
dx �

Z

�
1s,h div T0 · ⌘21s,huk dx

6
1
2

Z

�
⌘2Bk,h(x)

⇥
1s,hruk,1s,hruk

⇤
dx

+ 2
Z

�
Bk,h(x)

⇥
1s,huk ⌦ r⌘,1s,huk ⌦ r⌘

⇤
dx + C.

We may now absorb the first term of the right-hand side into the left-hand side.
By (3.5) in conjunction with (3.4), by standard properties of finite difference quo-
tients and by (3.6) we then obtain

k�1
Z

�
⌘2|1s,hruk |2 dx 6

Z

�
⌘2Bk,h(x)[1s,hruk,1s,hruk] dx

6 C
Z

�
|r⌘|2|1s,huk(x)|2 dx + C 6 C

for a constant C depending only on �, f , kT0kW2,1(�;RN⇥n), ⌘ and k. By choice of
the localization function ⌘ we thus obtain, for each k 2 N, that1s,hruk is bounded
uniformly for all h 2 R \ {0} with |h| < dist(K , @�) in L2(K ; RN⇥n), though not
uniformly in k. The W2,2

loc -regularity of uk then follows from the usual difference-
quotient type characterisation of W1,2 and the arbitrariness of the compact set K ⇢
� and of s 2 {1, . . . , n}.

Once the W2,2
loc -regularity of each function uk is at our disposal, we may now

proceed to the proof of the uniform estimate. To this end, we first differentiate
the Euler–Lagrange system (3.3) and repeat essentially the same computations as
above, but now with the differential @s instead of the difference quotient opera-
tor 1s,h . More precisely, starting from the identity

Z

�
Dz Ak(ruk)

⇥
@sruk,r'

⇤
dx =

Z

�
@sT0 · r' dx
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for all functions ' 2 W 1,2(�; RN ) with compact support in �, we choose ' =
⌘2@su with ⌘ 2 C10(�; [0, 1]) a localization function on the compact set K ⇢ �
as above. Doing so, we find via Young’s inequality (applied to the positive definite
bilinear forms Dz Ak(ruk(x)) corresponding to Bk,0(x) above) and the integration
by parts formula
Z

�
⌘2 Dz Ak(ruk)

⇥
@sruk, @sruk

⇤
dx

= � 2
Z

�
⌘Dz Akruk)

⇥
@sruk, @suk ⌦ r⌘

⇤
dx +

Z

�
@sT0 · r(⌘2@su) dx

6
1
2

Z

�
⌘2 Dz Ak(ruk)

⇥
@sruk, @sruk

⇤
dx

+ 2
Z

�
⌘2 Dz Ak(ruk)

⇥
@suk ⌦ r⌘, @suk ⌦ r⌘

⇤
dx �

Z

�
⌘2@s div T0 · @suk dx .

After absorbing the first integral on the right-hand side into the left-hand side, we
directly obtain the lower bound given in the statement via the definition (3.4) of Ak ,
while the remaining terms on the right-hand side of the previous inequality are
estimated via (3.5), combined with (3.4) and T0 2 W2,1(�; RN⇥n). This yields

Z

�
⌘2 Dz A(ruk)[@sruk, @sruk] dx + k�1

Z

�
⌘2|@sruk |2 dx

6
Z

�
⌘2 Dz Ak(ruk)[@sruk, @sruk] dx

6C
⇣
k@sukkL1(�;RN ) + k�1k@sukk2L2(�;RN )

⌘

with a constant C depending only on L , kT0kW2,1(�;RN⇥n) and ⌘, but not on k. At
this stage, the assertion (3.9) of the lemma follows from the uniform bound (3.6),
combined with the arbitrariness of s 2 {1, . . . , n}.

Remark 3.4. Invoking the condition (1.9) of h-monotonicity satisfied by the in-
tegrand with h > 0 almost everywhere on R+

0 , we can interpret the uniform es-
timate (3.9) as a weighted Sobolev-type estimate, namely that we have, for every
compact set K ⇢ �,

sup
k2N

⇢Z

K
h(|ruk |)|r2uk |2 dx

�
< 1. (3.12)

The uniform bound (3.12) constitutes the key ingredient in order to establish the
pointwise convergence of the gradients (ruk)k2N.

Corollary 3.5. If the assumptions of the previous Lemma 3.3 are satisfied and f is
strictly convex, then we have

ruk ! E L n-a.e. in � as k ! 1, (3.13)

where E 2 L1(�; RN⇥n) is given by the biting limit (3.8).
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Proof. We here follow the strategy of proof of [4, Section 4.4]. We start by defining
an auxiliary function h̃ 2 C1(R+, R+) via

h̃(t) :=
Z 1

t

h(⌧ )
1+ ⌧

d⌧, for t > 0,

where the function h was introduced in Remark 1.8. Since h is almost every-
where positive, h̃ is strictly monotonically decreasing and, moreover, since h satis-
fies (3.5), we have

h̃(t) 6
Z 1

t

2L
(1+ ⌧ )2

d⌧ = 2L(1+ t)�1 for t > 0.

Next, we introduce the functions

↵k := A(ruk) and �k := h̃(|ruk |)

for k 2 N. Obviously, ↵k and �k are bounded in�. Next, we observe from Cauchy-
Schwarz inequality for each s 2 {1, . . . , n}

|@s↵k |
2 = Dz A(ruk)[@sruk, @s↵k]

6
�
Dz A(ruk)[@sruk, @sruk]

� 1
2
�
Dz A(ruk)[@s↵k, @s↵k]

� 1
2

6 L
1
2
�
Dz A(ruk)[@sruk, @sruk]

� 1
2 |@s↵k |

(3.14)

and thus

|r↵k |
2 6 L

nX

s=1
Dz A(ruk)[@sruk, @sruk],

while from the definition of h̃ and the bound on h we directly get

|r�k |
2 6 2Lh(|ruk |)|r2uk |2.

In conclusion, by (3.5) we have shown

|r↵k |
2 + |r�k |

2 6 3L
nX

s=1
Dz A(ruk)[@sruk, @sruk],

and Lemma 3.3 thus yields

sup
k2N

n
k↵kkL1(�;RN⇥n) + k�kkL1(�) + k↵kkW1,2(K ;RN⇥n) + k�kkW1,2(K )

o
< 1
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for each compact set K ⇢ �. If K has a Lipschitz boundary, we find, thanks to
the compact embedding W1,2(K ; RN⇥n) ,! L1(K ; RN⇥n), non-relabelled subse-
quences such that the following convergence results hold:

↵k * ↵ weakly in L1
�
�; RN⇥n�,

↵k ! ↵ strongly in L1
�
K ; RN⇥n�,

↵k ! ↵ L n-a.e. in �
�k * � weakly in L1(�),

�k ! � strongly in L1(K ),

�k ! � L n-a.e. in �.

Since h̃ is strictly decreasing on R+, the inverse h̃�1 exists on the set h̃(R+), is
non-negative, decreasing and continuous. Thus, in view of Fatou’s lemma and the
boundedness of (ruk)k2N in L1(�; RN⇥n) by (3.6), we get

Z

�
h̃�1(�) dx 6 lim inf

k!1

Z

�
h̃�1(�k) dx = lim inf

k!1

Z

�
|ruk | dx < 1.

With limt!1 h̃(t) = 0 and thus limt!0 h̃�1(t) = 1, we easily deduce that � > 0
and 0 < h̃�1(�) < 1 holds L n-a.e. in �. Therefore, due to the continuity of
t 7! t/ f 0(t), we have on the one hand the pointwise convergence

ruk =
A(ruk)|ruk |
f 0(|ruk |)

=
↵k h̃�1(�k)

f 0(h̃�1(�k))
!

↵h̃�1(�)

f 0(h̃�1(�))
L n-a.e. in � as k ! 1.

On the other hand, (3.8) yields the existence of an increasing sequence (� j ) j2N
of sets contained in � with L n(� \ � j ) ! 0 as j ! 1 and such that ruk
converges weakly to E as k ! 1 on every � j . Therefore, because of uniqueness
of the limits, we can identify the pointwise limit ↵h̃�1(�)/ f 0(h̃�1(�)) = E as
L1(�; RN⇥n) functions. In conclusion, we arrive at the convergence ruk ! E
L n-a.e. in�, which was the claim (3.13). Moreover, once again by Fatou’s lemma,
combined with the uniform bound (3.6), we also have the estimate

kEkL1(�;RN⇥n) 6 lim inf
k!1

krukkL1(�;RN⇥n) 6 C.

3.3. Existence and regularity for the primal problem

We shall now use the a priori estimates of the preceding sections to conclude that
there exists a function v 2 W1,1(�; RN ) such that E – given by the biting limit (3.8)
and which was just identified in Corollary 3.5 as the pointwise limit of the sequence
(ruk)k2N – satisfies

ruk ! E = rv L n-a.e. in � as k ! 1. (3.15)
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Proof of the representation E = rv. We shall utilize the Poincaré-type Lemma 2.4
(applied to the N component functions of E , each of them with values in Rn).
Hence, in what follows, we want to prove that every function E↵ , for ↵2{1, . . . ,N },
is curl-free in the sense of distributions, as introduced in Definition 2.2. This means
that we need to show Z

�

�
Ei@ j' � E j@i'

�
dx = 0 (3.16)

for any fixed test function ' 2 C10(�) and all choices of indices i, j 2 {1, . . . , n}.
To this end, we set K := spt('). We further consider a sequence of functions
(g`)`2N in C1

c (R; [0, 1]) with g` ⌘ 1 in [�`, `], g` ⌘ 0 outside of [�2`, 2`] and
|g0
`| 6 2`�1 inR, which allows us to estimate the above expression on sublevel sets

of |E↵|. In fact, we may now rewrite the expression in (3.16) above as
�
�
�
�

Z

�

�
E↵i @ j' � E↵j @i'

�
dx
�
�
�
�=
�
�
�
�

Z

�
g`(|E |)

�
E↵i @ j' � E↵j @i') dx

�
�
�
�

+

�
�
�
�

Z

�

�
1�g`(|E |)

��
E↵i @ j' � E↵j @i') dx

�
�
�
�=: I` + II`,

and noting that E↵ 2 L1(�; Rn), we find

lim
`!1

II` 6 2 sup
K

|r'| lim
`!1

Z

{|E |>`}
|E↵| dx = 0.

Thus, it remains to show that we also have lim`!1 I` = 0. In order to prove
this claim, we start by observing that, as a consequence of Lebesgue’s dominated
convergence theorem, the pointwise convergence ruk ! E established in Corol-
lary 3.5 implies the strong convergence g`(|ruk |)ru↵k ! g`(|E |)E↵ in L1(�; Rn)

as k ! 1. Since by Lemma 3.3 we have uk 2 W2,2
loc (�; RN ) for every k 2 N, we

may hence rewrite I` by the integration by parts formula as

I` = lim
k!1

�
�
�
�

Z

�
g`(|ruk |)

�
@i u↵k @ j' � @ j u↵k @i'

�
dx
�
�
�
�

= lim
k!1

�
�
�
�

Z

�

⇣
@ j (g`(|ruk |))@i u↵k � @i (g`(|ruk |))@ j u↵k

⌘
' dx

+
Z

�
g`(|ruk |)

�
@ j@i u↵k � @i@ j u↵k

�
' dx

�
�
�
�

= lim
k!1

�
�
�
�

Z

�

⇣
@ j (g`(|ruk |))@i u↵k � @i (g`(|ruk |))@ j u↵k

⌘
' dx

�
�
�
�.

We next introduce functions G` : R+
0 ! R by

G`(t) :=
Z t

0

g0
`(⌧ )⌧

f 0(⌧ )
d⌧, for t > 0 and ` 2 N.
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Firstly, since f is strictly convex with f 0(0) = 0, we note that f 0 is monotonously
increasing with f 0(t) > 0 for all t > 0. Consequently, the integrand in the definition
of G` is well-defined and supported in [`, 2`] ⇢ R+, and we further have the
estimate

|G`(t)|6
4`

` f 0(`)

Z 2`

`
1 d⌧ 6

4`
f 0(`)

6
4`
f 0(1)

for all t > 0 and ` 2 N. (3.17)

Using

@ j (g`(|ruk |)) = @ j (G`(|ruk |))
f 0(|ruk |)
|ruk |

,

we may then express I` in terms of G`(|ruk |)) and apply once again the integration
by parts formula (as well as the fact that uk 2 W2,2

loc (�; RN ) holds for each k 2 N).
In this way, we find

I` = lim
k!1

�
�
�
�

Z

�

⇣
@ j
�
G`(|ruk |)

�
@i u↵k � @i

�
G`(|ruk |)

�
@ j u↵k

⌘ f 0(|ruk |)
|ruk |

' dx
�
�
�
�

6 lim
k!1

�
�
�
�

Z

�
G`(|ruk |)

✓
@ j

✓
f 0(|ruk |)@i u↵k

|ruk |

◆
� @i

✓
f 0(|ruk |)@ j u↵k

|ruk |

◆◆
' dx

�
�
�
�

+ lim
k!1

�
�
�
�

Z

�
G`(|ruk |)

�
@i u↵k @ j' � @ j u↵k @i'

� f 0(|ruk |)
|ruk |

dx
�
�
�
� .

Recalling

A(z) =
f 0(|z|)z

|z|
for all z 2 RN⇥n,

we next estimate I` in the more convenient form

I` 6 lim
k!1

�
�
�
�

Z

�
Dz A(ruk)

⇥
@ jruk,G`(|ruk |)e↵ ⌦ ei

⇤
' dx

�
�
�
�

+ lim
k!1

�
�
�
�

Z

�
Dz A(ruk)

⇥
@iruk,G`(|ruk |)e↵ ⌦ e j

⇤
' dx

�
�
�
�

+ lim
k!1

2
Z

�
|G`(|ruk |)|| f 0(|ruk |)||r'| dx,

where e1, . . . , en denote the standard unit basis vectors in Rn and e1, . . . , eN the
ones in RN . Keeping in mind that Dz A(z) is a positive definite, symmetric bilinear
form, we infer from the Cauchy-Schwarz inequality

�
�
�
�

Z

�
Dz A(ruk)

⇥
@ jruk,G`(|ruk |)e↵ ⌦ ei

⇤
' dx

�
�
�
�

6
✓Z

�
Dz A(ruk)

⇥
@ jruk, @ jruk

⇤
|'| dx

◆ 1
2

⇥

✓Z

�
Dz A(ruk)

⇥
G`(|ruk |)e↵ ⌦ ei ,G`(|ruk |)e↵ ⌦ ei

⇤
|'| dx

◆ 1
2
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(and analogously with i replaced by j). Thus, employing the a priori estimate (3.9)
from Lemma 3.3 (note K = spt(') b �), the upper bound in (3.5), the bound-
edness of f 0 by L and the growth (3.17) as well as the support of G`, we arrive
at

I` 6 C lim
k!1

✓Z

�
(1+ |ruk |)�1|G`(|ruk |)|2|'| dx

◆ 1
2

+ C lim
k!1

2
Z

�
|G`(|ruk |)||r'| dx

6 C lim
k!1

8

✓Z

{|ruk |>`}
` dx

◆
,

with 8 : R+
0 ! R+

0 given by 8(t) := max{t
1
2 , t} and a constant C depending only

on the data and ', but not on `. Finally, the pointwise convergence ruk ! E
allows us to pass to the limit k ! 1, which yields

I` 6 C8
✓Z

{|E |>`}
|E | dx

◆
.

In view of the integrability of E , this proves lim`!1 I` = 0. In conclusion,
since ↵ 2 {1, . . . , N } was arbitrary, we have shown the claim (3.16), i.e., that
E 2 L1(�; RN⇥n) is curl-free in the sense of distributions. Thus, as � is a simply
connected Lipschitz domain, Lemma 2.4 provides a mapping v 2 W1,1(�; RN )
with rv = E , and the proof of the representation is complete.

Remark 3.6. In case that � is not simply connected, we still obtain that the point-
wise limit of the sequence (ruk)k2N is curl-free in the sense of distributions, but
we cannot identify it as the gradient of a W1,1(�; RN )-function.
For the sake of completeness, we now proceed by demonstrating that v 2
W1,1(�; RN ) – after translation by (v)� – is actually a solution to the system (1.2)
subject to the Neumann condition (1.3). To this end, we firstly provide the

Proof of the uniqueness assertion of Theorem 1.7. We suppose that there exist two
solutions u1, u2 2 W1,1(�; RN ) to the system (1.2) subject to (1.3), with (u1)� =
(u2)� = 0 and u1 6= u2 as L1(�; RN ) functions, which, by connectedness of �,
also implies ru1 6= ru2 as L1(�; RN⇥n) functions. In view of Lemma 1.2, u1
and u2 both solve the variational problem (1.5), i.e., they both minimise F in
W1,1(�; RN ). Choosing (u1 + u2)/2 2 W1,1(�; RN ) as competitor, we deduce
from the strict convexity of f combined with the minimality of u1 and u2

F


u1 + u2
2

�
<
1
2
�
F[u1] + F[u2]

�
= inf
W1,1(�;RN )

F,

which is a contradiction. Thus the proof of uniqueness is complete.
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We shall now conclude the proof of Theorem 1.7:

Proof of the solution property of v � (v)�. By Corollary 3.2, we first note that
(uk)k2N is a minimising sequence for F. Next, by the pointwise convergence (3.15)
we obtain

f (|ruk |) � T0 · ruk ! f (|rv|) � T0 · rv L n-a.e. in � as k ! 1.

By the coerciveness condition (1.7), which in turn implies the boundedness of the
map z 7! f (|z|) � T0 · z from below, we thus deduce by the generalised version of
Fatou’s lemma

F
⇥
v � (v)�

⇤
= F[v] 6 lim inf

k!1
F[uk] = inf

W1,1(�;RN )
F.

In conclusion, we have shown that v � (v)� is a minimiser with vanishing mean
value in �, and taking advantage of Lemma 1.2, it is also the desired weak solution
to the system (1.2) subject to (1.3). This completes the proof of Theorem 1.7.

Finally, we note that the solution v�(v)� is precisely the function u from (3.7),
namely the strong L1(�; RN )- and weak-⇤ BV(�; RN )-limit of the minimising
sequence (uk)k2N.

Corollary 3.7. If the assumptions of Theorem 1.7 are satisfied, then the minimising
sequence (uk)k2N constructed in Lemma 3.1 converges to v � (v)� strongly in
W1,1(�).

Proof. Since uk has zero mean value over � for each k 2 N, it is enough to prove
that

ruk ! rv strongly in L1
�
�; RN⇥n� as k ! 1. (3.18)

First, thanks to the assumption (1.7), we can define functions

gk :=
p
f1(1)|ruk | � T0 · ruk .

Then, using (3.8) and (3.15), we observe that

gk * g :=
p
f1(1)|rv| � T0 · rv weakly in L2(�). (3.19)

Our first goal is to show that

gk ! g strongly in L2(�). (3.20)

For this purpose, we start by recalling two identities, namely by setting ' := uk in
the Euler–Lagrange system (3.3) for the approximate problem and by further using
the fact that v is a weak solution to the Euler–Lagrange system (1.4) with ' := v
we obtain

Z

�

⇥
Ak(ruk) · ruk � T0 · ruk

⇤
dx = 0 =

Z

�

⇥
A(rv) · rv � T0 · rv

⇤
dx
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for each k 2 N. With these identities and the definitions of Ak and A, respectively,
it is straight forward to deduce
lim sup
k!1

kgkk2L2(�)

 lim sup
k!1

Z

�

⇥
f1(1)|ruk | � T0 · ruk + Ak(ruk) · ruk � f 0(|ruk |)|ruk |

⇤
dx

= lim sup
k!1

Z

�

⇥
f1(1)|ruk | � T0 · rv + A(rv) · rv � f 0(|ruk |)|ruk |

⇤
dx

= lim sup
k!1

Z

�

⇥
f1(1)|ruk | � f 0(|ruk |)|ruk | � f1(1)|rv| + f 0(|rv|)|rv|

⇤
dx

+ kgk2L2(�)
.

In addition, thanks to (3.15), we also have
f1(1)|ruk | � f 0(|ruk |)|ruk | ! f1(1)|rv| � f 0(|rv|)|rv|

L n-a.e. in � as k ! 1.

Thus, if the above sequence is uniformly integrable, then by the Vitali convergence
theorem we get

lim sup
k!1

kgkk2L2(�)
 kgk2L2(�)

,

which together with (3.19) implies (3.20). For proving uniform integrability, we fix
" > 0 and determine � > 0 such that

f1(1) � f 0(�) = lim
t!1

f 0(t) � f 0(�)  ".

Then for every set U ⇢ � fulfilling L n(U)  "/( f1(1)�), we obtain by mono-
tonicity of f 0

Z

U

⇥
f1(1)|ruk | � f 0(|ruk |)|ruk |

⇤
dx

=
Z

U\{|ruk |�}

⇥
f1(1)|ruk | � f 0(|ruk |)|ruk |

⇤
dx

+
Z

U\{|ruk |>�}

⇥
f1(1)|ruk | � f 0(|ruk |)|ruk |

⇤
dx

 f1(1)�L n(U) +
�
f1(1) � f 0(�)

� Z

U
|ruk | dx  C",

where we also used the a priori bound (3.6). Hence, we have uniform integrability
and the proof of the strong convergence (3.20) is complete.

With gk!g converging strongly in L2(�) as k!1, the sequence (g2k )k2N is
uniformly integrable and then, thanks to g2k >( f1(1)�kT0kL1(�;RN⇥n))|ruk | > 0
for all k 2 N because of (1.7), also the sequence (ruk)k2N is uniformly inte-
grable. This together with the pointwise convergence (3.15) finishes the proof of
the claim (3.18) and thus of the corollary.
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4. Relaxation to BV and the dual problem

The purpose of this section is to first recall the relaxed formulation of the minimi-
sation problem (1.5), namely the extension of the functional via semi-continuity
to the space of functions of bounded variation, and the notion of generalised min-
imisers. Secondly, by means of convex conjugate functions in the sense of convex
analysis, we introduce the dual problem associated to the (primal) minimisation
problem (1.5) with an explicit description and then study its connection to the pri-
mal problem. In doing so, we shall adopt a more general viewpoint and hereafter
let F : RN⇥n ! [0,1) a be convex, differentiable function that satisfies, for some
constants 0 < ⌫ 6 L < 1, the linear growth condition

⌫|z| � L 6 F(z) 6 L(1+ |z|) for all z 2 RN⇥n. (4.1)

For a given map T0 2 L1(�; RN⇥n) we shall then study the variational problem

to minimise F [w] :=
Z

�
F(rw)�T0 ·rw dx among all w2W1,1 ��; RN �. (4.2)

As for the radially symmetric case, we observe that if a solution u 2 W1,1(�; RN )
to (4.2) exists, then it solves the associated Euler–Lagrange system

Z

�
Dz F(ru) · r' dx =

Z

�
T0 · r' dx for all ' 2 W1,1 ��; RN � (4.3)

and vice versa.

4.1. Coerciveness

As a modification of the coerciveness condition for radially symmetric integrands
(1.7), in this section we shall work with the condition

ess infx2� min
⇠2SN⇥n�1

�
F1(⇠) � T0(x) · ⇠

 
> 0 (4.4)

where the recession function F1 : RN⇥n ! R is given by

F1(z) := lim
t&0

t F
⇣ z
t

⌘
for all z 2 RN⇥n. (4.5)

We note that F1 is strictly positive, finite-valued and convex, as a consequence of
the linear growth condition and the convexity of F , and hence, it attains its strictly
positive minimum on SN⇥n�1 = {z 2 RN⇥n : |z| = 1}. Also here the signifi-
cance of condition (4.4), as previously for (1.7), is to guarantee coerciveness of the
functional F in the following sense.
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Lemma 4.1. Let F : RN⇥n ! [0,1) be a convex function satisfying (4.1) and
let T0 2 L1(�; RN⇥n) verify (4.4). Then the functional F defined in (4.2) is
coercive in the sense that if (wk)k2N is a sequence in W1,1(�; RN ) such that
kwkkW1,1(�;RN ) ! 1 as k ! 1 and each wk has vanishing mean value, then
F [wk] ! 1 as k ! 1.

Proof. We initially observe that due to condition (4.4) we may fix a number � > 0
depending only on F and T0 such that

ess infx2� min
⇠2SN⇥n�1

�
F1(⇠) � T0(x) · ⇠

 
> 4� (4.6)

is satisfied. We consider an arbitrary functionw 2 W1,1(�; RN )with (w)� = 0. In
order to evaluate F [w], we decompose the domain of integration for some `0 > 1
(to be determined later) as

F [w]=
Z

�\{|rw|6`0}

⇥
F(rw) � T0 · rw

⇤
dx+

Z

�\{|rw|>`0}

⇥
F(rw)�T0 · rw

⇤
dx

>
Z

�\{|rw|6`0}

⇥
F(rw) � T0 · rw

⇤
dx

+
Z

�\{|rw|>`0}

✓
1

|rw|
F
✓

|rw|
rw

|rw|

◆
� T0 ·

rw

|rw|
� �

◆
|rw| dx

+ �

Z

�\{|rw|>`0}
|rw| dx =: I+ II+ III.

For the first term, we obtain via the growth condition (4.1)

|I| 6
⇣
C(1+ `0) + `0kT0kL1(�;RN⇥n)

⌘
L n(�).

We next show that the second term is non-negative, provided that the level `0 is
chosen suitably. To this end, we choose a finite number of points (⇠k)k2{1,...,M}

in SN⇥n�1 such that

LF inf
k2{1,...,M}

|⇠ � ⇠k | 6 � for all ⇠ 2 SN⇥n�1,

where LF is a Lipschitz constant for both functions F and F1. Thus, M depends
only on n, N , � and F . Taking into account that ` 7! F(`⇠)/` is monotonically
increasing and converges to F1(⇠) as ` % 1 for each ⇠ 2 SN⇥n�1, we then
determine `0 > 1 such that

`�1F(`⇠k) > F1(⇠k) � � for all k 2 {1, . . . ,M} and ` > `0 .
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Consequently, by the Lipschitz continuity of F and F1, we find

`�1F(`⇠) > `�1 sup
k2{1,...,M}

⇥
F(`⇠k) � |F(`⇠) � F(`⇠k)|

⇤

> sup
k2{1,...,M}

⇥
`�1F(`⇠k) � LF |⇠ � ⇠k |

⇤

> sup
k2{1,...,M}

⇥
F1(⇠) � � � 2LF |⇠ � ⇠k |

⇤
> F1(⇠) � 3�

for all ⇠ 2 SN⇥n�1 and ` > `0. Applying this inequality pointwisely with ⇠ =
rw/|rw| and keeping in mind the choice of � in (4.6), we thus arrive at II > 0 as
claimed. Finally, we observe

III > �

Z

�
|rw| dx � `0L

n(�)

�
.

In conclusion, we have shown

F [w] > �

Z

�
|rw| dx � C(F, T0)`0L n(�)

for all functions w 2 W1,1(�; RN ) with (w)� = 0, and in combination with
Poincaré’s inequality for W1,1-maps with vanishing mean value, this immediately
implies the assertion of the lemma.

Remark 4.2.

(1) Relying on linear functions as in Examples 1.4 and 1.5 one shows optimality of
condition (4.4) concerning the existence of W1,1-minimisers for the Neumann
problem for the functional F (and examples with unboundedness of F from
below when the expression in (4.4) is strictly negative).

(2) However, since the minimisation problem (4.2) (or (1.5)) is formulated in terms
of div T0 only, we indeed have coerciveness (which then gives rise to existence
results of generalised minimisers) for all T0 2 L1(�; RN⇥n) such that there
exists eT0 2 L1(�; RN⇥n) which verifies (4.4) and

Z

�
T0 · rw dx =

Z

�

eT0 · rw dx for all w 2 W1,1 ��; RN �.

4.2. Relaxation of the primal problem

As mentioned in the introduction, the lack of weak compactness of bounded sets
in the non-reflexive space W1,1(�; RN ) suggests the passage to a space that enjoys
better compactness properties. The natural candidate for such a space is given by
BV(�; RN ), the space of functions of bounded variation. We say that a measurable
mappingw : � ! RN belongs to BV(�; RN ) if and only ifw 2 L1(�; RN ) and its
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distributional gradient can be represented by a finite RN⇥n-valued Radon measure
on�, in symbols Dw 2M(�; RN⇥n). Let us note that by the Riesz representation
theorem for Radon measures, the latter conditions amounts to requiring

|Dw|(�) = sup
⇢Z

�
w · div(') dx : ' 2 C1c

�
�; RN⇥n�, |'| 6 1

�
< 1.

In this case, we denote by rwL n the absolutely continuous and by Dsw the sin-
gular part in the Lebesgue decomposition of Dw with respect to the Lebesgue mea-
sureL n . However, let us emphasize thatrw is simply the density of the absolutely
continuous part of Dw, but in general, it is not the gradient of a W1,1(�; RN )-
function.

The relevant notions of convergences in BV(�; RN ) are those of weak-⇤ and
of strict convergence, both being weaker than norm convergence:
Definition 4.3. Let (wk)k2N be a sequence in BV(�; RN ) and w 2 BV(�; RN ).
We say that (wk)k2N converges weakly-⇤ to w in BV(�; RN ), in symbols wk

⇤
* w,

if (wk)k2N converges strongly to w in L1(�; RN ) and if (Dwk)k2N converges to
Dw on � in the weak-⇤-sense for Radon measures as k ! 1, i.e.,

lim
k!1

Z

�
' dDwk =

Z

�
' dDw for all ' 2 C0(�).

We further say that (wk)k2N converges strictly to w in BV(�; RN ) if (wk)k2N con-
verges strongly to w in L1(�; RN ) and if the variations |Dwk |(�) converge to
|Dw|(�) as k ! 1.
Most importantly for us, we have the following characterization of weak-⇤-conver-
gence that a sequence (wk)k2N converges weakly-⇤ in BV(�; RN ) if and only if it
is bounded in BV(�; RN ) and strongly convergent in L1(�; RN ). Moreover, the
space (BV\C1)(�; RN ) is dense in BV(�; RN ) with respect to strict (and thus
also with respect to weak-⇤) convergence. For this and further results on the space
BV we refer the reader to the monographs [1, 17].

In what follows we consider T0 2 Cb(�; RN⇥n) and assume for the func-
tional F defined in (4.2) the mild coerciveness condition

ess infx2� min
⇠2SN⇥n�1

�
F1(⇠) � T0(x) · ⇠

 
> 0 (4.7)

(i.e., in contrast to the previous coerciveness condition (4.4), also equality is al-
lowed), which excludes F to be unbounded from below. In this situation we ex-
tend F , which a priori is defined only on W1,1(�; RN ), by lower semicontinuity to
the larger space BV(�; RN ). The resulting relaxed functional is given by

F [w] := inf
n
lim inf
k!1

F [wk] : (wk)k2N in W1,1 ��, RN �

with wk
⇤
* w in BV

�
�; RN �

o

for w 2 BV(�; RN ). We now introduce the concept of generalised minimisers:
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Definition 4.4. Let F : RN⇥n ! [0,1) be a convex function satisfying (4.1)
and let T0 2 Cb(�; RN⇥n). We call a function u 2 BV(�; RN ) generalised
minimiser of the functional F if u is a minimiser of the relaxed functional F in
BV(�; RN ), i.e.,

F [u] 6 F [w] for all w 2 BV
�
�; RN �.

We next provide a representation formula for the relaxed functional F (with the
classical approach as employed for the Dirichlet problem), prove that the original
minimisation problem (1.5) and the minimisation of the relaxed functionalF in fact
lead to the same value, and we also justify the name “generalised minimiser”.

Proposition 4.5. Let F : RN⇥n ! [0,1) be a convex function satisfying (4.1) and
let T0 2 Cb(�; RN⇥n) verify (4.7). Then we have the representation formula

F [w] =
Z

�
F(rw) dx +

Z

�
F1

✓
dDsw
d|Dsw|

◆
d|Dsw| �

Z

�
T0 · dDw (4.8)

for all w 2 BV(�; RN ) with corresponding Lebesgue–Radon–Nikody̌m decom-
position Dw = rwL n � + Dsw. Here, F1 is the recession function defined
in (4.5). Moreover, there holds

inf
BV(�;RN )

F = inf
W1,1(�;RN )

F , (4.9)

and a function u 2 BV(�; RN ) is a generalised minimiser of F if and only if u is
the weak-⇤ limit of a minimising sequence (uk)k2N for F inW1,1(�; RN ).

Proof. Let us denote by G[w] the right-hand side of (4.8). We initially observe
from the lower semicontinuity and the continuity part of Reshetnyak’s Theorem 5.1,
respectively, that we have

G[w] 6 lim inf
k!1

G[wk] = lim inf
k!1

F [wk] (4.10)

for all sequences (wk)k2N in W1,1(�, RN ) with wk
⇤
* w in BV(�; RN ) and

G[w] = lim
k!1

G[wk] = lim
k!1

F [wk] (4.11)

for all sequences (wk)k2N in W1,1(�, RN ) with wk
⇤
* w in BV(�; RN ) and

|(L n,Dwk)|(�) ! |(L n,Dw)|(�). Here, we have used Remark 5.2 to ap-
ply Reshetnyak to the functional G and also the fact that G and F coincide on
W1,1(�, RN ).

We will first prove that F [w] = G[w] holds for every fixed w 2 BV(�; RN ).
Noting that inequality (4.10) is valid for any sequence (wk)k2N in W1,1(�, RN )

such that wk
⇤
* w in BV(�; RN ) as k ! 1, we may pass to the infimum of the

right-hand side of (4.10) over these approximating sequences, and we find

G[w] 6 F [w].
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To obtain the reverse inequality, we choose (e.g., by mollification of a trace-pre-
serving extension of w), a sequence (wk)k2N in W1,1(�; RN ) with wk

⇤
* w

in BV(�; RN ) and with |(L n,Dwk)|(�) ! |(L n,Dw)|(�). Then, by iden-
tity (4.11), we get

G[w] = lim
k!1

F [wk] > F [w] (4.12)

which concludes the proof of the representation formula (4.8).
In order to demonstrate that the two infima in (4.9) coincide, we first notice

from (4.12) that

F [w] = G[w] = lim
k!1

F [wk] > inf
W1,1(�;RN )

F

for arbitrary w 2 BV(�; RN ) (and the sequence (wk)k2N with wk
⇤
* w in

BV(�; RN ) and with |(L n,Dwk)|(�) ! |(L n,Dw)|(�) as above). Passing
to the infimum of F over w 2 BV(�; RN ) and keeping in mind that F and F
coincide on W1,1(�; RN ) ⇢ BV(�; RN ), we thus arrive at

inf
BV(�;RN )

F > inf
W1,1(�;RN )

F > inf
BV(�;RN )

F ,

and the claim (4.9) follows.
Finally, we prove the characterization of generalised minimisers. Given an ar-

bitrary generalised minimiser u 2 BV(�; RN ) of F , we see as above that u is the
weak-⇤ limit of a sequence (uk)k2N in W1,1(�; RN ) (and with |(L n,Duk)|(�) !
|(L n,Du)|(�)). Thus, as a consequence of (4.11), the fact that u minimises G = F
in BV(�; RN ) and the identity (4.9), we infer that (uk)k2N in W1,1(�; RN ) is
indeed a minimising sequence for F in W1,1(�; RN ). For the reverse implica-
tion let (uk)k2N be a minimising sequence for F in W1,1(�; RN ) that converges
weakly-⇤ to a function u 2 BV(�; RN ). Then, by (4.10) and once again iden-
tity (4.9), we deduce that u is indeed a minimiser of G = F in BV(�; RN ), i.e., u
is a generalised minimiser of F . This finishes the proof of the proposition.

Concerning generalised minimisers of F , we next wish to continue the dis-
cussion of the coerciveness condition on T0, which was started in Example 1.4, by
showing that it remains an essential ingredient for a positive existence result:
Example 4.6 (Example 1.4, continued). In the situation of Example 1.4, observe
that F for F = F is given by

F [w] =
Z 1

�1

q
1+ |w0|2 � 1� w0

�
dx +

Z

(�1,1)

��
�
�
dDsw
d|Dsw|

�
�
�
��

dDsw
d|Dsw|

�
d|Dsw|

forw2BV((�1,1)), where Dw=w0L 1 (�1,1)+Dsw is the Lebesgue decomposi-
tion of Dw. From Example 1.4 and identity (4.9) we deduce infBV((�1,1))F = �2.
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In this case, the minimising sequence (uk)k2N with uk = kx for k 2 N is not uni-
formly bounded inW1,1((�1, 1)) (and admits no subsequence converging weakly-⇤
in BV((�1, 1))). In fact, there exists no generalised minimiser ofF , i.e., a function
u 2 BV((�1, 1)) with F [u] = 2. Otherwise, this would mean

Z 1

�1

✓q
1+ |u0|2 � u0

◆
dx = �

Z

(�1,1)

��
�
�
dDsu
d|Dsu|

�
�
�
��

dDsu
d|Dsu|

�
d|Dsu|.

Now, since the left-hand side is non-negative due to
p
1+ | · |2 > | · | and since

the right-hand side is non-positive, both terms actually need to vanish in order to
achieve equality. We thus conclude

p
1+ |u0|2�u0 ⌘ 0 a.e. in (�1, 1) (as before in

Example 1.4), which yields a contradiction and shows that such a function u cannot
exist.

Proposition 4.7. Let F : RN⇥n ! [0,1) be a convex function satisfying (4.1)
and let T0 2 Cb(�; RN⇥n) verify (4.4). Then there exists a generalised minimiser
u 2 BV(�; RN ) of F .

Proof. Let (uk)k2N be a minimising sequence for F in W1,1(�; RN ). Since F
depends only on the gradient variable, we may assume (uk)� = 0 for each k 2 N.
As a consequence of Lemma 4.1 and infW1,1(�;RN )F < 1, we obtain boundedness
of (uk)k2N in W1,1(�; RN ). By weak-⇤-compactness of BV(�; RN ) we thus find
that (uk)k2N converges weakly-⇤, up to the passage to a subsequence, to a function
u 2 BV(�; RN ). We finally conclude that u is in fact a generalised minimiser ofF ,
in view of the characterisation in Proposition 4.5.

We conclude this subsection with two remarks.

Remark 4.8 (Possible non-uniqueness of generalised minimisers). Similarly as
for the Dirichlet problem, generalised minimisers of F in the Neumann problem
can in principle be non-unique, due to the occurrence of the recession function F1,
which is only convex, but not strictly convex. If we could show that Dsu does in fact
vanish for one generalised minimiser u, then we would find a minimiser of the orig-
inal Neumann problem (4.2). Thus, the passage to the relaxed formulation could
be avoided and furthermore, it is easy to see that if F is even strictly convex, every
generalised minimiser of F is in fact already in W1,1(�; RN ) and consequently a
standard minimiser of F .

As we have shown in Section 3, this indeed happens if the integrand F is of
radial structure and the hypotheses of Theorem 1.7 are satisfied. Moreover, it is not
too difficult to show that it is also the case for not necessarily radially symmetric
µ-elliptic integrands F 2 C2(RN⇥n) with bounded gradient and mild degeneration
µ 6 3, since one can here adapt the strategy of [8] (see also [5, 9]) to show the
existence of a locally bounded generalised minimiser of class W1,L log L

loc (�; RN ) ⇢

W1,1
loc (�; RN ).
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Remark 4.9. If we are in the setting of Theorem 1.7 with T0 2 Cb(�; RN⇥n)
verifying (1.7), then the function u from (3.7) is, as a consequence of the character-
ization in Proposition 4.5, a generalised minimiser of F = F. With the existence of
the minimiser v 2 W1,1(�; RN ) if� is simply connected, the previous Remark 4.8
thus provides an alternative proof of the fact v � (v)� = u and then also weak
convergence uk * u in W1,1(�; RN ) (which improves to strong convergence, see
Corollary 3.7).

4.3. The dual problem

We next address a second approach to study the convex minimisation problem (4.2),
namely via the so-called dual problem in the sense of convex duality (see, e.g., [13,
16] for extensive treatises on this subject). After the introduction of an associ-
ated dual functional, the dual problem consists in its maximisation over a suitable
class in L1(�; RN⇥n), which then leads to the same value as for the original prob-
lem (4.2). In contrast to this primal problem, there is no lack of compactness for
the dual problem and a solution always exists, under the assumption (4.4) on T0
and F , and it is then important to link the solutions of the primal and of the dual
problem (which is strongly influenced by regularity issues). The general approach
follows essentially the one from the Dirichlet problem, but for the convenience of
the reader we give a short overview on the results and strategy of proof, since it is
often simpler than for the corresponding result in the Dirichlet problem. Moreover,
we address only regular integrands, and various extension could be given also for
non-differentiable integrands, following the reference [6].

We shall now start to collect some background facts regarding the dual problem
associated to the Neumann problem (4.2). For this purpose, we first introduce for an
arbitrary function g : Rm ! R [ {1} the conjugate function g⇤ : Rm ! R [ {1}
by

g⇤(z⇤) := sup
z2Rm

�
z⇤ · z � g(z)

 
, for all z⇤ 2 Rm .

By definition g⇤ is convex and lower semi-continuous, and if g is of class C1(Rm),
we further have the duality relation

z⇤ = Dzg(z) if and only if g(z) + g⇤(z⇤) = z⇤ · z (4.13)

for z 2 Rm (while if g is only convex, a similar relation holds for the subdifferential
instead of the differential). Keeping in mind the particular situation of radially
symmetric integrands as in Section 3, we notice the following:
Remark 4.10 (Radially symmetric integrands). If g is radially symmetric, i.e., it
is of the form g(·) = f (| · |) for some function f : R ! R, then we have g⇤(·) =
f ⇤(| · |). In fact, for each z⇤ 2 Rm , we have

g⇤(z⇤) = sup
z2Rm

�
z⇤ · z � f (|z|)

 
= sup

t>0

�
t |z⇤| � f (t)

 
= f ⇤(|z⇤|).
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In order to set up the dual problem to the Neumann problem (4.2) with convex
integrand F , let us first note, that for any w 2 W1,1(�; RN ), we find, via F(z) >
z⇤ · z � F⇤(z⇤) for all z, z⇤ 2 RN⇥n , the inequality

F [w] >
Z

�

⇥
� · rw � F⇤(T0 + �)

⇤
dx = �

Z

�
F⇤(T0 + �) dx

for every function � 2 L1
? (�; RN⇥n), where we have set

L1
?

�
�; RN⇥n�

:=

⇢
� 2 L1 �

�; RN⇥n� :
Z

�
� · rw dx = 0 for all w 2 W1,1 ��; RN �

�
.

The dual problem to (4.2) then is

to maximise RT0[�] :=�
Z

�
F⇤(T0+�) dx among all� 2L1

?

�
�; RN⇥n�, (4.14)

and by passing to the infimum among all w 2 W1,1(�; RN ) and to the supremum
among all � 2 L1

? (�; RN⇥n), we immediately obtain

inf
W1,1(�;RN )

F > sup
L1

? (�;RN⇥n)

RT0 (4.15)

which is the simpler inequality of the duality formula. The other inequality can
either be settled by referring to the general theory of convex duality as outlined in
the Appendix 5.2, or by a suitable approximation procedure, for which the reader is
referred to Remark 4.14.
Remark 4.11. Let us make a comparison with the respective Dirichlet problem

to minimise w 7!
Z

�
F(rw) dx among all w 2 u0 +W1,1

0
�
�; RN �

with prescribed boundary values u0 2 W1,1(�; RN ). In this case, the dual problem
is

to maximise � 7!
Z

�

⇥
� · ru0 � F⇤(�)

⇤
dx among all � 2 L1

div
�
�; RN⇥n�,

where

L1
div
�
�; RN⇥n�

:=

⇢
� 2 L1 �

�; RN⇥n� :
Z

�
� · rw dx = 0 for all w 2 W1,1

0
�
�; RN �

�
.

In this sense, the fact that we allow for a larger set of competitor maps in the Neu-
mann problem than for the Dirichlet problem is reflected by a smaller set of com-
petitors in the respective dual problems.
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Concerning the connection between solutions of the primal and of the dual problem,
let us first state the following simple observation.

Lemma 4.12. Consider a convex function F 2 C1(RN⇥n) satisfying (4.1) and let
T0 2 L1(�; RN⇥n). If u 2 W1,1(�; RN ) is a minimiser of the primal prob-
lem (4.2), then the unique maximiser of the dual problem (4.14) is given by � =
Dz F(ru) � T0.

Proof. We first note that � belongs to L1
? (�; RN⇥n), by boundedness of � and

the fact that u satisfies the Euler–Lagrange system (4.3), due to its minimality. The
evaluation of RT0 in � , in combination with (4.13) and once again (4.3) (applied
with ' = u), yields

RT0[� ] = �
Z

�
F⇤(T0 + � ) dx = �

Z

�
F⇤(Dz F(ru)) dx

=
Z

�

⇥
F(ru) � Dz F(ru) · ru

⇤
dx =

Z

�

⇥
F(ru) � T0 · ru

⇤
dx

= inf
W1,1(�;RN )

F ,

and (4.15) then shows that � is a maximiser of (4.14). Moreover, if �̃ 2
L1

? (�; RN⇥n) is any maximiser of the dual problem (4.14), then we deduce from
the previous identity

�
Z

�
F⇤(T0+ �̃ ) dx =

Z

�

⇥
F(ru)�T0 ·ru

⇤
dx =

Z

�

⇥
F(ru)�(T0+ �̃ ) ·ru

⇤
dx .

Since by definition of the conjugate function F⇤ we have

�F⇤(T0 + �̃ ) 6 F(ru) � (T0 + �̃ ) · ru,

we actually have equality F(ru) + F⇤(T0 + �̃ ) = (T0 + �̃ ) · ru a.e. on �. Thus,
by (4.13) we arrive at

T0 + �̃ = Dz F(ru) a.e. on �

which proves uniqueness of the maximiser of (4.14).

As we have emphasized above, in general we do not know that a minimiser
of (4.2) exists. However, we can still extract some information from minimising
sequences (similarly as in [11, Lemma 3.1]).

Lemma 4.13. Consider a convex function F 2 C1(RN⇥n) satisfying (4.1) and let
T0 2 L1(�; RN⇥n) verify (4.4) . If (uk)k2N is a minimising sequence of the pri-
mal problem (4.2), then the sequence (Dz F(ruk) � T0)k2N converges weakly-⇤ in
L1(�; RN⇥n) to the unique maximiser of the dual problem (4.14).
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Proof. Let � be a weak-⇤ L1-cluster point of the sequence (Dz F(ruk) � T0)k2N
and let ("k)k2N be the null-sequence in [0,1) defined by

"2k := F [uk] � inf
W1,1(�;RN )

F .

Here we follow the strategy of proof from [6, Section 5]. In the first step, we want
to pass to a sequence (vk)k2N in W1,1(�; RN ), preserving the properties that

(vk)k2N is a minimising sequence of the primal problem (4.2), (4.16)
� is a weak-⇤ L1-cluster point of the sequence (Dz F(rvk) � T0)k2N, (4.17)

but with the additional benefit that we have
�
�
�
�

Z

�

�
Dz F(rvk) � T0

�
· r' dx

�
�
�
� 6 "kkr'kL1(�;RN⇥n)

for all ' 2 W1,1(�; RN )

(4.18)

for each k 2 N. In fact, for each k 2 N we may apply Ekeland’s variational princi-
ple [15, Theorem 1.1] on the complete metric space {w 2 W1,1(�; RN ) : (w)� =
0} (with metric induced by the norm krwkL1(�;RN⇥n)) to find a function vk 2

W1,1(�; RN ) with average (vk)� = 0 such that

F [vk] 6 F [uk],
krvk � rukkL1(�;RN⇥n) 6 "k,

F [vk] 6 F [w] + "kkrvk � rwkL1(�;RN⇥n) for all w 2 W1,1 ��; RN �.

As a consequence of the first inequality, we obtain (4.16), from the second inequal-
ity we infer the pointwise convergence rvk � ruk ! 0 a.e. in �, for some sub-
sequence, and thus (4.17), and the third inequality actually means that vk is the
minimiser of a perturbed functional, for which the first-order criterion for minimal-
ity then yields (4.18).

In the second step, we now prove the claim of the lemma, with the sequence
(uk)k2N replaced by (vk)k2N as constructed above. Via (4.18) we first observe
that � belongs to the space L1

? (�; RN⇥n) of admissible functions for the dual
problem (4.14). By convexity and lower semi-continuity of F⇤, the map � 7!
�
R
� F

⇤(�) dx is upper semicontinuous with respect to weak-⇤-convergence in
L1(�; RN⇥n). In combination with the duality relation (4.13) we thus find (up
to the passage to a suitable subsequence)

RT0[� ] = �
Z

�
F⇤(T0 + � ) dx > � lim

k!1

Z

�
F⇤(Dz F(rvk)) dx

= lim
k!1

Z

�

⇥
F(rvk) � Dz F(rvk) · rvk

⇤
dx

= lim
k!1

F [vk] + lim
k!1

Z

�

�
T0 � Dz F(rvk)

�
· rvk dx .
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In view of (4.16), the first term on the right-hand side gives infW1,1(�;RN )F , while
the second term vanishes, as a consequence of (4.18) (applied with ' = vk) and
the uniform boundedness of (rvk)k2N in L1(�; RN⇥n) in view of Proposition 4.1.
Thus, with (4.15), we arrive at

RT0[� ] > inf
W1,1(�;RN )

F > sup
L1

? (�;RN⇥n)

RT0, (4.19)

hence, � is indeed a maximiser of the dual problem (4.14). Now, since F⇤ is
essentially strictly convex (see [27, Theorem 26.3]), the maximiser is in fact
unique, and thus, the whole sequence (Dz F(ruk) � T0)k2N converges weakly-⇤
in L1(�; RN⇥n) to the dual solution � as asserted in the lemma.

Remark 4.14.

(1) With (4.19) and the previously established inequality (4.15), we have finished
the proof of the duality correspondence

inf
W1,1(�;RN )

F = sup
L1

? (�;RN⇥n)

RT0 .

(2) Taking into account Proposition 4.1, we obtain in particular the existence of
a unique solution of the dual problem (4.14), under the assumptions of the
previous lemma.

(3) In the above setting, with T0 2 Cb(�; RN⇥n) verifying (4.4), we have shown in
Proposition 4.7 the existence of a generalised minimiser u 2 BV(�; RN ) to the
primal problem (4.2). In the situation, where a minimising sequence (uk)k2N
exists such that uk converges weakly-⇤ in BV(�; RN ) to u and ruk converges
a.e. in � to the absolutely continuous part ru in the Lebesgue decomposition
for Du, we in fact find that � := Dz F(ru)�T0 solves the dual problem (4.14).

We finish this section with a regularity statement for the solution of the dual prob-
lem, in the situation with radially symmetric integrands as in Theorem 1.7.

Theorem 4.15. Under the assumptions of Theorem 1.7, the dual problem (4.14)
with F(·) = f (| · |) possesses a unique solution � 2 W1,2

loc (�; RN⇥n) which is
given by

� = f 0(|ru|)
ru
|ru|

� T0 L n-a.e. in �, (4.20)

where u 2 W1,1(�; RN ) is the minimiser of the primal problem from Theorem 1.7.

Proof. By Lemma 4.12, we obtain that � := f 0(|ru|)ru/|ru|�T02L1
? (�;RN⇥n)

is the unique solution of the dual problem. Thus, it only remains to verify the
local W1,2-regularity of � . To do so, we first recall from (3.6) and the point-
wise convergence ruk ! ru L n-a.e. in � that � is a weak L2-cluster point
of the sequence (�k)k2N := (Ak(ruk) � T0)k2N, with Ak defined in (3.4) and with
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uk 2 W1,2(�; RN ) the minimiser of the functional Fk in (3.1), for every k 2 N.
Similarly as in the proof of Lemma 3.3 we now exploit for each k 2 N the fact that
Dz Ak(ruk) is a positive definite, bilinear form, which is further bounded uniformly
in view of (3.5). By applying the Cauchy-Schwarz inequality similarly as in (3.14)
we then find, for each s = 1, . . . , n and every compact set K ⇢ �, the estimate

Z

K
|@s�k |

2 dx =
Z

K
Dz Ak(ruk)[@sruk, @s�k] dx �

Z

K
@sT0 · @s�k dx

6
✓Z

K
Dz Ak(ruk)[@sruk, @sruk] dx

◆ 1
2
✓Z

K
Dz Ak(ruk)[@s�k, @s�k] dx

◆ 1
2

+ L n(K )
1
2 kT0kW1,1(�;RN⇥n)

✓Z

K
|@s�k |

2 dx
◆ 1
2

6C
✓✓Z

K
Dz Ak(ruk)[@sruk, @sruk] dx

◆ 1
2

+ 1
◆✓Z

K
|@s�k |

2 dx
◆ 1
2

with a constant C depending only on L and kT0kW1,1(�;RN⇥n). By an absorption
argument and the local uniform estimate in Lemma 3.3, we hence deduce that �k
is even uniformly bounded in W1,2(�; RN⇥n), for each compact set K ⇢ �. As a
consequence, we deduce � 2 W1,2

loc (�; RN⇥n) as claimed.

5. Appendix

We now collect some auxiliary and supplementary results that have occurred and
been used in the main part of the paper.

5.1. Reshetnyak-type lower semicontinuity results

We here state a result on the lower semicontinuity and continuity of convex varia-
tional integrals of linear growth due to Reshetnyak [26] (in the formulation of [1,
Theorem 2.38 and Theorem 2.39] and [5, Theorem 2.4]) and then comment on its
application in our setting.
Theorem 5.1 (Reshetnyak (lower semi-)continuity theorem). Let m 2 N, let �
be a bounded, open subset of Rn and let (µk)k2N be a sequence in M(�; Rm)
that converges weakly-⇤ to some µ 2 M(�; Rm). Moreover, assume that all
µ,µ1, µ2, . . . take values in some closed convex cone K ⇢ Rm . Then we have
the following statements:

(a) (lower semicontinuity part.) If G : �⇥K ! [0,1] is a lower semicontinuous
function which is convex and 1-homogeneous function in the second variable,
then there holds

Z

�
G
✓

· ,
dµ
d|µ|

◆
d|µ| 6 lim inf

k!1

Z

�
G
✓

· ,
dµk

d|µk |

◆
d|µk |;
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(b) (Continuity part.) If G : � ⇥ K ! [0,1) is a continuous function which is
1-homogeneous in the second variable and if in addition |µk |(�) ! |µ|(�)
as k ! 1, then there holds

Z

�
G
✓

· ,
dµ
d|µ|

◆
d|µ| = lim

k!1

Z

�
G
✓

· ,
dµk

d|µk |

◆
d|µk |.

Remark 5.2. In our setting, this result is applied as follows: given a convex func-
tion F : RN⇥n ! [0,1) of linear growth (4.1) and T0 2 Cb(�; RN⇥n) ver-
ifying the mild coerciveness condition (4.7), we consider the half-space K :=
[0,1) ⇥ RN⇥n , that is we choose m = Nn + 1, and we define G on � ⇥ K
as the perspective integrand

G(x, t, z) :=

(
t F(z/t) � T0(x) · z if t > 0
F1(z) � T0(x) · z if t = 0,

for all x 2 �, t 2 [0,1) and z 2 RN⇥n . In this situation it is easily checked
that G takes values in [0,1) and that it is a continuous function which is convex
and 1-homogeneous in the second variable (t, z) 2 K . Hence, we have lower semi-
continuity and continuity of G as stated in Theorem 5.1, and with µ = (L n,Dw)
for an arbitrary function w 2 BV(�; RN ) we can rewrite the evaluation of G in
terms of F , the recession function F1 and T0 as

Z

�
G
✓

· ,
d(L n,Dw)

d|(L n,Dw)|

◆
d|(L n,Dw)|

=
Z

�r

G
✓

· ,
(1,rw)

|(1,rw)|

◆
|(1,rw)| dL n +

Z

�s

G
✓

· , 0,
dDsw
d|Dsw|

◆
d|Dsw|

=
Z

�
F(rw) dx +

Z

�
F1

✓
dDsw
d|Dsw|

◆
d|Dsw| �

Z

�
T0 · dDw,

where by �r ,�s ⇢ � we have denoted a disjoint decomposition of � with the
propertyL n(�s) = |Dsw|(�r ) = 0 and hence, for the densities we may use

dL n

d|Dw|
= 0 and

dDw

d|Dw|
=

dDsw
d|Dsw|

on �s .

For the application of Theorem 5.1 we finally note that whenever (wk)k2N is a se-
quence converging weakly-⇤ to some function w in BV(�; RN ), then (L n,Dwk)
converges weakly-⇤ to (L n,Dw) inM(�; RN⇥n+1).

5.2. The dual problem in the framework of Ekeland and Temam

In their treatise [16], Ekeland and Temam introduced a rather general framework of
convex duality into which the Neumann problem on W1,1(�; RN ) as described in
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our paper can be embedded in a natural way. Here we briefly discuss its relation to
the setting of Section 4.3.

In order to set up this framework, let V,Y be two topological vector spaces
with dual spaces V ⇤, Y ⇤ and suppose that a functional F : V ! R [ {1} can be
written as

F [v] = J (v,3v) for all v 2 V,

with a continuous, linear mapping3 : V ! Y and a convex function J : V ⇥ Y !
R [ {1}. When defining the convex conjugate function J⇤ : V ⇤ ⇥ Y ⇤ ! R [ {1}
via

J⇤�v⇤, y⇤� := sup
v2V,y2Y

�⌦
v⇤, v

↵
V ⇤⇥V +

⌦
y⇤, y

↵
Y ⇤⇥Y � J (v, y)

 
forv⇤ 2V ⇤, y⇤ 2Y ⇤,

we can introduce, following [16, Section III.4], the dual problem to the minimisa-
tion of F over V in the sense of Ekeland and Temam as the problem

to maximise � J⇤(3⇤y⇤,�y⇤) among all y⇤ 2 Y ⇤, (5.1)

where3⇤:Y ⇤!V ⇤ is the adjoint operator of3 (with h3⇤y⇤,viV ⇤⇥V =hy⇤,3viY ⇤⇥Y
for all v 2 V ). Under the assumptions infV F 2 R and that there exists v0 2 V
with J (v0,3v0) < 1 and p 7! J (v0, p) being continuous at 3v0, then by [16,
Theorem III.4.1] there holds the duality correspondence

inf
v2V

F [v] = sup
y⇤2Y ⇤

�J⇤�3⇤y⇤,�y⇤�.

We now specialize to the situation that the functional JV splits into

J (v, y) = JV (v) + JY (y) for all v 2 V and y 2 Y,

with two convex functionals JV : V ! R [ {1} and JY : Y ! R [ {1}. The
convex conjugate clearly preserves the splitting structure J⇤(v⇤, y⇤) = J⇤

V (v⇤) +
J⇤
Y (y⇤) into the convex conjugates J⇤

V : V ⇤ ! R [ {1} and J⇤
Y : Y ⇤ ! R [ {1}

of JV and JY . Consequently, the dual problem here is to maximise �J⇤
V (3⇤y⇤) �

J⇤
Y (�y⇤) among all y⇤ 2 Y ⇤.
In order to apply this abstract theory to the functional F in (4.2) (with F of

linear growth (4.1) and with T0 2 L1(�; RN⇥n)), we set V := W1,1(�; RN ), Y :=
L1(�; RN⇥n) and3 := r the weak gradient operator. We then define J in splitting
form via the functionals JV : W1,1(�; RN ) ! R and JY : L1(�; RN⇥n) ! R
given as

JV ⌘ 0 and JY (y) :=
Z

�

⇥
F(y) � T0 · y

⇤
dx for y 2 L1

�
�; RN⇥n�.

For the identification of the dual problem (5.1) with the integral formulation (4.14),
let us first observe that we need to maximise among functions in Y ⇤=L1(�;RN⇥n).
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Moreover, since J⇤
V (3⇤y⇤) = 1 whenever h3⇤y⇤, viV ⇤⇥V = hy⇤,3viY ⇤⇥Y 6=

0 and J⇤
V (3⇤y⇤) = 0 otherwise, it is sufficient to consider in the maximisation

problem (5.1) only y⇤ 2 Y ⇤ with hy⇤,3viY ⇤⇥Y = 0 for all v 2 V , which precisely
amounts to requiring y⇤ 2 L1

? (�; RN ) as used before in (4.14). Thus, it only
remains to maximise �J⇤

Y (�y⇤) given by

�J⇤
Y (�y⇤) = � sup

y2Y

⇢
h�y⇤, yiY ⇤⇥Y �

Z

�

⇥
F(y) � T0 · y

⇤
dx
�

= � sup
y2Y

⇢
hT0 � y⇤, yiY ⇤⇥Y �

Z

�
F(y) dx

�
= �

Z

�
F⇤(T0 � y⇤) dx,

where we also used [16, Section IV.1] to pass from the convex conjugate of
the functional to the functional with convex conjugate integrand. In conclusion,
this explains the choice of the space L1

? (�; RN⇥n) and the duality correspon-
dence

inf
W1,1(�;RN )

F = sup
y⇤2L1

? (�;RN⇥n)

�
Z

�
F⇤(T0 � y⇤) dx = sup

L1
? (�;RN⇥n)

RT0, (5.2)

from the perspective of convex analysis (and since L1
? (�; RN⇥n) is a linear space,

the sign of y⇤ in this formula is irrelevant).

5.3. Proof of Lemma 1.3

We now demonstrate the consistency result, Lemma 1.3.

Proof. In view of u 2 W2,1(�; RN ), we may extend ru to a Lipschitz function
on �. By minimality of u, it satisfies the Euler–Lagrange system (1.4), which,
for ' 2 W1,1

0 (�; RN ), implies after the application of the integration by parts for-
mula

Z

�
div

✓
f 0(|ru|)ru

|ru|
� T0

◆
· ' dx = 0.

By arbitrariness of ' 2 W1,1
0 (�; RN ), we deduce (1.2) for almost every x 2 � by

use of the Du Bois–Reymond lemma.
In order to prove the validity of the second identity (1.3), we consider general

test functions ' 2 W1,1(�; RN ) in the Euler–Lagrange system (1.4). To this end,
we localize at the boundary, via a family of function (⌘�)�>0 in C2,1(Rn; [0, 1]) such
that ⌘� satisfies ⌘� ⌘ 1 on @� and vanishes outside of {x 2 � : dist(x, @�) > �},
for each � > 0 . Then, with the integration by parts formula and ⌘� = 1 on @�, we
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obtain

0 =
Z

�

✓
f 0(|ru|)ru

|ru|
� T0

◆
· r('⌘�) dx

=
Z

@�

✓
f 0(|ru|)ru

|ru|
� T0

◆
· ' ⌦ ⌫@� dHn�1

�
Z

�
div

✓
f 0(|ru|)ru

|ru|
� T0

◆
· '⌘� dx .

Then, by the C2 regularity of f combined with ru, T0 2 W1,1(�; RN⇥n) and
by the convergence ⌘�(x) ! 0 for all x 2 � as � & 0, Lebesgue’s dominated
convergence theorem shows that the second term on right-hand side of the previous
equation vanishes in the limit � & 0. Hence, (1.3) follows again by Du Bois–
Reymond’s lemma on @�.

5.4. Ubiquity of the h-monotonicity

We finally show that the h-monotonicity condition (1.9) is indeed satisfied for any
strictly convex function f 2 C2(R+

0 ) which satisfies f (0) = f 0(0) = 0 and the
linear growth condition (1.1) as assumed in Theorem 1.7. For this purpose, we
compute for arbitrary z, ⇣ 2 RN⇥n with z 6= 0

Dzz f (|z|)[⇣, ⇣ ] = Dz
✓
f 0(|z|)
|z|

z
◆

[⇣, ⇣ ]

=

 

f 00(|z|)
z ⌦ z
|z|2

+
f 0(|z|)
|z|

|z|2 IdN⇥n �z ⌦ z
|z|2

!

[⇣, ⇣ ]

= f 00(|z|)
(z · ⇣ )2

|z|2
+

f 0(|z|)
|z|

|z|2|⇣ |2 � (z · ⇣ )2

|z|2

> min
⇢
f 00(|z|),

f 0(|z|)
|z|

�
|⇣ |2 .

(5.3)

Here we have used that because of (z ·⇣ )2 6 |z|2|⇣ |2, both terms on the penultimate
line of the previous estimation are non-negative. We next define

h(t) := min
⇢
f 00(t),

f 0(t)
t

�
for t > 0.

We observe that h is continuous on R+, since f 2 C2(R+
0 ), and it can be con-

tinuously extended to R+
0 by setting h(0) = f 00(0) (since f 0(0) = 0 implies

f 0(t)/t ! f 00(0) as t ! 0). Moreover, h is also strictly positive almost every-
where on R+

0 , since f 0 as the derivative of a strictly convex function is strictly
monotonically increasing with f 0(0) = 0 and consequently we also have f 00 > 0
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almost everywhere on R+
0 . With h defined in this way, we can now continue to

estimate (5.3) and conclude with Dzz f (|z|)[⇣, ⇣ ] > h(|z|)|⇣ |2 for all z, ⇣ 2 RN⇥n ,
which is the claimed lower bound in (1.9). To obtain also the upper bound in (1.9),
we use (5.3) to see that

Dzz f (|z|)[⇣, ⇣ ] 6 max
⇢
f 00(|z|),

f 0(|z|)
|z|

�
|⇣ |2 (5.4)

for arbitrary z, ⇣ 2 RN⇥n with z 6= 0. Since f 0 is monotonically increasing with
f 0(0) = 0, we can use (1.1) to get for each ⌧ 2 R+

0

0  f 0(⌧ )  lim
t!1

f 0(t) = lim
t!1

f (t)
t

 L .

In addition, we know that f 0(t)/t is continuous for t 2 [0,1). Therefore, employ-
ing also the assumption (1.8), the upper bound in (1.9) directly follows from (5.4).
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[20] M. GIAQUINTA, G. MODICA and J. SOUČEK, Functionals with linear growth in the cal-
culus of variations I, II, Comment. Math. Univ. Carolin. 20 (1979), 143–156, 157–172.

[21] F. GMEINEDER, “Regularity Theory for Variational Problems on BD”, DPhil Thesis, Uni-
versity of Oxford, 2017.

[22] F. GMEINEDER and J. KRISTENSEN, Partial regularity for BV minimizers, Arch. Ration.
Mech. Anal. 232 (2019), 1429–1473.

[23] T. IWANIEC, Projections onto gradient fields and L p-estimates for degenerated elliptic
operators, Studia Math. 75 (1983), 293–312.

[24] P. MARCELLINI and G. PAPI, Nonlinear elliptic systems with general growth, J. Differential
Equations 221 (2006), 412–443.

[25] G. MINGIONE,Gradient potential estimates, J. Eur. Math. Soc. (JEMS)13 (2011), 459–486.
[26] Y. G. RESHETNYAK, Weak convergence of completely additive vector functions on a set,

Sib. Math. J. 9 (1968), 1039–1045.
[27] R. T. ROCKAFELLAR, “Convex Analysis”, Princeton Mathematical Series, Vol. 28, Prince-

ton University Press, Princeton, NJ, 1970.
[28] T. SCHMIDT, Partial regularity for degenerate variational problems and image restoration

models in BV, Indiana Univ. Math. J. 63 (2014), 213–279.
[29] M. SPIVAK, “A Comprehensive Introduction to Differential Geometry”. Vol. I, second ed.,

Publish or Perish, Inc., Wilmington, Del., 1979.
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