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Defect measures on graded Lie groups

CLOTILDE FERMANIAN-KAMMERER AND VÉRONIQUE FISCHER

Abstract. In this article, we define a generalisation of microlocal defect measures
(also known as H-measures) to the setting of graded nilpotent Lie groups. This
requires to develop the notions of homogeneous symbols and classical pseudo-
differential calculus adapted to this setting and defined via the representations of
the groups. Our method relies on the study of the C⇤-algebra of 0-homogeneous
symbols. Then, we compute microlocal defect measures for concentrating and
oscillating sequences, which also requires to investigate the notion of oscillating
sequences in graded Lie groups. Finally, we discuss compensated compactness
approaches in the context of graded nilpotent Lie groups.
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1. Introduction

The aim of this article is to develop a new approach for analysing the lack of com-
pactness of bounded square integrable families on nilpotent Lie groups. The idea is
to generalise the notions of microlocal defect measures (MDM) which were origi-
nally defined and studied in the Euclidean setting by Luc Tartar and Patrick Gérard
independently in the 90’s, see [48] and [32] respectively; the original definition
of [32] is recalled in the next paragraph. These notions have given a new in-
sight on compensated compactness theorems introduced by François Murat [44] and
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Luc Tartar [47] and on averaging theorems discovered by François Golse, Benoı̂t
Perthame and Rémi Sentis [36] and further developed by Ronald Di Perna and
Pierre-Louis Lions [19]. Such theorems allow one to pass to the limit on quadratic
quantities appearing in mechanics for example and of the form (Auk, vk) for weakly
converging subsequences (uk) and (vk) provided their MDM’s and the operator A
satisfy convenient assumptions. Such descriptions were already possible in some
cases thanks to the Div-Curl Lemma [44, 47]. The analysis of MDM’s extends
the range of applications of the ideas which are behind this lemma (see [29, 30] for
examples). The reader can refer to the book [49] for a presentation of MDMs in the
context of the theory of homogenization, especially to Chapters 28 to 33 therein.
We also want to point out that the MDM and their semi-classical counterpart (also
called semi-classical or Wigner measures, see [33,34,41] or the ex-post review pa-
per [35]) have also proved useful for the analysis of pde-s in different context, from
quantum chemistry to theory of chaos and analysis of quantum ergodicity, including
control theory [39,40]. And questions not so far to those of the latter references are
now addressed in the context of sub-laplacians (see [15]). The Div-Curl lemma has
recently been studied in the context of Lie groups: see the article [6] in the context
of the Heisenberg group and [7] for Carnot groups. This motivates the investigation
of MDM’s and of compensated compactness questions on Lie groups.

Before discussing the setting of nilpotent Lie groups in more details, let us
recall briefly the definition of a MDM in the Euclidean case. On an open subset �
of Rn , a MDM of a sequence (uk)k2N of functions converging weakly to a function
u in L2(�, loc) is a positive measure � on �⇥ Sn�1 such that, up to extraction of
a subsequence, we have the convergence

(A(uk j � u), uk j � u)L2 �!j!1

Z

�⇥Sn�1
a0(x, ⇠) d� (x, ⇠), (1.1)

for any test pseudodifferential operator A of order 0 with principal symbol a0; by
test pseudo-differential operators we mean for instance operators in the classical
Hörmander calculus, properly supported, defined through inverse Fourier transform
by

Au(x) =
Z

Rn
a0(x, ⇠)ei x ·⇠bu(⇠)d⇠, u 2 S(Rn), x 2 Rn, (1.2)

(for simplicity, in the formula above, we have assumed that the symbol of A is
exactly a0 and have no term of lower order). This extends easily to closed man-
ifolds by replacing Sn�1 ⇥ � with the spherical co-tangent bundle, and also to
vector-valued functions by taking suitable traces. Note that in the approach of Luc
Tartar [48] test operators are the ones which are tensor products of multiplication
operators with Fourier multipliers, which is enough to construct the measure � .

As we see from the paragraph above, the notion of (Euclidean) MDM relies
on microlocal analysis and the theory of pseudodifferential operators which has
been developed since the 70’s in the Euclidean setting (see [37, 51], or the review
books [20, 22]). The development of a pseudo-differential theory on nilpotent Lie
groups has been the purpose of works by several authors, see, e.g., [8, 9, 16, 17,
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31, 50]. The recent contribution of the second author with her collaborators in [5]
for the Heisenberg group has been followed by the monograph [25] of the first au-
thor and her collaborator, where they have defined a pseudodifferential calculus on
graded nilpotent Lie groups. As in the Euclidean context, they are defined thanks
to inverse Fourier transform with the major difference that the Fourier transform of
a function at a (unitary irreducible) representation is an operator on the space of
the representation. Consequently the symbols of pseudo-differential operators in-
troduced in [25] are measurable fields of operators on G⇥bG where bG is the unitary
dual, i.e. the set of unitary irreducible representations of G modulo equivalence; as
is customary, we will use the same notation for a unitary irreducible representation
⇡(x), x 2 G and its equivalence class in bG. Then, the operator A whose symbol is
the field of operator � (x,⇡) satisfies

Au(x) =
Z

bG
tr (⇡(x)� (x,⇡)bu(⇡)) dµ(⇡), u 2 S(G), x 2 G,

which is the analogue of (1.2) (precise definitions are given in Sections 2 and 3).
It is on this latter result that relies the construction of MDM’s developed hereafter.
However, we shall need to extend the theory and we develop in Section 4 the classes
of homogeneous symbols and of classical symbols, together with the notion of prin-
cipal symbol.

We will see that the MDM’s on a graded nilpotent Lie group G defined in
this paper are non commutative objects, and this is not surprising since the Fourier
transform is operator-valued. More precisely, a MDM on G consists of a positive
measure � on G⇥61 and a � -integrable field 0 of trace-class operators on G⇥61,
where 61 is the quotient set (bG\{1})/R+ defined by use of dilations; the class of
⇡ 2 bG will be denote by ⇡̇ , see Section 2.3. Then, the analogue of formula (1.1)
which is proved in Section 6 writes

�
A(uk j � u), uk j � u

�
L2 �!j!1

Z

G⇥61
tr (�0(x, ⇡̇)0(x, ⇡̇)) d� (x, ⇡̇), (1.3)

where �0 is the principal symbol of the operator A, as defined in Section 4. Note
that operator-valued measures have been introduced in semi-classical settings since
the 90’s [23,24,43,45] and, more recently, in the context of quantum ergodicity [2–
4, 42]. As in the Euclidean case, one can develop applications to compensated
compactness as discussed in Section 7.

An important difference with the Euclidean context is the lack of Gårding in-
equality, and this prevents us to adapt the main steps of the proof of existence of
Euclidean MDM’s given in [32]. This is overcome by the use of C⇤-algebra for-
malism and the notion of state. More precisely, we prove that convergent limits of
quantities similar to the left-hand side of (1.3) in the nilpotent setting define positive
linear functionals on the algebra of homogeneous symbols of order 0, and that these
linear functionals extend to states on certain C⇤-algebras. Understanding the spec-
trum of these C⇤-algebras and decomposing these states yield the main result of the
paper. This type of argument was suggested to the authors by Vladimir Georgescu
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as an alternative (albeit too sophisticated) proof of existence of MDM in the case of
the abelian group Rn with arguments which were fitting for generalisations. Note
also that, although this paper belongs to the fields of micro-local analysis and non-
commutative analysis, many of its tools and techniques relies on the progress of the
last four decades in harmonic analysis on Lie groups: for instance, in understanding
the properties of spectral multipliers in sub-laplacians on nilpotent Lie groups (or
more generally positive Rockland operators), or in describing homogeneous convo-
lution operators in terms of their kernels.

Finally, we want to emphasize that the nilpotent Lie groups considered in this
paper and in [25] are graded, but this is a natural restriction. Indeed, the class
of graded nilpotent Lie groups contains the class of stratified Lie groups (also
called Carnot groups in more geometric contexts), the prime example being the
Heisenberg group. Graded or even stratified groups are the groups usually appear-
ing in applications of analysis on nilpotent Lie groups, for instance in the study
of operators sums of squares of vector fields, as in [15]. It is likely that many
aspects of the results in this paper, especially the description of the algebras of
operators in terms of their kernels, could also be done in the more general con-
text of homogeneous nilpotent Lie groups and would then coincide with the semi-
nal paper by Michael Christ, Daryl Geller, Pawel G lowacki, and Larry Polin [14];
however, this would require a more sophisticated presentation than the one per-
formed here, rendering it more remote from the ideas of Euclidean micro-local
analysis.

Our article is organised as follows. Section 2 is devoted to definitions on graded
Lie groups and results in analysis in this setting that we shall use. Then we recall in
Section 3 the definition of pseudodifferential operators on graded Lie groups and we
introduce in Section 4 the notion of homogeneous symbols and of principal sym-
bols. In Section 5, we analyse the C⇤-algebras formed by 0-homogeneous symbols.
The core of the paper consists in Section 6 where we prove the existence of MDM
and analyse the fundamental examples of concentrating and oscillating sequences.
Then, in Section 7, we link our results with the compensated compactness theory
and the definition of Curl operators on Lie groups.

Convention: In the paper, if X and Y are Banach spaces, L (X ,Y) denotes the
Banach space of bounded linear mappings from X to Y . If a linear operator A is
densely defined in a Banach space X and valued in a Banach space Y , then writing
A 2 L (X ,Y) means that A extends to a bounded operator X ! Y and that
we identify the operator A with its bounded extension on X (which is unique). If
X = Y , we writeL (X ,X ) = L (X ). If X is a separable Hilbert space, we define
byL 1(X ) the trace-class operators on X and we set kAkL 1(X ) = tr |A|.

ACKNOWLEDGEMENTS. The authors give deep thanks to Vladimir Georgescu,
the exchange they had with him proved to be determinant for the orientation of
their work. They also warmly thank Philippe Biane and Patrick Gérard for fruit-
ful discussions and they are indebted to the Centre International de Rencontres
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2. Preliminaries: graded Lie groups

In this section, after defining graded Lie groups, we recall their homogeneous struc-
ture, the definition of the Fourier tranfrom and results on the dual. A complete de-
scription of the notions of graded and homogeneous nilpotent Lie groups may be
found in [27, Chapter 1] and [25, Chapter 3].

2.1. Graded Lie groups

We will be concerned with graded Lie groups G which means that G is a con-
nected and simply connected Lie group whose Lie algebra g admits an N-gradation
g = �1`=1g` where the g`, ` = 1, 2, . . ., are vector subspaces of g, almost all equal
to {0}, and satisfying [g`, g`0] ⇢ g`+`0 for any `, `0 2 N. This implies that the group
G is nilpotent. Examples of such groups are the Heisenberg group and, more gener-
ally, all stratified groups (which by definition correspond to the case g1 generating
the full Lie algebra g).

We construct a basis X1, . . . , Xn of g adapted to the gradation, by choosing
a basis {X1, . . . Xn1} of g1 (this basis is possibly reduced to ;), then {Xn1+1, . . .,
Xn1+n2} a basis of g2 (possibly {0} as well as the others) and so on. The exponential
mapping expG : g! G is a diffeomorphism from g onto G, and we may identify
the points (x1, . . . , xn) 2 Rn with the points

x = expG(x1X1 + · · · + xn Xn) 2 G.

Consequently we allow ourselves to denote by C(G), D(G) and S(G) etc, the
spaces of continuous functions, of smooth and compactly supported functions or of
Schwartz functions on G identified withRn , and similarly for distributions with the
duality notation h·, ·i.

This basis also leads to a corresponding Lebesgue measure on g and a Haar
measure dx on the group G – which we will fix once and for all – hence L p(G) ⇠=
L p(Rn). The group convolution of two functions f1 and f2, for instance square
integrable, is defined via

( f1 ⇤ f2)(x) :=
Z

G
f1(y) f2

�
y�1x

�
dy.

The convolution is not commutative: in general, f1 ⇤ f2 6= f2 ⇤ f1.
The coordinate function x = (x1, . . . , xn) 2 G 7! x j 2 R is denoted by x j .

More generally we define for every multi-index ↵ 2 Nn
0, x

↵ := x↵11 x↵22 . . . x↵nn , as a
function on G. Similarly we set X↵ = X↵11 X↵22 · · · X↵nn in the (complex) universal
enveloping Lie algebra U(g) of g. Let us recall that a vector of g defines a left-
invariant vector field on G and, more generally, that the universal enveloping Lie
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algebra U(g) of g is isomorphic with the left-invariant differential operators; we
keep the same notation for the vectors and the corresponding operators. However
if X 2 g, then X̃ denotes the corresponding right invariant vector field. More
generally, if T 2 U(g), we denote by T̃ the right-invariant differential operator.

For any r > 0, we define the linear mapping Dr : g ! g by Dr X = r`X
for every X 2 g`, ` 2 N. Then the Lie algebra g is endowed with the family
of dilations {Dr , r > 0} and becomes a homogeneous Lie algebra in the sense
of [27]. We re-write the set of integers ` 2 N such that g` 6= {0} into the increasing
sequence of positive integers �1, . . . ,�n counted with multiplicity, the multiplicity
of g` being its dimension. In this way, the integers �1, . . . ,�n become the weights
of the dilations and we have Dr X j = r� j X j , j = 1, . . . , n, on the chosen basis of
g. The associated group dilations are defined by

Dr (x) = r x :=
�
r�1x1, r�2x2, . . . , r�n xn

�
, x = (x1, . . . , xn) 2 G, r > 0.

In a canonical way, this leads to the notions of homogeneity for functions and op-
erators. For instance the degree of homogeneity of x↵ and X↵ , viewed respectively
as a function and a differential operator on G, is [↵] =

P
j � j↵ j . This also leads to

the notion of homogeneous distribution: the Haar measure is Q-homogeneous:

r Q
Z

G
f (r x)dx =

Z

G
f (y)dy, (2.1)

where
Q :=

X

`2N
` dim g` = �1 + . . . + �n,

is called the homogeneous dimension of G.
Recall that a homogeneous quasi-norm on G is a continuous function | · | :

G ! [0,+1) homogeneous of degree 1 on G which vanishes only at 0. This
often replaces the Euclidean norm in the analysis on homogeneous Lie groups. Any
homogeneous quasi-norm | · | on G satisfies a triangle inequality up to a constant:

9C � 1, 8x, y 2 G, |xy|  C(|x | + |y|).

Any two homogeneous quasi-norms | · |1 and | · |2 are equivalent in the sense that

9C > 0, 8x 2 G, C�1|x |2  |x |1  C|x |2.

There is an analogue of polar coordinates on G:

Proposition 2.1. Let | · | be a fixed homogeneous quasi-norm on G. Then there is
a (unique) positive Borel measure � on the unit sphere S := {x 2 G : |x | = 1},
such that for all f 2 L1(G), we have

Z

G
f (x)dx =

Z 1

0

Z

S
f (ry)r Q�1d� (y)dr. (2.2)

There is also an analogue of the mean value theorem:
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Lemma 2.2. We fix |·| a homogeneous quasi-norm on G. Then there exist constants
C > 0 and ⌘ > 1 such that for any f 2 C1(G), x 2 G, we have

| f (x)� f (0)|  C
nX

j=0
|x |� j sup

|y|⌘|x |
|X j f (y)|.

2.2. The dual of G and the Plancherel theorem

Here we set some notations and recall some properties regarding the representa-
tions of the group G (especially the Plancherel theorem) and its enveloping Lie
algebra U(g).

In this paper, we always assume that the representations of the group G are
strongly continuous and acting on separable Hilbert spaces.Unless otherwise stated,
the representations of G will also be assumed unitary. For a representation ⇡ of G,
we keep the same notation for the corresponding infinitesimal representation which
acts on the universal enveloping algebra U(g) of the Lie algebra of the group. It is
characterised by its action on g:

⇡(X) = @t=0⇡
�
et X

�
, X 2 g. (2.3)

The infinitesimal action acts on the spaceH1⇡ of smooth vectors, that is, the space
of vectors v 2 H⇡ such that the mapping G 3 x 7! ⇡(x)v 2 H⇡ is smooth.
Example 2.3. Vectors of the form ⇡(�)v where � 2 D(G) or S(G) and v 2 H⇡

are smooth.
Here we have used the usual notation for the group Fourier transform of a function
f 2 L1(G) at ⇡ :

⇡( f ) ⌘ bf (⇡) ⌘ FG( f )(⇡) =
Z

G
f (x)⇡(x)⇤dx 2 L (H⇡ ).

We denote by bG the unitary dual of G, that is, the set of unitary irreducible represen-
tations of G modulo equivalence, and identify a unitary irreducible representation
with its class in bG. The set bG is naturally equipped with a structure of standard
Borel space.

The Plancherel measure is the unique positive Borel measure µ on bG such that
for any f 2 Cc(G), we have:

Z

G
| f (x)|2dx =

Z

bG
kFG( f )(⇡)k2HS(H⇡ )dµ(⇡). (2.4)

Here k · kHS(H⇡ ) denotes the Hilbert-Schmidt norm on H⇡ . This implies that the
group Fourier transform extends unitarily from L1(G) \ L2(G) to L2(G) onto
L2(bG) :=

R
bGH⇡ ⌦H⇤⇡dµ(⇡) which we identify with the space of µ-square inte-

grable fields on bG. Consequently, (2.4) holds for any f 2 L2(G); this formula is
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called the Plancherel formula. Furthermore, for any �1,�2 2 L2(G), the quantityR
bG tr |b�1(⇡)b�2(⇡)|dµ(⇡) is finite and we have the Parseval formula

Z

G
�1(x)�̄2(x) dx =

Z

bG
tr
�b�1(⇡)b�2(⇡)⇤

�
dµ(⇡). (2.5)

The orbit method furnishes an expression for the Plancherel measure µ, see [18,
Section 4.3]. However we will not need this here.

The general theory on locally compact unimodular group of type I applies (see
[21]): let L (L2(G)) be the space of bounded linear operators on L2(G) and let
LL(L2(G)) be the subspace of those operators T 2 L (L2(G)) which are left-
invariant, that is, commute with the left translation:

T ( f (g·))(g1) = (T f )(gg1), f 2 L2(G), g, g1 2 G.

Then there exists a field of bounded operators bT (⇡) 2 L (H⇡ ), ⇡ 2 bG, such that

8 f 2 L2(G), FG(T f )(⇡) = bT (⇡) bf (⇡) for µ� almost all ⇡ 2 bG.

Moreover the operator norm of T is equal to

kTkL (L2(G)) = sup
⇡2bG

�
�bT (⇡)

�
�

L (H⇡ )
.

The supremum here has to be understood as the essential supremum with respect to
the Plancherel measure µ. We denote by L1(bG) the space of measurable fields of
operators �⇡ 2 L (H⇡ ), ⇡ 2 bG, with

k�kL1(bG) := sup
⇡2bG
k�⇡kL (H⇡ ) <1,

modulo equivalence under the Plancherel measure µ. Conversely, any field in
L1(bG) naturally yields a left-invariant bounded operator on L2(G).

By the Schwartz kernel theorem, any operator T 2 LL(L2(G)) is a convo-
lution operator and we denote by T �0 2 S 0(G) its convolution kernel: T f =
f ⇤ (T �0), f 2 S(G). We denote by K(G) the space of convolution kernels of
operators inLL(L2(G)) and we define the group Fourier transform of T �0 as

FG(T �0) ⌘ bT .

We may call T �0 the kernel of T or of bT . This extends the previous definition
of the group Fourier transforms from L1(G) \ K(G) or L2(G) \ K(G) to K(G)
onto L1(bG). The group Fourier transform also extends for instance to the space
of convolution kernels Ka,b(G) of operators in LL(L2a(G), L2b(G)) where L2a(G)
denotes the Sobolev spaces on G, see [25, Section 4] and Section 2.5 below.
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2.3. Dilations on bG

Since the group G is a (connected, simply connected) nilpotent Lie group, one
can use the orbit method to construct unitary irreducible representations of G (see,
e.g., [18]): with this method, to any linear functional ' 2 g⇤, one associates a class
⇡' 2 bG of equivalent unitary irreducible representations. Any element of bG may be
realised in this way and two such classes in bG coincide when the linear functionals
are on the same orbit for the co-adjoint action of G on g⇤. In other words, one
obtains a bijection g⇤/G  ! bG, known as Kirillov’s map.

The dilations of G provide an action of R+ = (0,1) on the Lie algebra g,
hence on g⇤ by duality, and one easily checks that quotienting by the co-adjoint
action of G and by the R+-action commutes. Hence one obtains an action of R+

on g⇤/G. The dilations also provide an action of R+ on the group G thus on its
dual via

r · ⇡(x) = ⇡(r x), x 2 G, ⇡ 2 bG, r > 0. (2.6)
One checks that Kirillov’s map g⇤/G  ! bG is R+-equivariant.

As usual, bG is equipped with the hull-kernel topology and g⇤/G with the quo-
tient Euclidean topology. It is known [11] that Kirillov’s map is a homeomorphism.
One easily checks that, quotienting by the R+-actions, the map (g⇤/G)/R+  !
bG/R+ is a homeomorphism.

If X 2 g is of degree d, then it follows from (2.3) that we have

(r · ⇡)(X) = @t=0(r · ⇡)
�
et X

�
= @t=0⇡

�
ret X

�

= @t=0⇡
�
etDr (X)

�
= @t=0⇡

�
etr

d X � = rd⇡(X).

More generally for any ↵ 2 Nn
0, we have:

(r · ⇡)
�
X↵
�

= r [↵]⇡
�
X↵
�
, r > 0. (2.7)

If f 2 L1(G), then so does f � Dr�1 and using (2.1), we have

(r · ⇡)( f ) =
Z

G
f (x)r · ⇡(x)⇤dx =

Z

G
f (x)⇡(r x)⇤dx

=
Z

G
f � Dr�1(x)⇡(x)⇤r�Qdx = r�Q⇡

�
f � Dr�1

�
.

More generally, using the properties of the group Fourier transforms, we obtain

(r · ⇡)( f ) = ⇡
�
f(r)
�
where f(r) = r�Q f � Dr�1, r > 0, (2.8)

for any f in L1(G), L2(G) or Ka,b(G).
Formula (2.8) and the Plancherel measure being unique, easily imply that for

any positive measurable or integrable function F on bG and any r > 0, we have
Z

bG
F(r · ⇡)dµ(⇡) = r�Q

Z

bG
F(⇡)dµ(⇡). (2.9)
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Let us fix a quasi-norm | · | on G. This yields a map on g⇤ for which we keep the
same notation. We set

|[']| := inf
�
|'0|,'0 2 [']

 
= min

�
|'0|,' 2 [']

 
,

where ['] denotes the co-adjoint class of ' 2 g⇤. Naturally, the map ['] 7! |[']| is
continuous g⇤/R+! [0,1). We set for each ⇡ 2 bG,

|⇡ | := inf
�
|'|,' 2 g⇤ so that ⇡⌘⇡'

 
=min

�
|'|,' 2 g⇤ so that ⇡⌘⇡'

 
, (2.10)

where ⇡' is the class of unitary irreducible representations of G corresponding
to the co-adjoint orbit containing '. This mapping is nothing else than the map
['] 7! |[']| transported by the Kirillov mapping. There the function ⇡ 7! |⇡ | is
continuous from bG onto [0,1).

One easily checks that the map ['] 7! |[']|, and therefore the map ⇡ 7! |⇡ |
respect the dilations in the following way:
�
�
�
⇥
'
�
r�1 ·

�⇤��
� = r |[']| and |r · ⇡ | = r |⇡ | , r > 0, ⇡ 2 bG, ' 2 g⇤. (2.11)

Furthermore

|[']| = 0 =) ' = 0 , |⇡ | = 0 =) ⇡ = 1 ,

where 1 denotes the trivial representation of G.
This induces a continuous surjection from the ‘sphere’ in bG

61,|·| :=
�
⇡ 2 bG, |⇡ | = 1

 
onto 61 :=

�bG/R+�\{1} =
�bG\{1}

�
/R+. (2.12)

This shows the following property:

Lemma 2.4. The R+-quotient of Kirillov’s map is a homeomorphism between the
compact spaces (g⇤/G)/R+ and bG/R+. Moreover, the set 61 is a compact subset
of bG/R+.

Remark 2.5. In the case of the 2n + 1-dimensional Heisenberg group, this sphere
61 is the union of two points with the horizontal sphere (that is, the unit sphere
of R2n).
Having defined a unit sphere on bG, we can state a polar decomposition:

Lemma 2.6. Let | · | be a quasi-norm on G and let | · | be the associated mapping
on bG and the sphere 61,|·| defined in (2.12) above.

(1) The linear mapping f 7�!
R
1|⇡ |e f (|⇡ |�1 · ⇡)|⇡ |�Qdµ(⇡), defines a con-

tinuous positivity-preserving linear functional on the Banach space C(61,|·|)
of continuous function on the compact space 61,|·|. We denote by &|·| the cor-
responding Radon measure;
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(2) For any measurable function F : bG ! [0,1), we have:
Z

G
F(⇡)dµ(⇡) =

Z

61,|·|⇥(0,1)
F(r · ⇡)d&|·|(⇡)r Q�1dr;

(3) In particular, if u 2 L2(G), then
Z

61,|·|⇥(0,1)
kû(r · ⇡)k2HSd&|·|(⇡)r Q�1dr = kuk2L2(G)

;

(4) If F 2 L1(bG\{1}, loc) is (�Q)-homogeneous, that is, F(r · ⇡) = r�QF(⇡),
then we have

8r > 0,
Z

1|⇡ |r
F(⇡) dµ(⇡) = | ln r |

Z

1|⇡ |e
F(⇡) dµ(⇡).

Furthermore the quantity
R
1|⇡ |e F(⇡) dµ(⇡) is independent of | · |.

Proof. One easily checks Part (1). As the Plancherel measure is the unique measure
such that the Plancherel formula holds, it suffices to show Part (3) which follows
from simple manipulations and (2.9). Part (4) is obtained easily by adapting the
ideas of the proof of the polar decomposition on a homogeneous Lie group (see,
e.g., [25, Section 3.1.7]).

Part (4) may shed some light on our choice of definition for &|·| and enables us
to define the measure & on 61 in the following way:

Z

61

F(⇡̇)d&(⇡̇) =
Z

61,|·|

F(⇡̇)d&|·|(⇡), (2.13)

for any quasi-norm | · | on G and any measurable function F : 61! [0,1) which
we also identify with a (0-homogeneous) measurable function F : bG ! [0,1).
Part (2) then yields for any integrable function f : bG ! [0,1),
Z

bG
f (⇡)dµ(⇡) =

Z

61

F(⇡̇)d&(⇡̇) where F(⇡̇) =
Z +1

r=0
f (r · ⇡)r Q

dr
r

.

2.4. Rockland operators

Here we recall the definition of Rockland operators and their main properties. See
[25, Chapter 4] for proofs and references.
Definition 2.7. A Rockland operator R on G is a left-invariant differential opera-
tor which is homogeneous of positive degree and satisfies the Rockland condition:
(R) for each unitary irreducible representation ⇡ on G, except for the trivial repre-
sentation, the operator ⇡(R) is injective onH1⇡ , that is, for all v 2 H1⇡ , ⇡(R)v =
0 =) v = 0.
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Example 2.8. In the stratified case, one can check easily that any (left-invariant
negative) sub-Laplacian, that is

L = Z21 + . . . + Z2n0
with Z1, . . . , Zn0 forming any basis of the first stratum g1,

(2.14)

is a Rockland operator.
Example 2.9. On any graded group G, it is not difficult to see that the operator

nX

j=1
(�1)

⌫o
� j c j X

2 ⌫o� j
j with c j > 0, (2.15)

is a Rockland operator of homogeneous degree 2⌫o if ⌫o is any common multiple
of �1, . . . ,�n .
Hence Rockland operators do exist on any graded Lie group (not necessarily strati-
fied).

One easily checks that if R is a Rockland operator then so are Rt and R̄
defined as elements of the universal enveloping algebra U(g); recall that if A 2
U(g) then it is written uniquely as a finite linear combination of X↵ , ↵ 2 Nn

0, i.e.
A =

P
(↵) c↵X↵ , and that At and Ā are defined via

At =
X

(↵)

c↵(X↵)t , Ā =
X

(↵)

c̄↵X↵, (2.16)

where (X↵)t = (�1)|↵|X↵nn . . . X↵11 . Consequently ifR is a Rockland operator then
so isR⇤ = R̄t . (defined as element in U(g)).

If the Rockland operator R is formally self-adjoint, that is, R⇤ = R as ele-
ments in U(g), then R and ⇡(R) admit self-adjoint extensions on L2(G) and H⇡

respectively. We keep the same notation for their self-adjoint extension. We denote
by E and E⇡ their spectral measure:

R =
Z

R
�dE(�) and ⇡(R) =

Z

R
�dE⇡ (�).

Example of formally self-adjoint Rockland operators are the positive Rockland op-
erators, that is, Rockland operatorsR that satisfy

8 f 2 S(G),

Z

G
R f (x) f (x) dx � 0.

One easily checks that the operator in (2.15) is positive. This shows that positive
Rockland operators always exist on any graded Lie group. Note that ifG is stratified
and L is a (left-invariant negative) sub-Laplacian, then it is customary to privilege
�L as a positive Rockland operator.

The next lemma says that the point 0 can be neglected in the spectrum of a
positive Rockland operator and its group Fourier transform.
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Lemma 2.10. LetR be a positive Rockland operator with spectral measure E .

(1) Then for any f 2 L2(G),

kE[0, ✏) f k2 & 0 and kE(✏,+1) f kL2(G) % k f kL2(G) as ✏ & 0;

(2) If ⇡ is a non-trivial unitary irreducible representation of G, then the spectrum
of ⇡(R) is a discrete subset of (0,1);

(3) Let  2 C1(R) be a scalar valued function satisfying  ⌘ 1 on (3,1) for
some3 > 0. Then  (tR) and  (t⇡(R)) converges to the identity mapping of
L2(G) and H⇡ for the strong operator topology (SOT) as t ! 0+. Moreover
we have

8⇡ 2bG, 9r=r⇡ >0, 8r > r⇡ ,  (r ·⇡(R))= (r⌫⇡(R))= IH⇡ . (2.17)

Sketch of the proof. Let us recall that the heat kernel ht of R is by definition the
right convolution kernel of e�tR and that it satisfies ht = t�

Q
⌫ h1 � Dt� 1⌫ with

h1 2 S(G). This has the two following consequences. Firstly, it yields classically
�
�e�tR f

�
�
2 = k f ⇤ htk �!

t!0+
0, f 2 L2(G),

which implies Part (1). Secondly, it implies that the operators ⇡(ht ), t > 0, are
compact and form a continuous semi-group. One easily checks that ⇡(R) is its
infinitesimal generator, and this yields Part (2). Part (3) follows easily from spectral
properties and Parts (1) and (2).

Remark 2.11. We can give a value for r⇡ in (2.17):

r⇡ =
�min(⇡)

3
2 (0,1),

where �min(⇡) is the minimum eigenvalue of ⇡(R), see Part 2 of Lemma 2.10. In
this case, r⇡ is ⌫-homogeneous in ⇡ :

8t > 0, ⇡ 2 bG, rt ·⇡ =
�min(t · ⇡)

3
=
t⌫�min(⇡)

3
.

Hence the range of r⇡ as ⇡ runs over bG is (0,1).
The properties of the functional calculus of R and of the group Fourier transform
imply the following lemma.

Lemma 2.12. LetR be a positive Rockland operator of homogeneous degree ⌫ and
f : R+! C be a measurable function. We assume that the domain of the operator
f (R) =

R
R f (�)dE(�) contains S(G). Then for any r > 0

�
f (r⌫R)�

�
� Dr = f (R) (� � Dr ) , � 2 S(G),
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and, denoting by f (R)�0 the right convolution kernel of f (R),

f
�
r⌫R

�
�0(x) = r�Q f (R)�0

�
r�1x

�
, x 2 G. (2.18)

Besides, if ⇡ in an irreducible unitary representation, the domain of the operator
f (⇡(R)) =

R
R f (�)dE⇡ (�) containsH1⇡ and we have

F{ f (R)�}(⇡) = f (⇡(R)) b�(⇡), � 2 S(G). (2.19)

2.5. Sobolev spaces

The (inhomogeneous) Sobolev spaces L2a(G), respectively the homogeneous
Sobolev spaces L̇2a(G), a 2 R, as the completion of the domain Dom(I + R)

a
⌫

of (I+R)
a
⌫ , respectively the domain Dom(R a

⌫ ) ofR a
⌫ , for the Sobolev norm

k f kL2a(G),R :=
�
�(I+R)

a
⌫ f
�
�
L2(G)

, respectively k f kL̇2a(G),R :=
�
�R a

⌫ f
�
�
L2(G)

.

We realise the elements of L2a(G) as tempered distributions and we have

S(G) ⇢ Dom(I+R)
a
⌫ ⇢ L2a(G) ⇢ S 0(G).

We realise the elements of L̇2a(G) as the linear functionals f on Dom(R̄� a
⌫ ) satis-

fying

9C > 0, 8� 2 Dom
�
R̄� a

⌫
�
, | f (�)|  C

�
�R̄� a

⌫ �
�
�
L2(G)

,

where the Rockland operator R̄ is defined via (2.16). Each f 2 L̇2a(G) defines a
unique functionR a

⌫ f 2 L2(G) via the continuous linear functional  7! f (R̄ a
⌫  ).

The following lemma implies that the Sobolev spaces defined above do not
depend on the choice of Rockland operators:

Lemma 2.13. LetR1 andR2 be two positive Rockland operators of homogeneous
degree ⌫1 and ⌫2 respectively. Then for any a 2 R, the operators (I +R1)

a
⌫1 (I +

R2)�
a
⌫2 and (R1)

a
⌫1 (R2)�

a
⌫2 extends to bounded operators on L2(G).

The Sobolev spaces defined above satisfy the following natural properties:

Theorem 2.14.

(1) The spaces L2a(G) and L̇2a(G) are Banach spaces. Different choices of positive
Rockland operators yield equivalent (homogeneous) Sobolev norms;

(2) (Sobolev embeddings) We have the continuous inclusions

L2a(G) ⇢ C(G), a > Q/2,

where C(G) denotes the Banach space of continuous and bounded functions
on G;
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(3) If a = 0 then L20(G) = L2(G). If a > 0 then Dom(R a
⌫ ) = Dom(I +R)

a
⌫ �

S(G), and L2a(G) = L2(G) \ L̇2a(G) with

k f kL2a(G) ⇣ k f kL2(G) + k f kL̇2a(G),

after a choice of positive Rockland operators to realise the Sobolev norms;
(4) For any ↵ 2 Nn

0 , X
↵ maps continuously L2s (G) to L2s�[↵](G) and L̇2s (G) to

L̇2s�[↵](G), for any s 2 R;
(5) Let R be a positive Rockland operator of degree ⌫. Let also a, s 2 R. Then

the operator (I+R)
a
⌫ maps continuously L2s (G) to L2s�a(G) and the operator

R a
⌫ maps continuously L̇2s (G) to L̇2s�a(G);

(6) For any s 2 R, the Banach spaces L2�s(G) and L̇2�s(G) are the duals of L2s (G)

and L̇2s (G) respectively via the dualities

h f, giL2s⇥L2�s =
⌦
(I+R)

s
⌫ f, (I+R)�

s
⌫ g
↵
L2⇥L2 ,

h f, giL̇2s⇥L̇2�s =
⌦
R s

⌫ f,R� s
⌫ g
↵
L2⇥L2;

(7) The Banach spaces L2a(G) and L̇2a(G) satisfy the properties of interpolation
(in the sense of [25, Theorem 4.4.9 and Proposition 4.4.15]).

In order to distinguish the Sobolev spaces L2s (G) on the graded group G and the
usual Sobolev spaces on the underlyingRn , we denote by Hs the Euclidean Sobolev
spaces on Rn . The spaces Hs and L2s (G) are not comparable globally (we assume
that G is not abelian), but they are locally:

Proposition 2.15. For any s 2 R and any � 2 D(Rn), the mapping S(G) 3
f 7! � f extends (uniquely) to a continuous operator of Hs ! L2s�1(G) and to a
continuous operator of L2s (G) ! Hs/�n (where �1  . . .  �n are the dilation’s
weights in increasing order).

2.6. Bessel potential and Fourier Inversion Formula

Classical considerations on Bessel potentials in this context imply that the convolu-
tion kernel of (I+R)

s1
⌫ is square integrable when s1 < �Q/2, i.e. (I+R)

s1
⌫ �0 2

L2(G), see [25, Section 4.3.3]. The Plancherel formula (2.4) then yields
Z

bG

�
�
�⇡(I+R)

s1
⌫

�
�
�
2

HS(H⇡ )
dµ(⇡) <1 for s1 < �Q/2, (2.20)

and consequently,
Z

bG
tr
�
�
�⇡(I+R)

s1
⌫

�
�
� dµ(⇡) <1 for s1 < �Q. (2.21)

Naturally, the Plancherel theorem (cf. Section 2.2) implies a Fourier Inverse For-
mula (FIF), at least formally.
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Proposition 2.16 (Fourier Inversion Formula). LetR be a positive Rockland op-
erator of homogeneous degree ⌫. Let � = {� (⇡) : H1⇡ ! H⇡ ,⇡ 2 bG} be a field
of operators on bG defined (at least) on

R
bGH1⇡ dµ(⇡). Let s > Q. We assume that

one of the quantity

Sl := sup
⇡2bG

�
�
�⇡(I+R)

s
⌫ � (⇡)

�
�
�

L (H⇡ )
or Sr := sup

⇡2bG

�
�
�� (⇡)⇡(I+R)

s
⌫

�
�
�

L (H⇡ )

is finite. Then � 2 L2(bG) and  = F�1� coincides with a continuous and bounded
function on G. Moreover,

Z

bG
tr |� (⇡)|dµ(⇡) <1 and (0) =

Z

bG
tr � (⇡) dµ(⇡).

In the statement, since {⇡(I +R)
s
⌫ : H1⇡ ! H1⇡ ,⇡ 2 bG} acts on

R
bGH1⇡ dµ(⇡)

[25, Lemma 5.1.2], the fields of operators {� (⇡)⇡(I + R)
s
⌫ ,⇡ 2 bG} and {⇡(I +

R)
s
⌫ � (⇡),⇡ 2 bG} are well defined on

R
bGH1⇡ dµ(⇡) and the hypotheses make

sense. Here we use the convention that if A and B are two unbounded operators on
a Hilbert spaceH, then the composition AB is the operator given by ABv = A(Bv)
where v 2 H is in the domain of B and such that Bv is in the domain of A.

Since we shall make extensive use of the Fourier Inversion Formula and for
the sake of completeness, we give a proof of this result. We will use the following
classical properties for approximations of �0:

Lemma 2.17. Let  1 2 S(G). For ✏ > 0, we set  ✏ = ( 1)(✏), that is,  ✏(x) =
✏�Q 1(✏

�1x). We also denote c :=
R
G  1 =

R
G  ✏ .

(1) As ✏ ! 0, we have  ✏ �! c�0 in S 0(G), and if  2 S 0(G) is continuous and
bounded then

R
G  ✏ �! c(0);

(2) If ⇡ is a continuous unitary representation of G, then (b ✏(⇡))✏>0 converges to
cIH⇡ in the strong operator topology (SOT ) onH⇡ .

Proof of Lemma 2.17. Part 1 is classical, see, e.g., [25, Section 3.1.10]. For Part 2,
we write

b ✏(⇡)⇤ � cIH⇡ =
Z

G
 ✏(x)⇡(x)dx � cIH⇡ =

Z

G
 1(x)

�
⇡(✏x)� IH⇡

�
dx .

Thus, applying a vector v 2 H⇡ and for any R > 0 decomposing the integral asR
G =

R
|x |<R +

R
|x |�R , we obtain:

�
��b ✏(⇡)⇤�cIH⇡

�
v
�
�
H⇡  sup

|x 0|✏R

�
�⇡(x 0)v�v

�
�
H⇡

Z

G
| 1| + 2kvkH⇡

Z

|x |>R
| 1(x)|.

And the conclusion follows easily from the continuity of x 0 7! ⇡(x 0)v at 0 and the
integrability of  1 2 S(G).
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Proof of Proposition 2.16. Let us assume Sl finite. The membership of � in L2(bG)

follows from k�kL2(bG)  k⇡(I +R)�
s
⌫ kL2(bG)Sl , since the first term of the right-

hand side is square integrable by (2.20). We also have
Z

bG
tr |� (⇡)|dµ(⇡)  Sl

Z

bG
tr
�
�
�⇡(I+R)�

s
⌫

�
�
� dµ(⇡)

and the last integral is finite by (2.21). Hence
R
bG tr |� (⇡)|dµ(⇡) is finite.

Let  = F�1� . As � 2 L2(bG),  2 L2(G). Moreover
�
�
�(I+R)

s
2⌫ 
�
�
�
L2(G)

=
�
�
�⇡(I+R)

s
2⌫ �

�
�
�
L2(bG)


�
�
�⇡(I+R)�

s
2⌫

�
�
�
L2(bG)

sup
⇡2bG

�
�
�⇡(I+R)

s
⌫ � (⇡)

�
�
�

L (H⇡ )
.

Hence  2 L2s/2. The Sobolev embedding, see Theorem 2.14, implies that  is
continuous and bounded on G.

Let  1 2 S(G) with
R
G  1 = 1. We construct the �0-approximate ( ✏)✏>0 ⇢

S(G) as in Lemma 2.17. By the Parseval formula, see (2.5), we have:
Z

G
(x) ̄✏(x)dx =

Z

bG
tr
�
� (⇡)b ✏(⇡)⇤

�
dµ(⇡). (2.22)

By Lemma 2.17, the left-hand side of (2.22) tends to (0) as ✏ ! 0. Note that the
right-hand side of (2.22) is integrable since:

�
�
�tr
�
� (⇡)b ✏(⇡)⇤

� ��
� 

�
�b ✏(⇡)

�
�

L (H⇡ )
tr |� |  k 1kL1(G)tr |� |.

Lemma 2.17 and the Lebesgue Dominated Convergence Theorem imply that the
right-hand side of (2.22) converges to

R
bG tr � (⇡)dµ(⇡) as ✏ ! 0. Taking the limit

in both sides of (2.22) as ✏ ! 0 concludes the proof of Proposition 2.16 under the
condition that Sl is finite.

The case of Sr finite may be obtained by taking the adjoint or by using right
Sobolev spaces instead of the left ones L2s/2.

Remark 2.18. In fact, the proof above shows that if  1 2 S(G) and  ✏ = ( 1)(✏)
as in Lemma 2.17 and if � and  are as in Proposition 2.16, then
Z

bG

Z

bG
tr
�
�� (⇡)b ⇤✏ (⇡)

�
� dµ(⇡)<1, and lim

✏!0

Z

bG
tr
�
� (⇡)b ⇤✏ (⇡)

�
dµ(⇡)=c (0),

where c =
R
G  1.
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Corollary 2.19. Let � 2 L1(bG). Then for any � 2 S(G), we have
Z

bG
tr
�
�
�� (⇡)FG

�
�̌
�
(⇡)

�
�
� dµ(⇡) <1

and denoting by  2 S 0(G) the kernel of � , i.e. � =b , we have:

h,�i =
Z

bG
tr
⇣
� (⇡)FG(�̌)(⇡)

⌘
dµ(⇡), (2.23)

where �̌(x) = �(x�1).
Proof. If � 2 S(G), then b� satisfies the hypotheses of Proposition 2.16 since (I +
R)N� 2 S(G) is integrable for any N 2 N. For the same reason �FG(�̌) satisfies
the hypotheses of Proposition 2.16. We conclude with h,�i = �̌⇤(0) andFG(�̌⇤
) = �FG(�̌).

Remark 2.20. Corollary 2.19 implies that if � 2 L1(bG) and  2 S 0(G) are such
that (2.23) holds for any � 2 S(G) or D(G) then  is the kernel of � , i.e. � =b .
We will also need the following inversion formula:
Proposition 2.21. Let  be a compactly supported distribution on G. Then for each
unitary representation ⇡ of G and v,w 2 H⇡ , we can define

(b(⇡)v,w)H⇡ =
Z

G
(x)(⇡(x)⇤v,w)H⇡ dx,

since x 7! (⇡(x)⇤v,w)H⇡ is smooth and bounded on G.
For any smooth and bounded function � on G, we have

Z

bG
tr
�
b(⇡) b�(⇡)

�
dµ(⇡) = h,�i,

interpreting the left-hand side as the limits (in this order) of the absolutely conver-
gent double integral:

lim
R!1

lim
N!+1

Z

N ·C

Z

G
trN (b(⇡)⇡(x))�(x)�R(x) dxdµ(⇡),

where � 2D(G) with � ⌘ 1 on a neighbourhood of 0 and �R(x) := �(R�1x), C
a compact neighbourhood of 1 2 bG such that [N2NN · C = bG, and trN denotes
the trace of the operators projected on the subspace spanned by the first N vectors,
having fixed a fundamental sequence of vector fields.
For instance, having fixed a quasinorm, we can choose C := {|⇡ |  1}, see Sec-
tion 2.3. The definition of a fundamental sequence of vector fields may be found
in [21, A93].

Proof. Corollary 2.19 implies the result when  2 D(G). Bedsides, if  is a com-
pactly supported distribution, we consider  1 2 D(G) satisfying  (0) = 1, and
 ✏(x) := ✏�Q (✏�1x). Then ✏ =  ⇤  ✏ is in D(G) and we conclude the proof
by passing carefully to the limit using Lemma 2.17.
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2.7. Operators of type ⌫

The properties of kernels or operators of type ⌫ extend from the Euclidean setting
to the case of homogeneous Lie groups, so in particular to graded Lie groups (see,
e.g., [27, Chapter 6 A] or [25, Section 3.2]):
Definition 2.22. A distribution  2 D0(G) which is smooth away from the origin
and homogeneous of degree ⌫ � Q is called a kernel of type ⌫ 2 C on G. The
corresponding convolution operator f 2 D(G) 7! f ⇤  is called an operator of
type ⌫.
Example 2.23. Let R be a positive Rockland operator of homogeneous degree ⌫.
For any a 2 C, <a 2 [0, Q), the operatorR� a

⌫ is of type a. See [25, Section 4.3].
The next statement summarises the properties of the operators of type ⌫ used in the
paper:

Proposition 2.24. Let G be a graded group.

(1) An operator of type ⌫ with ⌫ 2 [0, Q) is (�⌫)-homogeneous and extends to
a bounded operator from L p(G) to Lq(G) whenever p, q 2 (1,1) satisfy
1
p �

1
q = <⌫

Q ;
(2) Let  be a smooth function away from the origin, homogeneous of degree ⌫

with <⌫ = �Q. Then  is a kernel of type ⌫, if and only if its mean value
is zero, that is, when

R
S d� = 0 where � is the measure on the unit sphere

of a homogeneous quasi-norm given by the polar change of coordinates, see
Proposition 2.1; (This condition is independent of the choice of a homogeneous
quasi-norm.)

(3) Let  be a kernel of type s 2 [0, Q). Let T be a homogeneous left differential
operator of degree ⌫T . If s � ⌫T 2 [0, Q), then T  is a kernel of type s � ⌫T ;

(4) Suppose 1 is a kernel of type ⌫1 2 C with <⌫1 > 0 and 2 is a kernel of
type ⌫2 2 C with <⌫2 � 0. We assume <(⌫1 + ⌫2) < Q. Then 1 ⇤ 2
is well defined as a kernel of type ⌫1 + ⌫2. Moreover if f 2 L p(G) where
1 < p < Q/(<(⌫1+⌫2)) then ( f ⇤1)⇤2 and f ⇤ (1 ⇤2) belong to Lq(G),
1
q = 1

p �
<(⌫1+⌫2)

Q , and they are equal.

The L2-boundedness of operators of type 0 (see Part (1) in the case ⌫ = 0) and the
characterisation of Part (2) are proved using the classical construction of a principal
value distribution and quasi-orthogonality. The next lemma summarises the result
in more detail with the vocabulary of this paper:

Lemma 2.25.

(1) Let  2 C1(G\{0}) be (�Q)-homogeneous and with vanishing mean value.
Then  extended to a distribution on G which is the kernel of a convolution
operator bounded on L2(G). We fix a homogeneous quasi-norm | · |. For each
j 2 Z, we define the integrable function  j via  j (x) := (x)12 j|x |2 j+1 ,
x 2 G. Then for each ⇡ 2 bG, and each v 2 H⇡ , the limit

PM2
j=�M1b j (⇡)v
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converges inH⇡ as M1,M2 !1. This defines a field of operators
P

j2Zb j
wich is 0-homogeneous and satisfies:

sup
⇡2bG

�
�
�
�
�
�

X

j2Z
b j (⇡)

�
�
�
�
�
�

L (H⇡ )

 C sup
|z|=1,|↵|1

|X↵(z)|, (2.24)

where C is a constant which depends on the structural constants of the group
G and of the choice of a homogeneous quasi-norm | · |, but not on ;

(2) Let � = {� (⇡) 2 L (H⇡ ),⇡ 2 bG} be a measurable field of operators such
that:

• � is 0-homogeneous, i.e. � (r⇡) = � (⇡) for (almost) all ⇡ 2 bG and all
r > 0;

• � is bounded, i.e. sup⇡2bG k� (⇡)kL (H⇡ ) <1;
• The kernel associated with � , i.e.  2 S 0(G) such thatb = � , coincides
with a C1 function on G\{0}.

Then the mean value of  vanishes. Using the notation of Part 1, the sum
P

j  j
converges in S 0(G) and defines a tempered distribution which coincides with
 on G\{0}. We have

 =
X

j
 j + c� �0,

where c� =
R
G (z)�(z)dz where � 2 D(G) is such that �(0) = 1 and

�(z) = �1(|z|) for some �1 2 D(R). The constant c� does not depend on
� or | · |.
As a representative of the measurable field � , we may choose the one given by

� (⇡) =
+1X

j=�1
b j (⇡) + c� IH⇡ , ⇡ 2 bG.

Sketch of the proof of Lemma 2.25. See, e.g., [25, Section 3.2.5] for the proof of
Part (1). For Part (2), let ̃ be the kernel associated with the symbol

P
j2Zb j . Then

̃ =
P

j  j is a (�Q)-homogeneous tempered distribution. For any � 2 D(G), the
sum

P
j h j ,�i is absolutely convergent and its sum is h̃,�i. Hence ̃ coincides

with  on G\{0} so the distribution  � ̃ being �Q-homogeneous and supported
at the origin must be a multiple of �0. If there exists �1 2 C(R) such that �(z) =
�1(|z|) then

h j ,�i =
Z

2 j|z|2 j+1
(z)�1(|z|)dz = 0

as the mean value of  is zero and h̃,�i = 0. This together with  = ̃ + c� �0
with c� 2 C implies the rest of the statement.
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3. Pseudo-differential calculus

Here we outline the pseudo-differentical calculus developed in [25].

3.1. Quantisation

A symbol is a measurable field of operators � (x,⇡) : H1⇡ ! H1⇡ , parametrised
by x 2 G and ⇡ 2 bG. We formally associate to � the operator Op(� ) as follows

Op(� ) f (x) :=
Z

G
tr
�
⇡(x)� (x,⇡)bf (⇡)

�
dµ(⇡),

where f 2 S(G) and x 2 G.
Regarding symbols, when no confusion is possible, we will allow ourselves

some notational shortcuts, for instance writing � (x,⇡) when considering the field
of operators {� (x,⇡) : H1⇡ ! H1⇡ , (x,⇡) 2 G⇥bG}with the usual identifications
for ⇡ 2 bG and µ-measurability.

This quantisation has already been observed in [5, 25, 50] for instance. It can
be viewed as an analogue of the Kohn-Nirenberg quantisation since the inverse
formula can be written as

f (x) :=
Z

G
tr
�
⇡(x)bf (⇡)

�
dµ(⇡), f 2 S(G), x 2 G.

This also shows that the operator associated with the symbol I = {IH⇡ , (x,⇡) 2
G ⇥ bG} is the identity operator Op(I) = I.

Note that (formally or whenever it makes sense), if we denote the (right con-
volution) kernel of Op(� ) by x , that is,

Op(� )�(x) = � ⇤ x , x 2 G, � 2 S(G),

then it is given by
⇡(x ) = � (x,⇡).

Moreover the integral kernel of Op(� ) is

K (x, y) = x
�
y�1x

�
, where Op(� )�(x) =

Z

G
K (x, y)�(y)dy.

We shall abuse the vocabulary and call x the kernel of � , and K its integral kernel.

3.2. Difference operators

The difference operators are aimed at replacing the derivatives with respect to the
Fourier variable in the Euclidean case. For each ↵ 2 Nn

0, the difference operator
1↵ is defined via

1↵ bf (⇡) = FG
�
x↵ f

�
(⇡), ⇡ 2 bG.
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Here f is in a distributional space on which the group Fourier transform has been
defined, i.e. L1(G), L2(G) or Ka,b(G) etc...

The difference operators satisfy the Leibniz rule:

1↵(�1�2) =
X

[↵1]+[↵2]=[↵]

c↵1,↵21
↵1�1 1

↵2�2, (3.1)

where c↵1,↵2 are universal constants. By “universal constants”, we mean that they
depend only on G and the choice of the basis {X j }nj=1. This comes from the fact
that for any ↵ 2 Nn

0, with the same constants c↵1,↵2 as above, we have

(xy)↵ =
X

[↵1]+[↵2]=[↵]

c↵1,↵2x
↵1 y↵2 . (3.2)

Note that c0,↵02 = �↵=↵02
and c↵01,0 = �↵01=↵

.
From (3.2), one also deduces that if � 2 S(G) and  2 S 0(G)

(x↵�) ⇤  =
X

[↵1]+[↵2]=[↵]

c↵1,↵2(�1)
↵2x↵1� ⇤ (x↵2).

Taking the Fourier transform, the following property holds for any � 2 S(G) and
� 2 L1(bG) satisfying 1↵0� 2 L1(bG) for any ↵0 2 Nn

0 with [↵0]  [↵]:

�1↵� =
X

[↵1]+[↵2]=[↵]

c↵1,↵2(�1)
↵21↵1

�
1↵2� b�

 
. (3.3)

Example 3.1. One can prove easily

1↵⇡(X)� =

8
<

:

0 if [↵] > [�],
P

[↵0]=[↵]�[�]
c0↵0,↵,�⇡(X)↵

0 if [↵]  [�],

where c0↵0,↵,� are universal constants.
Using (2.8), if f and x↵ f are integrable, then

(r · ⇡)(x↵ f ) = ⇡(x↵ f )(r) = r�[↵]⇡
�
x↵ f(r)

�
= r�[↵]1↵ bf(r).

Hence denoting � = bf and �r · = {�r ·⇡ ,⇡ 2 bG}, we have �r · = bf(r) by (2.8) and
we have obtained:

1↵ (�r ·) (⇡) = r [↵] �1↵�
�
(r · ⇡), r > 0, ⇡ 2 bG. (3.4)

One easily checks that (3.4) holds as long as it makes sense.
We also have the following integration by parts:

Z

bG
tr
�
1↵�1 �2

�
dµ = (�1)|↵|

Z

bG
tr
�
�1 1

↵�2
�
dµ,

if �1, �2 2 FGS(G) and ↵ 2 Nn
0. Indeed in this case, using the FIF, see Proposi-

tion 2.16, both sides are equal to
R
G F
�1
G �1(x)x↵F�1G �2(x�1)dx . Along the same

idea, we have:
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Lemma 3.2. Let � be a symbol such that at least one of the two quantities

sup
⇡2bG

�
�
�⇡(I+R)

s
⌫ � (⇡)

�
�
�

L (H⇡ )
, sup

⇡2bG

�
�
�� (⇡)⇡(I+R)

s
⌫

�
�
�

L (H⇡ )
,

is finite for some s > Q. Then for any ↵ 2 Nn
0\{0}, we have:

Z

G
tr
�
1↵� (⇡)

�
dµ(⇡) = 0,

in the sense that if ( ✏)✏>0 is any �0-approximate as in Lemma 2.17, then each
quantity Z

G
tr
�
�� (⇡) 1↵b ✏(⇡)

�
� dµ(⇡), ✏ > 0,

is finite and the following limit exists and is zero:

lim
✏!0

Z

G
tr
�
� (⇡) 1↵b ✏(⇡)

�
dµ(⇡) = 0.

By Remark 2.18, in the case ↵ = 0, the limit above is c(0) where c =
R
G  1 and

 is the kernel of � .

Proof of Lemma 3.2. We set �1(x) = x↵ 1(x) and �✏(x) = ✏�Q�1(✏
�1x). The

statement follows from b�✏ = ✏�[↵]1↵b ✏ by (3.4) and by Remark 2.18,
Z

bG
tr
�
� (⇡) b�✏(⇡)

�
dµ(⇡)�!

✏!0
cF�1� (0), with c =

Z

G
�1.

3.3. The symbol classes Sm(G) and the calculus

In this section, we recall the definition and properties of the symbolic pseudo-
differential calculus defined on graded Lie groups in [25, Section 5].
Definition 3.3. A symbol � = {� (x,⇡) : H1⇡ ! H1⇡ , (x,⇡) 2 G ⇥ bG} is called
a symbol of order m whenever, for each ↵,� 2 Nn

0 and � 2 R we have

sup
x2G,⇡2bG

k⇡(I+R)
[↵]�m+�

⌫ X�x1
↵� (x,⇡)⇡(I+R)�

�
⌫ kL (H⇡ ) <1, (3.5)

where R is a (fixed) positive Rockland operator of homogeneous degree ⌫. The
symbol class Sm = Sm(G) is the set of symbols of order m.
By Lemma 2.13, each symbol class Sm is independent ofR. For a chosen positive
Rockland operatorR of homogeneous degree ⌫, the seminorms

k�kSm ,a,b,c := max
[↵]a

[�]b,|� |c

sup
x2G
⇡2bG

�
�
�⇡(I+R)

[↵]�m+�
⌫ X�x1

↵� (x,⇡)⇡(I+R)�
�
⌫

�
�
�

L (H⇡ )
,
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yield a structure of Fréchet spaces on each Sm , m 2 R. One checks that Sm1 ⇢ Sm2
if m1  m2. We also define the space of smoothing symbols

S�1 :=
\

m2R
Sm,

which is endowed with the topology of projective limit.
The corresponding spaces of operators

9m ⌘ 9m(G) := Op(Sm), m 2 R [ {�1},

yield a calculus:

Theorem 3.4.

(1) The set of operators [m2RSm is an algebra of symbols in the sense that prod-
uct, taking the adjoint and applying spacial and dual derivatives
(
Sm1 ⇥ Sm2 �! Sm1+m2
(�1, �2) 7�! �1�2,

(
Sm �! Sm

� 7�! � ⇤
and

(
Sm �! Sm�[↵]

� 7�! X�1↵�

(for any m,m1,m2 2 R and ↵,� 2 Nn
0) are continuous operations;

(2) Furthermore � 2 Sm if and only if it satisfies (3.5) with � = 0. The seminorms
k · kSm ,a,b,0 yield an equivalent family of seminorms for the Fréchet topology
of Sm;

(3) The set of operators [m2R9m is a calculus in the sense that product and taking
the adjoint

(
9m1 ⇥9m2 �! 9m1+m2

(T1, T2) 7�! T1T2
and

(
9m �! 9m

T 7�! T ⇤

(for any m,m1,m2 2 R) are continuous operations, and that any operator in
9m maps continuously L2s (G) to L2s�m(G);

(4) We have the asymptotic expansions:

Op�1 (Op(�1)Op(�2)) ⇠
X

[↵]

c↵1↵�1X↵x �2,

Op�1
�
Op(� )⇤

�
⇠
X

[↵]

c0↵X
↵
x1

↵� ⇤,

where the constants c↵ and c0↵ , ↵ 2 Nn
0 , are universal with c0 = c00 = 1.
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In the statement above we use asymptotic expansions of the form

� ⇠
1X

`=0
�`, �` 2 Sm`, with m` strictly decreasing to �1. (3.6)

This means that for any M 2 N,

� �
X

`M
�` 2 SmM+1.

More precisely in Theorem 3.4, this was used with

�`=
X

[↵]=w`

c↵1↵�1X↵x �2 2 S
m1+m2�w` and �`=

X

[↵]=w`

c0↵X
↵
x1

↵� ⇤ 2 Sm�w` .

Note that any formal asymptotic yields a symbol modulo a smoothing operator:

Theorem 3.5. Let {�`}`2N0 be a sequence of symbols such that �` 2 Sm` with m`
strictly decreasing to �1. Then there exists � 2 Sm0 , unique modulo S�1, such
that � ⇠

P
` �`.

Naturally the calculus [m2R9m contains the left-invariant calculus since we have:

Example 3.6.

(1) For any ↵ 2 Nn
0, X

↵ = Op(⇡(X↵)) 2 9[↵];
(2) The set 90 contains any smooth function f : G ! C with bounded left-

derivatives, that is,

8� 2 Nn
0, sup

x2G

�
�X� f (x)

�
� <1. (3.7)

Another important class of symbols in the calculus is given by multipliers in Rock-
land operators. The precise class of multipliers that we consider is the following.
LetMm be the space of functions f 2 C1(R+) such that the following quantities
for all ` 2 N0 are finite:

k f kMm,` := sup
�>0, `0=0,...,`

(1+ �)�m+`0
�
�@`
0

� f (�)
�
�.

In other words, the class of functions f that appears in the definition above are the
functions which are smooth on R+ and have the symbolic behaviour at infinity of
the Hörmander class Sm1,0(R) on the real line. For instance, for any m 2 R, the
function � 7! (1+ �)m is inMm .
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Proposition 3.7. Let m 2 R and letR be a positive Rockland operator of homoge-
neous degree ⌫. If f 2Mm

⌫
, then f (R) is in9m and its symbol { f (⇡(R)),⇡ 2 bG}

satisfies

8a, b, c 2 N0, 9` 2 N, 9C > 0, k f (⇡(R))ka,b,c  Ck f kMm
⌫

,`,

with `, a, b, c 2 N0 and C independent of f .

Corollary 3.8. If � 2 C1(R) is such that (supp�) \ [0,+1) is compact, then
the symbol {�(⇡(R)),⇡ 2 bG} is in S�1. Moreover its kernel �(R)�0 is Schwartz,
{�(⇡(R)),⇡ 2 bG} 2 L2(bG) and

Z

bG
tr |�(⇡(R))|dµ(⇡) <1.

Note that the membership of �(R)�0 in S(G) was already proved in [38]. It is
sometimes called the Hulanicki theorem and is used to show Proposition 3.7.

We conclude this section with recalling the following properties of the kernel
associated with a symbol in the calculus:

Proposition 3.9. Let � 2 Sm and let  its associated kernel. This means that for
each x 2 G, x 2 S 0(G) and � (x,⇡) = bx (⇡). Furthermore x 7! x 2 S 0(G) is
smooth on G, and for each x 2 G, x 2 C1(G\{0}). Furthermore, for any N 2 N0
and any ↵,� 2 Nn

0 , there exist a constant C > 0 and a seminorm k · kSm ,a,b,c such
that

8x, z 2 G, z 6= 0,
�
�X↵z X

�
x x (z)

�
�  Csk�kSm ,a,b,c|z|�N .

The constant C and the seminorm k · kSm ,a,b,c may depend on N ,↵,� but are inde-
pendent of � .

4. Homogeneous and principal symbols, classical calculus

In this section, we define the notions of homogeneous symbols, classical symbol
classes and principal symbol in a way analogous to the Euclidean case.

4.1. Homogeneous symbol classes Ṡm

Definition 4.1. A symbol � = {� (x,⇡) : H1⇡ ! H1⇡ , (x,⇡) 2 G ⇥ bG} is said to
be homogeneous of degree m 2 R or m-homogeneous when

� (x, r · ⇡) = rm� (x,⇡),

for all x 2 G and µ-almost all ⇡ 2 bG and dr-almost all r > 0.
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A m-homogeneous symbol � = {� (x,⇡)} is regular if for any ↵,� 2 Nn
0,

� 2 R:
sup
⇡2bG
x2G

�
�
�⇡(R)

[↵]�m+�
⌫ X�x1

↵� (x,⇡)⇡(R)�
�
⌫

�
�
�
L(H⇡ )

<1 (4.1)

whereR is a positive Rockland operator of degree ⌫.
We denote by Ṡm the space of regular m-homogeneous symbols.

Remark 4.2.

(1) As in the inhomogeneous case, Lemma 2.13 implies that each symbol class Ṡm
is independent ofR;

(2) The property of interpolation of Sobolev spaces (cf. Theorem 2.14) also
implies that it suffices to have (4.1) only for a sequence (�`)`2Z with
�`!`!±1 ±1.

Before giving some concrete examples and an equivalent description for symbols
in Ṡm , let us mention some routine properties regarding classes of symbols. Each
Ṡm , m 2 R, is a Fréchet vector space when equipped with the seminorms

k�kṠm ,a,b,c := max
[↵]a

[�]b,|� |c

sup
x2G
⇡2bG

�
�
�⇡(R)

[↵]�m+�
⌫ X�x1

↵� (x,⇡)⇡(R)�
�
⌫

�
�
�

L (H⇡ )
,

a, b, c 2 N0,

where R is a positive Rockland operator of homogeneous degree ⌫. This Fréchet
structure is independent of the chosen positive Rockland operator and we will see
later in Corollary 4.12 that we may assume c = 0. Furthermore taking the product
and the adjoint and applying spacial and dual derivatives
(
Ṡm1 ⇥ Ṡm2 �! Ṡm1+m2
(�1, �2) 7�! �1�2

,

(
Ṡm �! Ṡm

� 7�! � ⇤
, and

(
Ṡm �! Ṡm�[↵]

� 7�! X�1↵�
,

(for anym,m1,m2 2 R and ↵,� 2 Nn
0) are continuous operations for this topology.

Example 4.3. The symbol ⇡(X)↵ is homogeneous of degree [↵] and regular. (See
(2.7) and Example 3.1)
Example 4.4. The symbol given by a function � (x) independent of bG is homoge-
neous of degree 0. It is regular if the function is smooth with bounded left invariant
derivatives, see (3.7).
Example 4.5. IfR is a positive Rockland operator of degree ⌫ and if m 2 R, then
the symbol ⇡(R)

m
⌫ (defined spectrally) is regular and homogeneous of degree m.

Proof for Example 4.5. The homogeneity may be obtained from the properties of
the Rockland operator as in Lemma 2.12. The regularity will be a direct conse-
quence of Proposition 4.6 below.
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We now give equivalent properties characterising a symbol in Ṡm . In the
abelian case, the statement boils down to the fact that a regular homogeneous sym-
bol yields a (non-homogeneous) symbol in Sm(Rn) once the low frequencies have
been cut off.

Proposition 4.6. Let � = {� (x,⇡) : H1⇡ ! H1⇡ , (x,⇡) 2 G ⇥ bG} be a homoge-
neous symbol of degree m � 0. The following properties are equivalent:

(1) � is in Ṡm;
(2) There exist a positive Rockland operator R and a real-valued function  2

C1(R) satisfying  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on (3,1) for
some 3 > 0 such that the two symbols
�
 (⇡(R))� (x,⇡),(x,⇡)2G⇥bG

 
and

�
� (x,⇡) (⇡(R)),(x,⇡)2G⇥bG

 
,

are in Sm;
(3) Property (2) holds for any suchR and  .

Moreover the mapping
(
Ṡm �! Sm ⇥ Sm

� 7�! ( (⇡(R))�, � (⇡(R))),

is continuous, injective and open (i.e. with continuous inverse) onto its image.

The proof is given in the next subsection, but first let us notice that using (⇡(R))�
or � (⇡(R)) is essentially equivalent as we have:

Corollary 4.7. If � 2 Ṡm , R is a positive Rockland operator and  2 C1(R) is
a scalar valued function such that  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on
[3,1) for some 3 > 0, then  (⇡(R))� � � (⇡(R)) is in S�1.

Proof of Corollary 4.7. Wekeepthehypothesesof the corollary and denote9(⇡) :=
 (⇡(R)). As9(⇡) = (1� )(⇡(R)), by Corollary 3.8, I�9 is smoothing. Since
9� and �9 are in Sm by Proposition 4.6, the symbol 9� � �9 = 9� (I�9)�
(I�9)�9, is smoothing.

4.2. Proof of Proposition 4.6

The underlying idea is to find a replacement for the following property in the Eu-
clidean case: in the case of Rn , if a cut-off function  (⇠) on the Fourier side is
constant for |⇠ | > 3 (3 large enough), then its derivatives are @↵⇠  (⇠) = 0 if
|⇠ | > 3. In our case, we cannot say anything in general about vanishing deriva-
tives. However, we can show that these derivatives are smoothing and behaves well
enough in the following way:
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Lemma 4.8. Let  2 C1(R) be a real valued function satisfying  |[3,+1) = 1
for some 3 > 0. LetR be a positive Rockland operator of homogeneous degree ⌫.
Then for any ↵ 2 Nn

0\{0}, the symbol given by 1
↵ (⇡(R)) is smoothing, i.e. is in

S�1. Furthermore for each a, b 2 R, the fields of operators given by

⇡(R)
b
⌫ 1↵ (⇡(R))⇡(R)

a
⌫ , ⇡(I+R)

b
⌫ 1↵ (⇡(R))⇡(R)

a
⌫ ,

⇡(R)
b
⌫ 1↵ (⇡(R))⇡(I+R)

a
⌫ ,

are in L1(bG).

Proof of Lemma 4.8. By Example 3.1, 1↵1 = 0 thus 1↵ (⇡(R)) = �1↵(1 �
 )(⇡(R)). Corollary 3.8 then implies the first part. If a, b 2 ⌫N0, the given fields
of operators are bounded since 1↵ (⇡(R)) 2 S�1 while ⇡(R)

m
⌫ and ⇡(I+R)

m
⌫

are in9m for anym 2 ⌫N0. Hence this is also the case for a, b 2 ⌫(�N0) by duality
(see Theorem 2.14 (2.14)), and then for any a, b 2 R by interpolation (see Theorem
2.14 (2.14)); indeed the adjoint of (Op (1↵ (⇡(R))))⇤ is a linear combination of�
Op
�
1� (⇡(R))

��
, [�] = [↵].

We will also need the following technical lemma.

Lemma 4.9. Let � = {� (⇡) : H1⇡ ! H1⇡ ,⇡ 2 bG} be a measurable field of
operators which is 0-homogeneous in the sense that � (r ·⇡) = � (⇡) for any r > 0
and ⇡ 2 bG.

(1) If there exist a positive Rockland operatorR and a scalar valued function  2
C1(R) such that  ⌘ 1 on (3,1) for some 3 > 0, and { (⇡(R))� (⇡)} 2
L1(bG) then � 2 L1(bG).
Conversely, if � 2 L1(bG), then { (⇡(R))� (⇡)} 2 L1(bG) for any positive
Rockland operator R and any scalar valued function  2 C1(R) such that
 ⌘ 1 on (3,1) for some 3 > 0 and we have:

k�kL1(bG)  sup
⇡2bG
k (⇡(R))� (⇡)kL (H⇡ )  sup

��0
| (�)| k�kL1(bG).

We have the same property with {� (⇡) (⇡(R))};
(2) We assume that � 2 L1(bG) and that there exist a real-valued function  2

C1(R) satisfying  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on (3,+1) for
some 3 > 0, a positive Rockland operatorR of homogeneous degree ⌫ and a
number m0 2 R

sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫  (⇡(R))� (⇡)

�
�
�
�

L (H⇡ )

or sup
⇡2bG

�
�
�
�� (⇡) (⇡(R))⇡(R)

m0
⌫

�
�
�
�

L (H⇡ )

,

is finite. If m0 > 0 then � = 0.
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Proof of Lemma 4.9. Let � = {� (⇡) 2 L (H⇡ )} be a 0-homogeneous symbol. Let
us assume that the quantity

sup
⇡2bG
k� (⇡)kL (H⇡ ) = sup

⇡2bG
u2H⇡ ,kukH⇡=1

k� (⇡)ukH⇡

is finite. Then, for any ✏ > 0, there exists ⇡0 2 bG and u0 2 H⇡0 , ku0kH⇡0 = 1
such that

sup
⇡2bG
k� (⇡)kL (H⇡ )  k� (⇡0)u0kH⇡0 + ✏.

By (2.17), for any r > r⇡0 , we have  (r · ⇡0(R)) = IH⇡0 thus

 (r · ⇡0(R))� (⇡0)u0 = � (⇡0)u0.

As � is 0-homogeneous, we have � (⇡0)u0 = � (r · ⇡0)u0. Hence

sup
⇡2bG
k (⇡(R))� (⇡)kL (H⇡ ) � k (r · ⇡0(R))� (⇡0)u0kL (H⇡0 )

� sup
⇡2bG
k� (⇡)kL (H⇡ ) � ✏.

This is true for any ✏ > 0 and this shows

sup
⇡2bG
k� (⇡)kL (H⇡ )  sup

⇡2bG
k (⇡(R))� (⇡)kL (H⇡ ).

The rest of Part (1) follows from similar considerations and properties of the func-
tional calculus of ⇡(R).

For Part (2), let us assume that the first quantity is finite, that is,

sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫  (⇡(R))� (⇡)

�
�
�
�

L (H⇡ )

<1.

For each r > 0, we use the change of index ⇡ 7! r · ⇡ and this quantity becomes
by homogeneity

sup
⇡2bG

�
�
�
�r · ⇡(R)

m0
⌫  (r · ⇡(R))� (r · ⇡)

�
�
�
�

L (H⇡ )

= rm
0
sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫  (r⌫⇡(R))� (⇡)

�
�
�
�

L (H⇡ )

� rm
0
sup
⇡2bG
r>r⇡

�
�
�
�⇡(R)

m0
⌫ � (⇡)

�
�
�
�

L (H⇡ )

,

(4.2)
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having used (2.17). Note that the limit

lim
r!1

sup
⇡2bG
r>r⇡

�
�
�
�⇡(R)

m0
⌫ � (⇡)

�
�
�
�

L (H⇡ )

= sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫ � (⇡)

�
�
�
�

L (H⇡ )

, (4.3)

is infinite unless either m0 = 0 or � = 0. Indeed, for the same reason as above, we
have for any r1 > 0:

sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫ � (⇡)

�
�
�
�

L (H⇡ )

= sup
⇡2bG

�
�
�
�r1 · ⇡(R)

m0
⌫ � (r1 · ⇡)

�
�
�
�

L (H⇡ )

= rm
0

1 sup
⇡2bG

�
�
�
�⇡(R)

m0
⌫ � (⇡)

�
�
�
�

L (H⇡ )

.

If the limit in (4.3) is infinite, as each side of (4.2) must be finite as r ! 1, we
then must have rm0 ! 0 as r ! 1, that is, m0 < 0. This concludes the proof of
Part (2).

We can now prove Proposition 4.6.

Proof of Proposition 4.6. Let R be a positive Rockland operator of homogeneous
degree ⌫. Let  2 C1(R) be a real valued function satisfying  ⌘ 0 on (�1, ✏o)
and  ⌘ 1 on (3,1) for some 0 < ✏o < 3.

Let us assume Property (1), that is, let � 2 Ṡm . We will prove that for any
↵,� 2 Nn

0,

sup
x2G,⇡2bG

�
�
�⇡(I+R)

[↵]�m
⌫ X�x1

↵{ (⇡(R))� (x,⇡)}
�
�
�

L (H⇡ )
<1. (4.4)

The case ↵ = 0 of (4.4) follows from
�
�
�⇡(I+R)

�m
⌫ X� (⇡(R))� (x,⇡)

�
�
�

L (H⇡ )


�
�
�⇡(I+R)

�m
⌫  (⇡(R))⇡(R)�

�m
⌫

�
�
�

L (H⇡ )

�
�
�⇡(R)

�m
⌫ X�� (x,⇡)

�
�
�

L (H⇡ )

 sup
�>0

�
�
�(1+ �)

�m
⌫  (�)��

�m
⌫

�
�
�
�
�
�⇡(R)

�m
⌫ X�� (x,⇡)

�
�
�

L (H⇡ )
<1.

Let ↵ 2 Nn
0 be such that |↵| = 1. Using the Leibniz rule (3.1), we obtain

�
�
�⇡(I+R)

[↵]�m
⌫ X�1↵{ (⇡(R))� (x,⇡)}

�
�
�

L (H⇡ )

.
�
�
�(I+ ⇡(R))

[↵]�m
⌫
�
1↵ (⇡(R))

�
X�� (x,⇡)

�
�
�

L (H⇡ )

+
�
�
�(I+ ⇡(R))

[↵]�m
⌫  (⇡(R))

�
1↵X�� (x,⇡)

���
�

L (H⇡ )
.
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For the second term on the right hand-side, we proceed as above. We modify the
argument for the first term using Lemma 4.8. Recursively we prove (4.4) with the
same arguments. The case of � (x,⇡) (⇡(R)) are handled in a similar way, the
details are left to the reader. We have proved (1) =) (2) and (1) =) (3).

Since (3) =) (2), it only remains to prove that (2) =) (1). We assume that
{ (⇡(R))� (x,⇡)} and {� (x,⇡) (⇡(R))} are in Sm and we want to prove that

sup
x2G,⇡2bG

�
�
�⇡(R)

[↵]�m+�
⌫ X�x1

↵{ (⇡(R))� (x,⇡)}⇡(R)�
�
⌫

�
�
�

L (H⇡ )
<1,

for any ↵,� 2 Nn
0 and for a sequence (�`)`2Z with �` !`!±1 ±1 (see Remark

4.2 (2)), and similarly for � (⇡(R)). Clearly it suffices to show it for � = 0.
Using recursively the Leibniz rule (see (3.1)) and Lemma 4.8, it suffices to show

sup
x2G,⇡2bG

�
�
�⇡(R)

[↵]�m+�
⌫  (⇡(R))1↵{� (x,⇡)}⇡(R)�

�
⌫

�
�
�

L (H⇡ )
<1,

for any ↵ 2 Nn
0 and for a sequence (�`)`2Z with �`!`!±1 ±1 (see Remark 4.2

(2)), and similarly for 1↵{� (x,⇡)}  (⇡(R)). By homogeneity of the operator 1↵
(see (3.4)), it suffices to prove the case ↵ = 0 which we now do.

The field of operators {⇡(R)
�m+�
⌫ � (x,⇡)⇡(R)�

�
⌫ ,⇡ 2bG} is 0-homogeneous.

Thus by (1) of Lemma 4.9 and functional analysis

sup
⇡2bG

�
�
�⇡(R)

�m+�
⌫ � (x,⇡)⇡(R)�

�
⌫

�
�
�

L (H⇡ )

 sup
⇡2bG

�
�
� (⇡(R))⇡(R)

�m+�
⌫ � (x,⇡)⇡(R)�

�
⌫

�
�
�

L (H⇡ )

C sup
⇡2bG

�
�
�⇡(I+R)

�m+�
⌫ { (⇡(R))� (x,⇡)}⇡(I+R)�

�
⌫

�
�
�

L (H⇡ )
,

with a constant

C = Cm,� ,⌫ = sup
�1>✏o

✓
1+ �1
�1

◆m��
⌫

sup
�2>0

✓
�2

1+ �2

◆� �⌫
,

finite for � � 0. We apply the same argument to � ⇤ and obtain

sup
⇡2bG

�
�
�⇡(R)�

�
⌫ X�� (x,⇡)⇡(R)

�m+�
⌫

�
�
�

L (H⇡ )

= sup
⇡2bG

�
�
�⇡(R)

�m+�
⌫ X�� (x,⇡)⇤⇡(R)�

�
⌫

�
�
�

L (H⇡ )

C sup
⇡2bG

�
�
�⇡(I+R)

�m+�
⌫ X�

�
 (⇡(R))� (x,⇡)⇤

 
⇡(I+R)�

�
⌫

�
�
�

L (H⇡ )

=C sup
⇡2bG

�
�
�⇡(I+R)

�m+�
⌫ X�{� (x,⇡) (⇡(R))}⇡(I+R)�

�
⌫

�
�
�

L (H⇡ )
.

This concludes the proof of (2) =) (1). The rest of the proof follows easily.
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4.3. Consequence of Proposition 4.6 and of its proof

The proof of Proposition 4.6, especially the implication (1)=)(2), together with
Proposition 3.7 imply

Corollary 4.10. Let R be a positive Rockland operator. Then for any seminorm
k · kSm ,a,b,c of Sm , there exist a seminorm k · kṠm ,a0,b0,c0 of Ṡ

m , C > 0, and k 2 N
such that for any � 2 Ṡm and for any real-valued function  2 C1(R) satisfying
 ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on (3,1) for some 3 > 0, we have:

max(k (⇡(R))�kSm ,a,b,c, k� (⇡(R))kSm ,a,b,c)

C sup
�>0

`=0,...,k

(1+ �)`
�
�
�@`� (�)

�
�
� k�kṠm ,a0,b0,c0 .

Note that the constant C and the integer k are independent of � or  .
In Section 5, we will analyse more precisely the homogeneous symbols of

degree 0. From Proposition 4.6 and Corollary 4.10, we can already prove the fol-
lowing regularity of their kernel. If � 2 Ṡ0, then, for each x 2 G, � (x, ·) 2 L1(bG)
has a kernel x 2 S 0(G) such that � (x,⇡) =bx , see Section 2.2. The regularity of
the symbol implies that this distribution coincides with a smooth function:

Proposition 4.11. Let � 2 Ṡ0 and let x 2 S 0(G) be its kernel, i.e. ⇡(x ) =
� (x,⇡).

Then for each x 2 G, the distribution x is (�Q)-homogeneous:

8r > 0, x (ry) = r�Qx (y).

For each x 2 G, the distribution x coincides with a smooth function away from the
origin and the function (x, z) 7! x (z) is smooth on G ⇥ (G\{0}). Furthermore,
for any compact subset S of G\{0} and any ↵,� 2 Nn

0 , there exist a constant C > 0
and a seminorm k · kṠ0,a,b,c such that

sup
x2G
z2S

�
�X↵z X

�
x x (z)

�
�  Csk�kṠ0,a,b,c.

The constant C and the seminorm k · kṠ0,a,b,c may depend on S and ↵,� but are
independent of � .

Proof of Proposition 4.11. LetR be a positive Rockland operator of homogeneous
degree ⌫. Let  2 C1(R) be a real-valued function satisfying  ⌘ 0 on a neigh-
bourhood of 0 and  ⌘ 1 on (3,1) for some 3 > 0.

Let � 2 Ṡ0 and let x be its associated kernel. For each t > 0, we set
�(t)(x,⇡) = � (x,⇡) (t⇡(R)). By Proposition 4.6, this defines a symbol �(t)
in S0 and we denote by (t) its kernel. Lemma 2.10 (3) and the L2-boundedness of
Op(S0) imply that for each x 2 G, Op(�(t)(x, ·)) = Op(� (x, ·)) (tR) converges
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to Op(� (x, ·)) as t ! 0 for the strong operator topology of L2(G). This implies
that (t),x converges to x in S 0(G) for each x 2 G as t ! 0. More generally, for
each x 2 G and each � 2 Nn

0, X
�
x (t),x converges to X

�
x x in S 0(G) as t ! 0.

The statement now follows from the convergence in distribution, Proposition 3.9
and Corollary 4.10.

Another consequence of Proposition 4.6 and its proof is that as in the inho-
mogeneous case (see Theorem 3.4, Part (2)), we can simplify the conditions on the
regularity of the symbol:

Corollary 4.12. Let � be a homogeneous symbol of degree m 2 R. Then � is in
Ṡm if and only if

sup
⇡2bG
x2G

�
�
�⇡(R)

[↵]�m
⌫ X�x1

↵� (x,⇡)
�
�
�

L (H⇡ )
, sup

⇡2bG
x2G

�
�
�X�x1

↵� (x,⇡)⇡(R)
[↵]�m
⌫

�
�
�

L (H⇡ )
,

are finite for all ↵,� 2 Nn
0 . HereR is a fixed positive Rockland operator of degree

⌫. Furthermore, for a fixed positive Rockland operator, these quantities yield an
equivalent family of seminorms for the Fréchet topology of Ṡm .

Finally, we observe that Proposition 4.6 implies the following property:

Corollary 4.13. Let � 2 D(R) with support in (0,1). Let R be a positive Rock-
land operator. Let � 2 Ṡm . Then � �(⇡(R)) and �(⇡(R)) � are smoothing, i.e. in
S�1. Consequently if � does not depend on x then their kernels are Schwartz.

Proof. The first part follows from Proposition 4.6 and Corollary 3.8. The conse-
quence follows from [25, Theorem 5.4.9].

4.4. Homogeneous asymptotic and principal part

In this subsection, we give a meaning to a homogeneous asymptotic sum

� ⇠
1X

`=0
�`, �` 2 Ṡm`, with m` strictly decreasing to �1, (4.5)

which is different to the (inhomogeneous) asymptotic sum in (3.6). This will enable
us to define the principal part �0 of such an expansion. In order to give a meaning
to (4.5), we show:

Proposition 4.14. Let {�`}`2N0 be a sequence of homogeneous symbols such that
�` 2 Ṡm`⇢,� with m` strictly decreasing to �1. IfR is any positive Rockland opera-
tor and  2 C1(R) is any real-valued function satisfying  ⌘ 0 on a neighbour-
hood of 0 and  ⌘ 1 on (3,1) for some 3 > 0, then the two sums

X

`

�` (⇡(R)) and
X

`

 (⇡(R))�`,

define the same symbol in Sm0 modulo S�1.
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Moreover, this symbol modulo S�1 does not depend on the choice of R and
 . And, if this symbol is in Sm with m < m0, then the first term in the homogeneous
expansion is �0 = 0.

If {�`}`2N0 is as in the statement, then the two sums
P
` �` (⇡(R)) andP

`  (⇡(R))�` make sense as symbols in Sm0 modulo S�1, see (3.6) and The-
orem 3.5. Furthermore, they yield the same symbol modulo S�1 by Corollary 4.7.
The independence inR and  is a direct consequence from the following property:

Lemma 4.15. If R1 and R2 are two positive Rockland operators and if  1, 2 2
C1(R) are two real-valued functions such that  j ⌘ 0 on a neighbourhood of 0
and  j ⌘ 1 on (3 j ,+1) for some 3 j > 0 and j = 1, 2, then { 2(⇡(R2)) �
 1(⇡(R1)),⇡ 2 bG} 2 S�1.

Proof of Lemma 4.15. We write

 2(R2)�  1(R1) = ( 2 �  1)(R2) + (1�  1)(R1) + ( 1 � 1)(R2).

The result follows from the application of Corollary 3.8 to  2 �  1 and to (1 �
 1).

It remains to prove the last claim in Proposition 4.14.

End of the proof of Proposition 4.14. Now let us assume that the symbol defined
by
P
` �` (⇡(R)) is in Sm with m < m0. We may assume that m1 < m < m0.

Then �0 (⇡(R)) 2 Sm . Denoting by ⌫ the homogeneous degree of R, we have
 (⇡(R))⇡(R)�

m
⌫ 2 Sm and

S0 3 �0 (⇡(R)) (⇡(R))⇡(R)�
m
⌫ = �0⇡(R)�

m0
⌫  2(⇡(R))⇡(R)

m0
⌫

with m0 := �m + m0 > 0. For each x 2 G, the 0-homogeneous field
�
�0(x,⇡)⇡(R)�

m0
⌫ ,⇡ 2 bG

 

satisfies the hypotheses of Lemma 4.9 (2) and thus must be zero. This conclude the
proof of Proposition 4.14.

Proposition 4.14 allows us to give a meaning to a homogeneous expansion as
in (4.5):
Definition 4.16. Let {�`}`2N0 be a sequence of homogeneous symbols such that
�` 2 Ṡm` with m` strictly decreasing to �1. Then

P1
`=0 �` denotes the symbol �

in Sm0 modulo S�1 given by the asymptotic sum
P
` (⇡(R))�` or

P
`�` (⇡(R))

in the sense of (3.6) where R is any positive Rockland operator and  2 C1(R)
any real-valued function satisfying  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on
(3,1) for some 3 > 0. We then write (4.5).

We denote by Sm0asymp the set of symbols � 2 Sm0 which admits such an homo-
geneous expansion.
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The last part of Proposition 4.14 also shows that the first term of an expansion
� ⇠

P1
`=0 �` is unique (hence, proceeding recursively and up to writing zero terms,

the expansion itself is unique). This allows us to define the principal part of a
symbol:
Definition 4.17. If � ⇠

P1
`=0 �` is in S

m0
asymp, then its first term �0 is called its

principal part and we write:

princm0(� ) := �0.

Example 4.18. If � =
P
↵ c↵(x)⇡(X)↵ where (c↵)↵2Nn is a sequence of functions

in C1(G) such that c↵ and all the left derivatives X�c↵ are bounded while all but a
finite number of c↵ are zero, then � 2 Smasymp where m = max{[↵], c↵ 6= 0} and

� =
mX

`=0
�m�` with �m�` =

X

[↵]=m�`
c↵(x)⇡(X)↵ 2 S` \ Ṡ`.

Moreover the principal part coincides with the top part of the left-invariant differ-
ential operator:

princm(� ) =
X

[↵]=m
c↵(x)⇡(X)↵.

The asymptotic expansion and the principal part satisfy the analogue properties to
its Euclidean counterpart:

Proposition 4.19. The set Smasymp is a linear subspace of Sm and the mapping
princm : Smasymp ! Ṡm is linear. Moreover if � 2 Smasymp and � 0 2 Sm0asymp
with asymptotic expansion � ⇠

P
` �` and � 0 ⇠

P
`0 �
0
`0 then �

⇤ 2 Smasymp and
�� 0 2 Sm+m0

asymp with asymptotic expansions

� ⇤ ⇠
X

`

� ⇤` and �� 0 ⇠
X

`,`0

�`�
0
`0 .

In particular,

princm
�
� ⇤
�
=princm(� )⇤ and princm+m0

�
�� 0

�
= princm(� )princm0(� 0).

Proof. The linearity of Smasymp and of princm is easy to check. The property regard-
ing the adjoint follows from Theorem 3.4 (3). Let � and � 0 be as in the statement.
We fix a positive Rockland operatorR and a real-valued function  2 C1(R) sat-
isfying  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1 on (3,1) for some 3 > 0.
Then we can develop

 
X

`M
�` (⇡(R))

! 
X

`0M 0
 (⇡(R))� 0`0

!
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on one hand as (see Proposition 4.14 (1))
�
� mod SmM

� ⇣
� 0 mod Sm

0
M
⌘

= �� 0 mod SM̃

where M̃ := max(m + m0M 0,m
0 + mM ,mM ,m0M 0), and on the other hand by Corol-

lary 4.7
X

`M
`0M 0

�` 
2(⇡(R))� 0`0 =

X

`M
`0M 0

 2(⇡(R))�`�
0
`0 mod S

�1.

Hence �� 0 =
P
`M,`0M 0
m`+m0`�M̃

 2(⇡(R))�`�
0
`0 mod S

M̃ .

This implies �� 0 ⇠
P

˜̀ �̃ ˜̀ where �̃ ˜̀ :=
P

m`+m`0=m̃ ˜̀
�`�
0
`0 2 S

m̃ ˜̀, and in particu-
lar �̃0 = �0�

0
0.

4.5. The classical calculus [m9m
cl (�)

We can now define the classical classes of symbols and of operators.
Definition 4.20. Let � ⇢ G be an open subset. We denote by Smcl (�) the class of
symbol � 2 Smasymp such that the integral kernel of Op(� ) is compactly supported
in �⇥�. The corresponding class of operators is denoted by

9m
cl (�) := Op

�
Smcl (�)

�
.

The operation of taking the principal part is denoted by princm :

princm(Op(� )) = Op(princm(� )), � 2 Smcl (�).

If � = G we may allow ourselves the shortcuts Smcl (G) = Smcl and 9
m
cl (G) = 9m

cl .
Naturally the differential operators in the calculus with support in � are classical:
Example 4.21. If (c↵)↵2Nn is a sequence of functions in D(�) and all but a finite
number of c↵ are zero, then

P
↵ c↵(x)X↵ is in 9

m
cl (�) where m = max{[↵], c↵ 6=

0}. Indeed the (right convolution) kernel is
P
↵ c↵(x)�

(↵)
0 which is supported in {0}.

Moreover

princm

 
X

↵

c↵(x)X↵
!

=
X

[↵]=m
c↵(x)X↵.

We will often use the following easy lemma without referring to it.

Lemma 4.22. Let � ⇢ G be an open subset. If A 2 90cl(�) then the operator A
extends uniquely into a continuous mapping L2(�, loc)! L2(�).

As is customary, L2(�, loc) denotes the space of distributions f 2 D0(�) such that
for all � 2 D(�), f � 2 L2(�). Later on, we will need the more general definition:
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Definition 4.23. Let� ⇢ G be an open subset. We denote by L2s (�, loc) the space
of distributions f 2 S 0(�) such that for all � 2 D(�), f � 2 L2s (G). It is equipped
with its natural structure of Fréchet space.

Proof of Lemma 4.22. Let A 2 90cl(�). Its integral kernel is supported in a com-
pact K ⇢ �. We can always find � 2 D(�) such that � ⌘ 1 on K . Hence if
� 2 D(�), then A� = A(��).

Let f 2 L2(�, loc). Then f � 2 L2(�) ⇢ L2(G) and we define A f :=
A( f �), as A 2 90, it is bounded on L2(G) (see Theorem 3.4). It is easy to show
that this does not depend on the choice of � and that we have:

8 f 2 L2(�, loc) kA f kL2(G)  kAkL (L2(G))k f �kL2(G).

Since f 2 L2(�, loc) 7! f � 2 L2(G) is continuous, the operator A :L2(�, loc)!
L2(�) is continuous.

We now state and prove a theorem which in the Euclidean setting is a conse-
quence of Rellich’s theorem (which states that if t < s and K ⇢ Rn is a compact
subset, then the inclusion map Hs(K )! Ht is compact).

Theorem 4.24. Let � ⇢ G be an open subset. If A 2 9m
cl (�) with m < 0 then the

operator
A : L2(�, loc)! L2(�)

is compact, i.e. if uk *
k!1

u in L2(�, loc) then Auk �!
k!1

Au in the L2-norm.

The notation uk *
k!1

u in L2(�, loc) means that the sequence (uk) of distributions

in L2(�, loc) converges towards u for the Fréchet topology of L2(�, loc). Con-
sequently, uk *

k!1
u in L2(�, loc) if and only if for every v 2 L2(�) compactly

supported, (uk, v)L2 �!k!1
(u, v)L2 .

Proof of Theorem 4.24. As A 2 9m
cl (�), its integral kernel is supported in a com-

pact K ⇢ � ⇥ � that we can assume of the form K = K1 ⇥ K2. We can always
find � 2 D(�) such that � ⌘ 1 on K2. As the integral kernel of A is supported
in K , we have A� = A(��), for any � 2 L2(�, loc). Let R be a (fixed) positive
Rockland operator of homogeneous degree ⌫. As A 2 9m , A(I+R)�m/⌫ 2 90 is
bounded on L2(G). Let (uk) be a sequence in L2(�, loc) with uk *

k!1
u. We have

kAuk � AukL2 = kA(�uk � �u)kL2 =
�
�
�A(I+R)�

m
⌫ (I+R)

m
⌫ (�uk � �u)

�
�
�
L2


�
�
�A(I+R)�

m
⌫

�
�
�

L (L2(G))

�
�
�(I+R)

m
⌫ (�uk � �u)

�
�
�
L2

.

By Proposition 2.15,
�
�
�(I+R)

m
⌫ (�uk � �u)

�
�
�
L2

= k�(uk � u)kL2m(G)  Cmk� (uk � u)kHm/�1 .
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As uk *
k!1

u in L2(�, loc) and m/�1 < 0, by Rellich’s Theorem and the unique-

ness of the limit on a compact, �uk �!
k!1

�u in the Sobolev norm of Hm/�1 . There-
fore

kAuk � AukL2 
�
�
�A(I+R)�

m
⌫

�
�
�

L (L2(G))
Cmk� (uk � u)kHm/�1 �!k!1

0,

and Auk �!
k!1

Au in the L2-norm.

5. C⇤-algebras generated by 0-homogeneous regular symbols

In this section, we study the regular 0-homogeneous symbols, that is, the symbols
in Ṡ0, and the C⇤-algebra it generates. We give a particular attention to those that
do not depend on x .

5.1. The Fréchet space S̃0

In this section, we study the invariant regular 0-homogeneous symbols, or in other
words the symbol in Ṡ0 independent of x . They form the space S̃0:

Definition 5.1. We denote by S̃0 the set of measurable fields � = {� (⇡) : H1⇡ !
H1⇡ , ⇡ 2 bG} satisfying

(1) � is 0-homogeneous, i.e. � (r · ⇡) = � (⇡) for all r > 0, ⇡ 2 bG;
(2) IfR is a positive Rockland operator of degree ⌫ and ↵ 2 Nn

0 and � 2 R, then

sup
⇡2bG

�
�
�⇡(R)

[↵]+�
⌫ 1↵� (⇡)⇡(R)�

�
⌫

�
�
� <1.

Naturally, the second condition is independent of R and it suffices to show it for a
sequence (�`)`2Z with lim`!±1 = ±1. This equips naturally the vector space S̃0
with a Fréchet topology which is the same as the one obtained with viewing S̃0 as a
closed sub-vector space of Ṡ0. Note that S̃0 is also an algebra, in fact a sub-algebra
of Ṡ0.

By Corollary 4.12, a 0-homogeneous symbol � = {� (⇡)} is in S̃0 if and only
if for each ↵ 2 Nn

0, the following suprema are finite

sup
⇡2bG

�
�
�⇡(R)

[↵]
⌫ 1↵� (⇡)

�
�
�

L (H⇡ )
, and sup

⇡2bG

�
�
�1↵� (⇡) ⇡(R)

[↵]
⌫

�
�
�

L (H⇡ )
. (5.1)

HereR is a fixed positive Rockland operator of degree ⌫.
Proposition 4.11 implies that the kernel associated to a symbol � in S̃0, i.e.

 2 S 0(G) such thatb = � , is smooth on G \ {0}.
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Lemma 5.2 below shows the converse to Proposition 4.11 in the following way:

Lemma 5.2. Let � = {� (⇡) 2 L (H⇡ ),⇡ 2 bG} be a measurable field of operators
such that:

• � is 0-homogeneous, i.e. � (r⇡) = � (⇡) for (almost) all ⇡ 2 bG and all r > 0;
• � is bounded, i.e. sup⇡2bG k� (⇡)kL (H⇡ ) <1;
• The kernel associated with � coincides with a smooth function on G\{0}.

Then � 2 S̃0.

Note that the proof of Lemma 5.2 given below does not produce any bounds for the
suprema in (5.1) in terms of  or � . The main ingredient is the analysis of operators
of type ⌫, see Section 2.7.

Proof of Lemma 5.2. If 1 is any tempered distribution, then T1 denotes the con-
volution operator with right-convolution kernel 1, i.e. T1(�) = � ⇤ 1, � 2 S(G).
Recall that X1, . . . , Xn is a basis of g.

Let �,  satisfy the hypotheses of the statement. We fix ↵ 2 Nn
0, ↵ 6= 0.

By Lemma 2.13, we may replace R by one of its power and thus we assume that
⌫ > [↵]. The operatorR is a linear combination of X� with [�] = ⌫. Let us write
one X� as Yr . . .Y1 with Y j 2 {X1, . . . , Xn} for j = 1, . . . , r . We also denote
by [Y j ] the homogeneous degree of Y j , so that ⌫ = [�] = [Y1] + . . . + [Yr ] >
[↵]. Let r 0 2 N0, 0  r 0  r , be such that [↵] � ([Y1] + . . . + [Yr 0]) > 0
but [↵] � ([Y1] + . . . + [Yr 0+1])  0, with the convention that [Y1] + . . . +
[Yr 0] = 0 if r 0 = 0 and in this case Yr 0 . . .Y1 = I. By Proposition 2.24 (4),
the operator Yr 0 . . .Y1Tx↵ = TY1...Yr x↵ is of type [↵] � ([Y1] + . . .+[Yr 0]) 2

(0, Q). As the operator R
[↵]�([Y1]+...+[Yr 0+1])

⌫ is of type [Y1] + . . . + [Yr 0+1] � [↵] 2

(0, Q), see Example 2.23, the operator Yr 0 . . .Y1Tx↵R
[↵]�([Y1]+...+[Yr 0+1])

⌫ is of type

[Yr 0+1]. Thus the operator Yr 0+1 . . .Y1Tx↵R
[↵]�([Y1]+...+[Yr 0+1])

⌫ is of type 0. Then

Yr 0+1 . . .Y1Tx↵R
[↵]�([Y1]+...+[Yr 0+2])

⌫ is of type [Yr 0+2] and

Yr 0+2 . . .Y1Tx↵R
[↵]�([Y1]+...+[Yr 0+2])

⌫

is of type 0. Proceeding recursively, we obtain that

X�Tx↵R�
⌫�[↵]
⌫ = Yr . . .Y1Tx↵R�

[Y1]+...+[Yr ]�[↵]
⌫

is of type 0. Thus RTx↵R�
⌫�[↵]
⌫ is bounded on L2(G). We can apply the same

reasoning to T ⇤x↵ = (�1)|↵|Tx↵⇤ where ⇤(x) = ̄(x�1). This shows that Tx↵
and its adjoint T ⇤x↵ map L̇

2
⌫�[↵] ! L̇2⌫ continuously. By duality and interpolation

(see Theorem 2.14), we obtain that Tx↵ maps L̇2! L̇2[↵] and L̇
2
�[↵]! L̇2 contin-

uously. The Plancherel theorem, see Section 2.2, now implies that the suprema in
(5.1) are finite. This concludes the proof of Lemma 5.2.
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We can now describe the symbols in S̃0 via their kernels. We will use the
following conventions:

Definition 5.3. We denote by C1(�Q)�hom(G\{0}) the set of functions which are
smooth and (�Q)-homogeneous on G\{0}, and by F the subset of functions in
C1(�Q)�hom(G\{0}) with zero mean value.

The definition and properties of having zero mean value were given in Proposition
2.24 (2). The vector space C1(�Q)�hom(G\{0}) is naturally a Fréchet space iso-
morphic to the Fréchet space of smooth functions on the unit sphere given by a
smooth quasi-norm; this latter Fréchet space is well-known to be separable. Note
that by a smooth quasi-norm, we mean a quasi-norm which is smooth away from
0; such a quasi-norm exists. We also observe that F is a closed subspace of
C1(�Q)�hom(G\{0}). Hence F and C1(�Q)�hom(G\{0}) are separable.

Corollary 5.4. If � 2 S̃0, we denote by � 2 F the smooth function obtained by
restriction of the associated kernel to G\{0} and by Lemma 2.25 we have

� =
+1X

j=�1
FG

�
�12 j|x |2 j+1

 
+ c� I,

with c� 2 C. The map

2 :

(
S̃0 �! F ⇥C
� 7�! (� , c� )

is an isomorphism of Fréchet vector spaces. Consequently, the Fréchet space S̃0 is
separable.

Proof of Corollary 5.4. The fact that the map 2 is well defined, linear, continu-
ous, and injective follows easily from Proposition 4.11 and Lemma 2.25. Let us
show that 2 maps S̃0 onto F ⇥ C. Given (, c) 2 F ⇥ C, we want to construct
� 2 Ṡ0 such that 2(� ) = (, c). Defining  j as in Lemma 2.25, we then set
� (⇡) :=

P
j2Zb j + cIH⇡ . The proof of Lemma 2.25 shows that this defines a field

of operators {� (⇡),⇡ 2 H⇡ } which is bounded by:

sup
⇡2bG
k� (⇡)kL (H⇡ )  |c| + C sup

|z|=1,|↵|1

�
�X↵(z)

�
�.

One easily checks that � is 0-homogeneous and that the kernel associated with �
coincides with  on G\{0} and that c� = c. By Lemma 5.2, � 2 S̃0. Thus 2
is surjective. As the map 2 is a linear and continuous bijection between Fréchet
spaces, it is an isomorphism by the open mapping theorem.
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5.2. An important example

This section is devoted to a more concrete example of a symbol in S̃0, more pre-
cisely to the symbol � f defined and studied in Lemma 5.5. It will be useful later.

Lemma 5.5. We fix a quasi-norm | · | on G. Let | · | be the associated mapping on
bG, see Section 2.3. For any f 2 S(G), S̃0 contains the symbol � f defined via

� f (⇡) = bf
�
|⇡ |�1 · ⇡

�
, ⇡ 2 bG\{1}.

Strategy of the proof of Lemma 5.5. Since f 2 S(G), for each ⇡ 2 bG, the operator
bf (⇡) maps H1⇡ to itself and has operator norm  k f kL1 . Moreover the field of
operators bf is measurable. Since the map ⇡ 7! |⇡ |�1·⇡ is continuous bG\{1}! bG,
see Section 2.3, we have � f 2 L1(bG) with sup⇡2bG k� f (⇡)kL (H⇡ )  k f kL1 . One
easily checks that � f is 0-homogeneous.

We denote by  2 S 0(G) the kernel of � f 2 L1(bG), i.e. � f = b . By
Lemma 5.2, it suffices to show that its kernel  2 S 0(G) is smooth away from 0.
And for this, it suffices to show that for every M 2 N0 there exist N 2 N0 and
C = C(�,M) > 0 such that for any � 2 D(G\{0}), we have:

�
�
�
�
,RM�

���
�  C

✓
k�kL1(G) + k�kL2(G) +

�
�
�|x |�N�

�
�
�
L2(G)

◆
. (5.2)

Indeed (5.2) will imply that X↵ is locally square integrable on G\{0} for any
↵ 2 Nn

0, and thus that it is smooth away from 0.

Proof of (5.2) in the case M = 0. We fix � 2 D(R) such that 0  �  1, � ⌘ 1
on [�1, 1] and �(�) ⌘ 0 for |�| � 2. Let � 2 D(G). Since �(R)�0 2 S(G),
see Corollary 3.8, �(R)� = � ⇤ �(R)�0 is Schwartz and so is (1 � �)(R)�. As
 2 S 0(G), we can write:

h,�i =
⌦
,�(R)�

↵
+
⌦
, (1� �)(R)�

↵
.

Note that if  2 S(G), then � f b ⇡(I +R)N 2 L1(bG) for any N 2 N, and � f b 
satisfies the hypotheses of Proposition 2.16. So the Fourier inversion formula yields

h, i =
Z

bG
tr
⇣
� f (⇡)F

�
 ̌
�
(⇡)

⌘
dµ(⇡),

where  ̌(x) =  (x�1), and

|h, i|  k� f (⇡)kL1(bG)

Z

bG
tr
�
�
�F
�
 ̌
�
(⇡)

�
�
� dµ(⇡)

 k f kL1(G)

Z

bG
tr |F( )(⇡)|dµ(⇡).
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Applying this to  = �(R)� 2 S(G) implies that

|h,�(R)�i|  k f kL1(G)k�kL1(G)

Z

bG
tr |�(⇡(R))|dµ(⇡),

and the last integral is finite, see Corollary 3.8.
We now turn our attention to h, (1� �)(R)�i. For the same reason as above,

Z

⇡2bG
tr
�
�
�� f (⇡)(1� �)

�
⇡(R̄)

�
F �̌(⇡)

�
�
� dµ(⇡) <1

and

h,(1��)(R)�i

=
Z

⇡2bG
tr
n
� f (⇡)(1� �)(⇡(R̄))F �̌(⇡)

o
dµ(⇡)

=
Z 1

r=0

Z

⇡261,|·|
tr
n
� f (r · ⇡)(1� �)(r · ⇡(R̄))F �̌(r · ⇡)

o
d&|·|(⇡)r Q�1dr,

having used the polar decomposition on bG, see Lemma 2.6. We now write:
Z 1

r=0
=
Z 1

r=0
+
Z 1

r=1
= I1 + I2.

We have r · ⇡(R) = r⌫⇡(R) and � f (r · ⇡) = bf (⇡), ⇡ 2 61,|·|, so fixing N0 2 N

� f (r · ⇡)(1� �)
�
r · ⇡(R̄)

�
= r⌫N0

\̄̃
R

N0
f (⇡)�N0

�
r⌫⇡(R̄)

�

where �N0(�) = (1� �(�))��N0 , and

|I1|
Z 1

r=0

Z

⇡261,|·|
tr

�
�
�
�
�

\̄̃
R

N0
f (⇡)�N0

�
r⌫⇡(R̄)

�
F �̌(r · ⇡)

�
�
�
�
�
d&|·|(⇡)r N0⌫+Q�1dr



�
�
�
�
�

\̄̃
R

N0
f

�
�
�
�
�
L1(bG)

Z 1

r=0

Z

⇡261,|·|

�
�
��N0(r

⌫⇡(R̄))
�
�
�
HS(H⇡ )

⇥
�
�
�F �̌(r · ⇡)

�
�
�
HS(H⇡ )

d&|·|(⇡)r Q�1dr


�
�
� ˜̄RN0 f

�
�
�
L1
k�N0(⇡(R))kL2(bG)

�
�b�
�
�
L2(bG)

,

by the Cauchy-Schwartz inequality. The Plancherel formula yields kb�kL2(bG) =
k�kL2(G) and, together with the functional calculus ofR,

k�N0(⇡(R))kL2(bG) = k�N0(R)�0kL2(G)

 sup
��0

(1� �(�))

✓
1+ �

�

◆N0 ��
�(I+R)�N0�0

�
�
�
L2(G)

.
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This last quantity is finite when N0⌫ > Q/2 since (I +R)
s1
⌫ �0 2 L2(G) for s1 <

�Q/2, see [25, Section 4.3.3].
For the second integral, we see

I2 =
Z 1

r=1

Z

⇡261,|·|
tr
n
bf (⇡)(1� �)

�
r⌫⇡(R̄)

�
F �̌(r · ⇡)

o
d&|·|(⇡)r Q�1dr.

For each r > 0, we define gr := (1 � �)(r⌫R̃) f 2 L2(G) so that bgr (⇡) =
bf (⇡)(1��)(r⌫⇡(R̄)) also defines an operator for each ⇡ 2 bG withbgr 2 L1(bG)\
L2(bG). We observe that if ↵2 2 Nn

0, ↵2 6= 0, then

1↵2(1� �)(⇡(R̄)) = �1↵2�(⇡(R̄)) 2 FGS(G).

This together with the Leibniz formula easily implies that for any ↵ 2 Nn
0, we have

that 1↵bgr (⇡) is a well defined bounded operator on H⇡ for each ⇡ 2 bG and that
1↵bgr 2 L1(bG).

Let N 2 N0. For any x 2 G\{0}, we set �N (x) = |x |�N�(x) and assume
� = 0 in a neighbourhood of 0, so that �N 2 D(G). We may assume that the
integer N and the quasi-norm | · | are such that | · |N is a polynomial in x , which is
then necessarily homogeneous of degree N . One checks readily that � = |x |N�N
and by (3.4),

F �̌(r · ⇡) = r�N1|x |NF
�
�̌N
�
(r)(⇡).

From (3.3), we have

tr
n
bf (⇡)(1� �)

�
r⌫⇡(R̄)

�
F �̌(r · ⇡)

o
= r�N tr

n
bgr (⇡)1|x |NF

�
�̌N
�
(r)(⇡)

o

= r�N
X

[↵1]+[↵2]=N
c↵1,↵2 tr

n
1↵1

n
1↵2bgr (⇡) F

�
�̌N
�
(r)(⇡)

oo

=
X

[↵1]+[↵2]=N
c↵1,↵2 tr

n
1↵1

n
�↵2 F

�
�̌N
�o

(r · ⇡)
o

where �↵2(r · ⇡) := r�[↵2]1r�11↵2bgr (⇡) (r > 0, ⇡ 2 61,|·|) is in L1(bG). By
Lemmata 2.6 and 3.2,

I2=
X

[↵1]+[↵2]=N
c↵1,↵2

Z 1

r=0

Z

⇡261,|·|
tr
n
1↵1

n
�↵2 F

�
�̌N
�o

(r · ⇡)
o
d&|·|(⇡)r Q�1dr

=
X

[↵1]+[↵2]=N
c↵1,↵2

Z 1

r=0

Z

⇡261,|·|
tr
n
1↵1

n
�↵2 F

�
�̌N
�o

(⇡)
o
dµ(⇡)

=
X

[↵2]=N
c0,↵2

Z

bG
tr
n
�↵2 F

�
�̌N
�o

(⇡)dµ(⇡).
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So we have obtained:

|I2|.
X

[↵2]=N

Z

bG
tr
�
�
��↵2 F

�
�̌N
���
� (⇡) dµ(⇡).

X

[↵2]=N
k�↵2kL2(bG)

�
�
�F
�
�̌N
���
�
L2(bG)

.

By the Plancherel formula, kF(�̌N )kL2(bG) = k�NkL2(G). We have with ↵2 2 Nn
0,

[↵2] = N :

�
��↵2

�
�2
L2(bG)

=
Z 1

r=1

Z

⇡261,|·|
k1↵2bgr (⇡)k2HS(H⇡ )r

�2N+Q�1drd&|·|(⇡),

and by the Leibniz formula
�
�1↵2bgr (⇡)

�
�
HS(H⇡ )

.
X

[↵0]+[↵1]=N

�
�1↵0 bf (⇡) 1↵1(1� �)(r⌫⇡(R))

�
�
HS(H⇡ )

.

In the sum above, for ↵1 6= 0, we have
�
�1↵0 bf (⇡) 1↵1(1� �)(r⌫⇡(R))

�
�
HS(H⇡ )


�
�
�[x↵0 f (⇡)

�
�
�
L1(bG)

�
�1↵1�(r⌫⇡(R))

�
�
HS(H⇡ )

whereas for ↵1 = 0, we have
�
�1↵0 bf (⇡) (1� �)

�
r⌫⇡(R)

���
HS(H⇡ )

 r N0⌫
�
�
�F

n
˜̄RN0x↵0 f

o
(⇡)�N0

�
r⌫⇡(R)

���
�
HS(H⇡ )

.

When N0⌫  2N , these estimates yield

X

[↵2]=N
k�↵2kL2(bG) .

X

[↵0]N

�
�
�[x↵0 f (⇡)

�
�
�
L1(bG)

X

0<[↵1]N
k1↵1�(⇡(R))kL2(bG)

+
X

[↵0]=N

�
�
�F

n
˜̄RN0x↵0 f

o��
�
L1(bG)

k�N0(⇡(R))kL2(bG)

.
�
�
�(1+ |x |)N f

�
�
�
L1(G)

�
�
�(1+ |x |)N�(R)�0

�
�
�
L1(G)

+
X

[↵0]=N

�
�
� ˜̄RN0x↵0 f

�
�
�
L1(G)

k�N0(R)�0kL2(G).

Recall that �(R)�0 2 S(G) and we have already seen that �N0(R)�0 2 L2(G)
when ⌫N0 > Q/2. This implies that I2 is bounded up to a constant of f by
k�NkL2(G). Hence (5.2) is proved in the case M = 0.
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Proof of (5.2) for M 2 N. If M 2 N, then we modify the proof above. We write
⇣
,RM�

⌘
=
⇣
,RM�(R)�

⌘
+
⇣
,RM(1� �)(R)�

⌘
.

For the first term, we have
⇣
,RM�(R)�

⌘
=
Z

⇡2bG
tr
n
� f (⇡)⇡(R̄)M�

�
⇡(R̄)

�
F �̌(⇡)

o
dµ(⇡)

|(,�(R)�)|  k f kL1k�kL1
Z

⇡2bG
tr
�
�
�
�
�M�

��
⇡(R̄)

���
� dµ(⇡),

and this last integral is finite since (�M�)(⇡(R̄)) is the Fourier transform of a
Schwartz function by Hulanicki’s theorem. For the second term, we have:

(,RM(1� �)(R)�)

=
Z 1

r=0

Z

⇡261,|·|
tr
n
bf (⇡)r⌫M⇡

�
R̄
�M

(1��)
⇣
r⌫⇡

�
R̄
�⌘
F �̌(r · ⇡)

o
d&|·|(⇡)r Q�1dr.

We decompose again
R1
r=0 =

R 1
r=0+

R1
r=1, and a modification of the argument

yields: Z 1

r=0

�
�
� ˜̄RN0 f

�
�
�
L1

�
��N0+M(⇡(R))

�
�
L2(bG)

�
�b�
�
�
L2(bG)

,

and
R1
r=1  k�NkL2(G) I 02 with

(I 02)
2 .

X

[↵0]+[↵1]=N

Z

61,|·|

Z 1

1

�
�
�1↵0FG

�
R̃M f (⇡)

 
1↵1(1� �)(r⌫⇡(R))

�
�
�
2

HS(H⇡ )

⇥ r⌫M�2N+Q�1drd&|·|(⇡).

This implies (5.2) for M 2 N and concludes the proof of Lemma 5.5.

5.3. The C⇤-algebra C⇤(S̃0) and its spectrum

In this section, we study the closure of S̃0 for sup⇡2bG k · kL (H⇡ ). It is denoted by
C⇤(S̃0). More precisely, we prove:

Proposition 5.6. The closure C⇤(S̃0) of S̃0 for sup⇡2bG k · kL (H⇡ ) is a separable
C⇤-algebra and a sub-C⇤-algebra of the von Neumann algebra L1(bG). It is of
type 1 and its unit is the identity field I.

If ⇡0 2 bG\{1}, then the mapping
(
S̃0 �!L (H⇡0)

� 7�! � (⇡0).
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extends to a continuous mapping ⇢⇡0 : C⇤(S̃0)!L (H⇡0) which is an irreducible
representation of C⇤(S̃0). For any r > 0, we have ⇢⇡0 = ⇢r ·⇡0 . Denoting by
⇡̇0 2 61 = (bG\{1})/R+ the class of representations {r · ⇡0, r > 0}, the mapping

R :

(
61 �!

\C⇤(S̃0)
⇡̇0 7�! ⇢⇡0

is a homeomorphism.

Consequently, we may identify the spectrum of C⇤(S̃0) with 61. Recall that 61
may be viewied as the sphere from the polar decomposition on bG, see Section 2.3.

One easily checks that C⇤(S̃0) is a C⇤-algebra. Its separability follows from
Corollary 5.4. The essential point in the proof of Proposition 5.6 is the following
lemma:

Lemma 5.7. Let ⇢ be a representation of the C⇤ algebra C⇤(S̃0). For any f 2
S(G), we set

⇡⇢( f ) := ⇢
�
� f
⇤�,

where the symbol � f 2 S̃0 is defined as in Lemma 5.5 (we assume that a quasi-
norm on G has been fixed). Then the mapping ⇡⇢ : S(G)! L (H⇢) extends to a
continuous representation ⇡⇢ of C⇤(G).

If ⇢ is non-zero irreducible, then ⇡⇢ is non-zero irreducible, i.e. ⇡⇢ 2 bG.
Furthermore, ⇡⇢ 6= 1 and for any symbol � 2 S̃0, we have ⇢(� ) = � (⇡⇢).

Proof of Lemma 5.7. We keep the notation of the statement. We check readily that
for any f, f1, f2 2 S(G), we have:

k� f kL1(bG) 
�
�bf
�
�
L1(bG)

, � f1⇤ f2 = � f2 � f1, and � f
⇤ = � f ⇤ .

Let ⇢ be a representation of C⇤(S̃0). We check easily that the mapping ⇡⇢ :
S(G) ! L (H⇢) defined via ⇡⇢( f ) = ⇢(� f

⇤) extends to a continuous repre-
sentation of C⇤(G).

We assume that ⇢ is irreducible and non-zero. Let us show that ⇡⇢ is irre-
ducible and non-zero. We will need the following preliminary step. Let �1 2
D(R)\{0} be supported in [1/2, 2] and valued in [0,+1). We set �✏(�) = �1(✏�)
for each ✏ > 0, � 2 R. The properties ofR implies that �✏(R)�0 = (�1(R)�0)(✏) 2
S(G). Since

c :=
Z

G
�✏(R)�0 =

Z

G
�1(R)�0 =

�
�p�1(R)�0

�
�2
L2(G)

> 0,

we may replace �1 with c�1�1, and assume c = 1. Let us show that

⇡⇢(�✏(R)�0) = ⇢
�
��✏(R)�0

�
�!
✏!0

IH⇢ in SOT onH⇢ . (5.3)
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By Lemma 2.17, if ⇡1 is a continuous unitary representation of G, then

b�✏(⇡1(R)) = ⇡1{�✏(R)�0}�!
✏!0

IH⇡1 in SOT onH⇡1 . (5.4)

For any v 2 H⇢ , the representation ⇡⇢ restricted to the closure of the subspace
⇡⇢(C⇤(G))v can be identified with a continuous unitary representation of G when
⇡⇢(C⇤(G))v 6= {0}, see [21, Section 13.9.3]; we can then apply (5.4) to this rep-
resentation. By [21, Proposition 2.2.6], the space H⇡⇢ = H⇢ of the representation
⇡⇢ decomposes into H⇡⇢ ,0 �

? H?⇡⇢ ,0 where H⇡⇢ ,0 denotes the closure of the sub-
space of v 2 H⇢ satisfying ⇡⇢(C⇤(G))v = {0}. Hence we have obtained that, as
✏ ! 0, ⇡⇢(�✏(R)�0)! IH?⇡⇢ ,0

in SOT onH⇢ = H⇡⇢ and onH?⇡⇢ ,0. If v 2 H
?
⇡⇢ ,0

and � 2 S̃0, then ⇡⇢(�✏(R)�0)⇢(� )v is inH?⇡⇢ ,0 and converges to ⇢(� )v which is
necessarily inH?⇡⇢ ,0. Thus the closed subspaceH

?
⇡⇢ ,0 is invariant under ⇢. As ⇢ is

irreducible and non-zero, we must haveH?⇡⇢ ,0 = H⇢ . Thus we have obtained (5.3).
Let us now show that (5.3) implies the irreducibility of ⇡⇢ . Let ⌧ be a symbol

in S̃0. For every ✏ > 0 and ⇡ 2 bG, we set bf✏,⌧ (⇡) := �✏(⇡(R))⌧ (⇡). By Corollary
4.13, f✏,⌧ := f✏ is Schwartz. We check easily that � f✏ = ��✏(R)�0⌧ thus

⇡⇢( f✏) = ⇢(� f✏ ) = ⇢
�
��✏(R)�0

�
⇢(⌧ )�!

✏!0
⇢(⌧ ) in SOT onH⇢ . (5.5)

This convergence implies that any ⇡⇢-invariant subspace of H⇢ is also invariant
under ⇢. Thus the representation ⇡⇢ of C⇤(G) is irreducible.

We keep the same notation for the corresponding representation (class) ⇡⇢ 2 bG
of G. We observe that

⇡⇢( f✏) = bf✏(⇡⇢) = �✏(⇡⇢(R))⌧ (⇡⇢)

and, for SOT on H⇢ , the left-hand side converges to ⇢(⌧ ) by (5.5) whereas the
right-hand side tends to ⌧ (⇡⇢) by (5.4). Hence ⇢(⌧ ) = ⌧ (⇡⇢) for any ⌧ 2 S̃0.

If ⇡⇢ = 1 then ⇡⇢(R) = 0 so �✏(⇡⇢(R)) = 0 and, with the notation above,
f✏,⌧ = 0 for every ✏ > 0 and ⌧ 2 S̃0, so ⇢ is zero on S̃0 because of the convergence
in (5.5), and ⇢ = 0. If ⇢ is non-zero, then (5.5) shows that ⇡⇢ is also non-zero. This
concludes the proof of Lemma 5.7.

We can now prove Proposition 5.6.

End of the proof of Proposition 5.6. We fix ⇡0 2 bG\{1}. By Lemma 2.25, if � 2
S̃0, we can consider � (⇡0) 2 L (H⇡0). One checks readily that ⇢⇡0 : � 7! � (⇡0)

is a representation of the algebra S̃0 which extends to a continuous representation
⇢⇡0 of C⇤(S̃0). This defines an injective mapping R : ⇡̇0 7! ⇢⇡0 which is contin-
uous. By Lemma 5.7, R is surjective. As 61 is compact, see Lemma 2.4, R is a
homeomorphism.
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If ⇢ 2 \C⇤(S̃0), then ⇢(C⇤(S̃0)) contains ⇡⇢(C⇤(G)) having used Lemma 5.7
and its notation. As C⇤(G) is of type 1, by [21, Theorem Dixmier 9.1], ⇡⇢(C⇤(G))

contains the space of compact operators inL (H⇡⇢ ) thus so does ⇢(C⇤(S̃0)). Again
by [21, Theorem Dixmier 9.1], this shows that C⇤(S̃0) is type 1. This concludes the
proof of Proposition 5.6.

5.4. The C⇤-algebra C⇤(Ṡ0c (�)) and its spectrum

Wecanuse the results in Section5.3 on invariant symbols to analyse 0-homogeneous
regular symbols which depends smoothly in x and are compactly supported in x .
We introduce the following definitions.
Definition 5.8. Let � be an open set of G.

• A symbol � = {� (x,⇡) : H1⇡ ! H1⇡ , (x,⇡) 2 �⇥bG} is compactly supported
in � when there exists a compact K ⇢ � such that � (x,⇡) = 0 for almost all
(x,⇡) 2 (G\K )⇥ bG;

• We denote by Ṡ0c (�) the space of symbols in Ṡ0 which are compactly supported
in �.

One easily checks that Ṡ0c (�) is an algebra without unity. Note that the symbol I,
and more generally any invariant symbol � 2 S̃0, is not a symbol in Ṡ0c (�) where
� is an open subset of G.

The vector space Ṡ0c (�) is equipped with the following topology. If �0 is an
open subset of � such that �̄0 ⇢ �, the subspace of � 2 Ṡ0(�) which are x-
supported in �̄0 is a Fréchet space when equipped with the Ṡ0-semi-norms. The
union of these subspaces when �0 runs over the open bounded subsets of � such
that �̄0 ⇢ � is Ṡ0c (�). In fact, it suffices to consider a sequence of growing open
subsets �0j which exhausts �. Hence, we can now equip Ṡ

0
c (�) with the inductive

topology, so that it becomes a complete locally convex topological vector space.
Example 5.9. If f 2 D(�) then the symbol f (x)I is in Ṡ0c (�). This yields a
continuous inclusion of D(�) ,! Ṡ0c (�) for any open subset � ⇢ G.
As in the invariant case (see Corollary 5.4), we can describe the elements of Ṡ0(�)
in terms of their kernels and this implies that Ṡ0(�) is separable. We will use the
space F defined in Definition 5.3 and the following convention:
Definition 5.10. If� is an open subset ofG andF1 a Fréchet space, thenD(�;F1)
denotes the set of functions from � into F1 which are smooth and compactly sup-
ported in �. Equipped with the inductive topology, it is a complete locally convex
topological vector space.
For instance D(�, C) = D(�). Note that if F1 is separable then so is D(�;F1).
This together with Corollary 5.4 easily imply:

Proposition 5.11. Let � be a open subset of G. If � 2 Ṡ0c (�) then for each x 2 �
the symbol � (x, ·) is in S̃0 and, as in Corollary 5.4, we denote by �,x 2 F the
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smooth function obtained by restriction of the associated kernel to G\{0} and by
Lemma 2.25 we have

� (x, ·) =
+1X

j=�1
FG

�
�,x12 j|x |2 j+1

 
+ c�,x I,

with c�,x 2 C; then the function � : x 7! �,x is in D(�;F ) and the function
c� : x 7! c�,x is in D(�). The map

20 :

(
Ṡ0c (�) �! D(�;F)⇥D(�)

� 7�! (� , c� )

is an isomorphism of topological vector spaces. Consequently, Ṡ0c (�) is separable.

Definition 5.12. If � is an open subset of G, we denote by C⇤(Ṡ0c (�)) the closure
of Ṡ0(�) for

⌧ 7�! sup
(x,⇡)2�⇥bG

k⌧ (x,⇡)kL (H⇡ ) .

We view C⇤(Ṡ0c (�)) as a space of fields on�⇥bG. Let us summarize its properties:

Proposition 5.13. The space C⇤(Ṡ0c (�)) is a separable C⇤-algebra of type 1. It is
non-unital but admits an approximate unity.

If ⇡0 2 bG\{1} and x0 2 �, then the mapping
(
Ṡ0c (�) �!L (H⇡0)

� 7�! � (x0,⇡0),

extends to a continuous mapping ⇢x0,⇡0 : C⇤(Ṡ0(�)) ! L (H⇡0) which is an
irreducible non-zero representation ofC⇤(Ṡ0(�)). For any r > 0, we have ⇢x0,⇡0 =
⇢x0,r ·⇡0 . Denoting by ⇡̇0 the class of representations {r · ⇡0, r > 0}, the mapping

R :

(
�⇥61 �! \C⇤(Ṡ0(�))

(x0, ⇡̇0) 7�! ⇢x0,⇡0

is a homeomorphism.

Proposition 5.13 is the non-invariant version of Proposition 5.6 whose proofs we
adapt. We will need the following notation: if A is a C⇤-algebra, we denote by
C0(�;A) the C⇤-algebra of continuous functions f : � ! C⇤(S̃0) such that for
every ✏ > 0 there exists a compact of � outside of which k f (x)kC⇤(S̃0) < ✏. For
instance, C0(�, C) = C0(�).
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Proof. Fixing a sequence ( f j ) j2N of C1c (�) valued in [0, 1] and satisfying
supp ( f j ) ⇢ { f j+1 = 1} together with [ j2N{ f j = 1} = �, we check easily
that f j I 2 Ṡ0c (�) with

k f j IkC⇤(Ṡ0c (�)) = sup
�

| f j |  1

and

8� 2 C⇤(Ṡ0c (�))
�
�( f j I) � � �

�
�
C⇤(Ṡ0c (�))

=
�
�� ( f j I)� �

�
�
C⇤(Ṡ0c (�))

�!
j!1

0.

Hence, ( f j I) j2N is an approximate unity of the C⇤-algebra C⇤(Ṡ0c (�)).
In order to show the rest of the statement, let us first show the analogue of

Lemma 5.7. Given a representation ⇢ of the C⇤-algebra C⇤(Ṡ0(�)), we consider

⇡⇢(� f ) = ⇢
⇣
�� ⇤f

⌘
= ⇢(�)⇢

⇣
� ⇤f

⌘
� 2 D(�), f 2 S(G).

Proceeding as in Lemma 5.7, we see that ⇡⇢ extends to a representation of the
C⇤-algebra C0(�;C⇤(S̃0)). Note that the linear combinations of symbols of the
form �(x)⌧ (⇡) with � 2 C0(�) and ⌧ 2 C⇤(S̃0) form a dense subspace of
C0(�;C⇤(S̃0)) and that the spectrum of the C⇤-algebra C(�;C⇤(S̃0)) is �⇥61.

We now assume that ⇢ is irreducible and non-zero. As for any � 2 C0(�), the
operator ⇢(�I) 2 L (H⇢) commutes with any ⇢(⌧ ), ⌧ 2 C0(�;C⇤(S̃0)), it must be
scalar, i.e. ⇢(�I) 2 CIH⇢ . This yields the one-dimensional non-zero representation
C0(�) 3 � 7! ⇢(�I) 2 CIH⇢ . Hence it is given by x0 2 �, i.e.

8� 2 C0(�) ⇢(�I) = �(x0)IH⇢ .

We fix a function � 2 C0(�) such that �(x0) = 1. The restriction of ⇢ to �C⇤(S̃0)
yields an irreducible representation of C⇤(S̃0), which may be identified with an
irreducible non-trivial representation (class) ⇡0 2 bG\{1} of C⇤(G) by Lemma 5.7.
This easily implies

⇢(⌧ ) = ⌧ (x0,⇡0).

We have obtained that any irreducible non-zero representation of C0(�;C⇤(S̃0)) is
of the form �x0 ⌦ ⇡0 with x0 2 � and ⇡0 2 bG\{1}. Conversely, if ⇢ = �x0 ⌦ ⇡0,
then it is an irreducible non-zero representation of C0(�;C⇤(G)).

The rest of the proof is obtained easily by adapting the arguments given in the
proof of Proposition 5.6.

5.5. The states of C⇤(S̃0) and C⇤(Ṡ0c (�))

In Propositions 5.6 and 5.13, we described the spectra of the C⇤-algebras In this
section, we show that this allows us to describe the states (i.e. the continuous posi-
tive forms) of these C⇤-algebra in terms of objects depending on bG.
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Definition 5.14. Let Z be a complete separable metric space, and let ⇠ 7! H⇠ a
measurable field of complex Hilbert spaces of Z .

• The setM1(Z , (H⇠ )⇠2Z ) is the set of pairs (� ,0) where � is a positive Radon
measure on Z and 0 = {0(⇠) 2 L(H⇠ ) : ⇠ 2 Z} is a measurable field of
trace-class operators such that for all compact set K ⇢ Z ,

Z

K
Tr |0(⇠)| d� (⇠) < +1;

• Two pairs (� ,0) and (� 0,00) inM1(Z , (H⇠ )⇠2Z ) are equivalent when there
exists a measurable function f : Z ! C \ {0} such that

d� 0(⇠) = f (⇠)d� (⇠) and 00(⇠) =
1
f (⇠)

0(⇠)

for � -almost every ⇠ 2 Z . The equivalence class of (� ,0) is denoted by 0d� ;
• A pair (� ,0) inM1(Z , (H⇠ )⇠2Z ) is positive when 0(⇠) � 0 for � -almost all
⇠ 2 Z . In this case, we may write 0d� � 0 or (� ,0) 2M+

1 (Z , (H⇠ )⇠2Z ).

We start with C⇤(S̃0). We will use the short-hands

M+
1 (61) =M+

1 (Z , (H⇠ )⇠2Z ) when Z = {⇡̇ 2 61}, and H⇡̇ = H⇡ ,

where61 is the sphere coming from the polar decomposition together with its mea-
sure & , see Section 2.3.

Proposition 5.15.

(1) If ` is a state of C⇤(S̃0), then there exists (� ,0) 2M+
1 (61) satisfying

Z

61

tr (0(⇡̇)) d� (⇡̇) = 1, (5.6)

and
8� 2 C⇤(S̃0) `(� ) =

Z

61

tr (� (⇡̇)0(⇡̇)) d� (⇡̇); (5.7)

(2) Conversely, given (� ,0) 2M+
1 (61) satisfying (5.6), the linear form ` defined

via (5.7) is a state of C⇤(S̃0). Furthermore, if (� 0,00) 2M+
1 (61) also satis-

fies (5.6) and (5.7) for the same state `, then (� 0,00) is equivalent to (� ,0).

Proof of Part 1 of Proposition 5.15. Let ` be a state of the C⇤-algebras C⇤(S̃0).
The GNS construction [21, Proposition 2.4.4] yields a representation ⇢ of C⇤(S̃0)
on the Hilbert spaceH` := C⇤(S̃0)/{� : `(�� ⇤) = 0} and

`(� ) = (⇢(� )⇠, ⇠)H` , � 2 C⇤
�
S̃0
�
,
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where the unit vector ⇠ is the image of I 2 S̃0 via the canonical projectionC⇤(S̃0) 7!
H`. We then decompose [21, Theorem 8.6.6] the representation ⇢ (taking into
account the possible multiplicities) as

(⇢,H`) ⇠ (⇢1,H1)� 2(⇢2,H2)� . . .� @0(⇢1,H1),

and each ⇢r , r 2 N [ {1}, may be disintegrated as

⇢r ⇠
Z

\C⇤(S̃0)
⇣d�r (⇣ );

furthermore, the positive measures �1, �2, . . . , �1 are mutually singular in \C⇤(S̃0).
Consequently we can write ⇠ 2 H` as

⇠⇠(⇠1, ⇠2, . . . , ⇠1), with ⇠r =(⇠r,s)1sr for each r 2N [ {1}, and ⇠r,s 2Hr .

Note that

1 = |⇠ |2H` =
X

r2N[{1}

rX

s=1
|⇠r,s |

2
Hr

with |⇠r,s |
2
Hr

=
Z

\C⇤(S̃0)
|⇠r,s(⇣ )|

2
H⇣ d�r (⇣ ).

Since we have identifed \C⇤(S̃0) with 61:

⇢r⇠
Z

61

⇡̇d�r (⇡̇), Hr⇠
Z

61

H⇡d�r (⇡̇),
1X

r=1

rX

s=1

Z

61

|⇠r,s(⇡̇)|2H⇡ d�r (⇡̇) = 1.

Hence 0r :=
Pr

s=1 ⇠r,s⌦⇠r,s
⇤ is a �r -measurable field on61 of positive trace-class

operators of rank r . We have obtained:

`(� ) = (⇢(� )⇠, ⇠) =
X

r2N[{1}

rX

s=1

Z

61

(� (⇡̇)⇠r,s(⇡̇), ⇠r,s(⇡̇))Hr d�r (⇡̇)

=
X

r2N[{1}

Z

61

tr (� (⇡̇)0r (⇡̇)) d�r (⇡̇).

We now define the positive measure � :=
P

r �r . As the measures �r are mutually
singular, the field 0 :=

P
r 0r is measurable and satisfies

0(⇡̇) � 0, tr0(⇡̇) <1,

Z

61

tr0(⇡̇)d� (⇡̇) = 1 .

This shows Part 1.
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Proof of Part 2 of Proposition 5.15. Given (� ,0) 2M+
1 (61) satisfying (5.6), one

easily checks that the linear form ` defined via (5.7) is a state of C⇤(S̃0). To prove
the last part of the statement, we consider (� 0,00) 2M+

1 (61) which also satisfies
(5.6) and (5.7) for the same state `. It suffices to consider the case of � and 0
obtained as in Part 1; in particular � and 0 have the same support in 61. We may
also assume that � 0 and 00 have the same support in 61. For each r 2 N [ {1},
let Br be the measurable subset of bG/R+ where 00(⇡̇) is of rank r a.e. We may
assume these subsets disjoint. We define the measure � 0r = 1Br � 0 and the field
00r := 1Br00 as the restrictions of � 0 and 00 to Br . As 00r is a measurable field of
positive operators of rank r , there exists a measurable field of orthogonal vectors
(⇠r,s)

r
s=1 such that 0

0
r =

Pr
s=1 ⇠

0
r,s ⌦ ⇠

0
r,s
⇤. We have tr00r =

Pr
s=1 |⇠ 0r,s |

2.
We define the representation ⇢0 of C⇤(S̃0) and the vector ⇠ 0 of ⇢0 via

⇢0 :=�r2N[{1}r
Z

61

⇡̇ d� 0r (⇡̇), and ⇠ 0 :=�r2N[{1} �
r
s=1

Z

61

⇠ 0r,s(⇡̇) d� 0r (⇡̇).

We observe that ⇠ 0 is a unit vector:

�
�⇠ 0
�
�2 =

X

r2N[{1}

rX

s=1

�
�⇠̃ 0r,s

�
�2 =

X

r2N[{1}

Z

61

tr00r d�
0
r =

Z

61

tr00 d� 0 = 1.

Moreover for any � 2 C⇤(S̃0):

(⇢0(� )⇠ 0, ⇠ 0) =
X

r2N[{1}

rX

s=1

Z

61

�
�⇠ 0r,s, ⇠

0
r,s
�
d� 0r =

X

r2N[{1}

Z

61

tr
�
�00r

�
d� 0r

=
Z

61

tr
�
�00

�
d� 0 = `(� ).

In other words, the state associated with ⇢0 and ⇠ 0 coincides with `. This implies
that ⇢0 and ⇢ are equivalent [21, Proposition 2.4.1], therefore the measures � 0r and
�r are equivalent for every r 2 N [ {1} [21, Theorem 8.6.6]. In other words,
there exists a measurable positive function fr supported in Br such that d� 0r (⇡̇) =
fr (⇡̇)d�r (⇡̇). As ⇠ 0 corresponds to ⇠ via the (⇢0, ⇢)-equivalence, we must have
0r (⇡̇) = fr (⇡̇)00r (⇡̇). This concludes the proof of Part 2.

From the proof of Proposition 5.15, we can determine easily the pure states,
that is, the states corresponding to the irreducible representations:

Corollary 5.16. The pure states of the C⇤-algebra C⇤(S̃0) are the functionals ` =
`⇡0,v0 of the form:

`(� ) = (� (⇡̇0)v0, v0)H⇡0 , � 2 C⇤
�
S̃0
�
,

where ⇡0 2 bG and v0 2 H⇡0 is a unit vector. The states ` = `⇡0,v0 where ⇡0 2 bG
and v0 2 H1⇡0 is a smooth unit vector, form a dense subset of the set of states of
C⇤(S̃0).
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We observe that `⇡0,v0 corresponds to � (⇡̇) = �⇡̇0(⇡̇) and 0(⇡̇0) = v0 ⌦ v⇤0 .
Using the short-hand

M+
1 (�⇥61) =M+

1 (Z , (H⇠ )⇠2Z )

when Z = {(x, ⇡̇) 2 �⇥61}, and Hx,⇡̇ = H⇡ ,
(5.8)

we also have a similar description of the states of C⇤(Ṡ0c (�)):

Proposition 5.17. Let � be an open set of G.

(1) If ` is a state of C⇤(S0c (�)), then there exists (� ,0) 2M+
1 (�⇥61) satisfying

Z

�⇥61
tr (0(x, ⇡̇)) d� (x, ⇡̇) = 1, (5.9)

and

8� 2 C⇤
�
Ṡ0c (�)

�
`(� ) =

Z

�⇥61
tr (� (x, ⇡̇)0(x, ⇡̇)) d� (x, ⇡̇); (5.10)

(2) Conversely, given (� ,0) 2M+
1 (�⇥61) satisfying (5.9), the linear form ` de-

fined via (5.10) is a state of C⇤(Ṡ0c (�)). Furthermore, if (� 0,00) 2M+
1 (�⇥

61) also satisfies (5.9) and (5.10) for the same state `, then (� 0,00) is equiva-
lent to (� ,0);

(3) The pure states of the C⇤-algebra C⇤(Ṡ0c (�)) are the functionals ` = `x0,⇡0,v0
of the form:

`(� ) = (� (x0, ⇡̇0)v0, v0)H⇡0 , � 2 C⇤(Ṡ0c (�)),

where x0 2 �, ⇡0 2 bG and v0 2 H⇡0 is a unit vector. The states ` = `x0,⇡0,v0
where x0 2 �, ⇡0 2 bG and v0 2 H1⇡0 is a smooth unit vector, form a dense
subset of the set of states of C⇤(Ṡ0c (�)).

Proof. The proof of Proposition 5.17 is a simple modification of the proof of Propo-
sition 5.15; indeed, it suffices to replace the characterisation of the spectrum of
C⇤(S̃0) with the one of C⇤(Ṡ0c (�)) given in Proposition 5.13, using an approximate
unity of C⇤(Ṡ0c (�)) instead of the unity of C⇤(S̃0). It is left to the reader.

We observe that `x0,⇡0,v0 corresponds to � (x, ⇡̇) = �x0(x) ⌦ �⇡̇0(⇡̇) and
0(x0, ⇡̇0) = v0 ⌦ v⇤0 .

6. Defect measures

In this section, we state and prove our main results, that is, the existence of defect
measures. We also give examples of such measures and prove the consistency of
our description.
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6.1. Main result

Themicrolocal defect measures that we are going to define are elements inM+
1 (�⇥

61), see Definitions 2.12 and 5.14 and the shorthand (5.8).

Theorem 6.1. Let � be a non-empty open set of G. Let (uk) be a sequence in
L2(�, loc) and u 2 L2(�, loc). We assume that uk *k!1 u a.e. in L2(�, loc).
Then there exist a subsequence (uk( j)) j2N of (uk) and a positive measure (� ,0) 2
M+

1 (�⇥61) such that for any A 2 90cl(�), we have the convergence

lim
j!1

�
A(uk( j) � u), (uk( j) � u)

�
L2(�)

=
Z

�⇥61
tr (princ0(A)(x, ⇡̇) 0(x, ⇡̇)) d� (x, ⇡̇) .

Moreover, once the subsequence (k( j)) is fixed, the positive trace-class-valued
measure (0, � ) is unique up to equivalence.

Definition 6.2. With the notation of Theorem 6.1, a sequence (uk) is pure when
the subsequence is trivial, i.e. k( j) = j . In this case, the equivalence class 0d� is
called the microlocal defect measure, orMDM, of (uk).
The definition of pure sequence follows the vocabulary set in [32]; it bears no rela-
tion with pure states.

The main step in the proof of Theorem 6.1 is the following property:

Lemma 6.3. Let � be an open set of G. Let (uk) be a sequence in L2(�, loc)
satisfying uk *k!1 0 in L2(�, loc). Let � 2 D(�). We fix a positive Rockland
operatorR and a function  2 C1(R) such that  ⌘ 0 on a neighbourhood of 0
and  ⌘ 1 on a neighbourhood of +1. For any � 2 Ṡ0c (�), we set:

v
(�,�)
k := (Op(� (⇡(R)))(�uk), (�uk)

�
L2(�)

.

(1) The sequence (v
(�,�)
k )k2N is bounded;

(2) We can extract a subsequence (k j ) j2N such that the sequence (v
(�,�)
k j ) j2N has

a finite limit in C;
(3) If (k j ) is as in Part (2), then the limit is independent of  and R and it

is the same with Op( (⇡(R)� ) or with Op( (⇡(R)� (⇡(R)) instead of
Op(� (⇡(R));

(4) If (k j ) is as in Part (2), then the sequence (v
(� ⇤,�̄)
k j ) j2N has also a finite limit

and
lim
j!1

v
(� ⇤,�̄)
k j = lim

j!1
v

(�,�)
k j ;

(5) If � is of the form � = ⌧⇤⌧ with ⌧ 2 Ṡ0c (�) then any limit obtained as in Part
(2) is non-negative.
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Proof of Lemma 6.3. As Op(� (⇡(R))) is bounded on L2(�) and

sup
k02N
k�uk0kL2(�) <1,

the sequence (v
(�,�)
k ) is bounded by
�
�
�v(�,�)
k

�
�
�  kOp(� (⇡(R))kL (L2(�)) sup

k02N
k�uk0k2L2(�)

. (6.1)

This proves Part (1) and thus Part (2).
By Proposition 4.14 and its proof together with the properties of the pseudo-

differential calculus,

Op(� ⇤ (⇡(R))) = Op( (⇡(R))� ⇤) mod9�1

= Op(�̃ (⇡(R)))⇤ + E,

where E is an error term in 9�1. Using Rellich’s theorem as in Theorem 4.24 and
its proof shows Part (4). Similar arguments show Part (3).

If � = ⌧⇤⌧ with ⌧ 2 Ṡ0c (�), by Proposition 4.14 and its proof together with
the properties of the pseudo-differential calculus,

Op(� (⇡(R))) = Op( (⇡(R))� (⇡(R))) mod9�1

= Op( (⇡(R))⌧⇤)Op(⌧ (⇡(R))) mod9�1

= Op(⌧ (⇡(R)))⇤Op(⌧ (⇡(R))) + E,

where E is an error term in 9�1. Thus we have

v
(�,�)
k = kOp( (⇡(R))⌧ )(�uk)k2L2(�)

+ (E(�uk),�uk)L2(�).

The first term of the right-hand side is non-negative for all k 2 N whereas the
second term tends to 0 as k ! 1 by Theorem 4.24 and its proof. This shows
Part (5).

We can now prove our main result.

Proof of Theorem 6.1. Let � be a non-empty open set of G. Let (uk) be a converg-
ing sequence in L2(�, loc). We may assume that the weak limit is u = 0. We fix
a positive Rockland operator R and a function  2 C1(R) such that  ⌘ 0 on a
neighbourhood of 0 and  ⌘ 1 on a neighbourhood of +1.

By Proposition 5.11, there exists a dense and countable (Q+ iQ)-subspace V0
of Ṡ0c (�). By diagonal extraction, we may assume that the subsequence (k j ) j2N ob-
tained in Lemma 6.3 is the same for any element of V0. Let us consider a real-valued
function � 2 D(�). As �uk *k!1 0 in L2(�), the sequence (k�ukkL2(�))k2N
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is bounded and we may extract further a converging subsequence still denoted by
(k j ) j2N. We set

s� := lim
j!+1

�
��uk j

�
�2
L2(�)

and when s� 6=0, `� (� ) :=
1
s�

lim
j!1

v
(�,�)
k j , � 2 V0.

Using the density of V0 and the proof of Part (1) of Lemma 6.3, we extend `� to a
continuous linear functional on Ṡ0c (�) satisfying

8� 2 Ṡ0c (�) |`� (� )| . k�kṠ0(�),a,b,c,

having kept the same notation for ` and its extension.
Note that we can construct the subspace V0 of Ṡ0c (�) as follows. We consider

V a dense and countable (Q + iQ)-subspace of S̃0 and V1 a dense and countable
(Q + iQ)-subspace of D(�). The tensor product of V and V1 yields V0, the set
of symbols which are finite linear combinations over (Q + iQ) of �(x)� (⇡̇) with
� 2 V1, � 2 V0. Then V0 is a dense countable subset of Ṡ0c (�). The proof of
Proposition 5.11 shows that V0 is also dense in the Banach space C⇤(Ṡ0c (�)) whose
norm satisfies

sup
(x,⇡̇)2�⇥61

k� (x, ⇡̇)kL (H⇡ ) = inf

(
X

i
sup
⇡̇261
k⌧ikL (H⇡ ) sup

x2�
| fi (x)| :� =

X

i
fi⌧i

)

.

If the symbol � is of the form f (x)⌧ (⇡̇), with f 2 V1, ⌧ 2 V , then � 2 Ṡ0c (�) and

v
(�,�)
k =

�
Op(⌧ (⇡(R)))�uk, f̄ �uk

�
L2(�)�

�
�v(�,�)
k

�
�
�  kOp(⌧ (⇡(R)))kL (L2(G))k�ukkL2(�)k f̄ �ukkL2(�)

 k⌧kL1(bG)k kL1(R)k�ukk2L2(�)
k f kL1(�) ,

thus,
�
�`� (� )

�
�  k⌧kL1(bG)k f kL1(�) = sup

(x,⇡̇)2�⇥61
k� (x, ⇡̇)kL (H⇡ ).

Hence `� admits a unique continuous extension to a linear functional ofC⇤(Ṡ0c (�)).
It is not zero since `� ( f I) = 1 for a function f 2 D(�) such that f = 1 on
supp (�). Hence, ` is a non-zero continuous linear functional on C⇤(Ṡ0c (�)) which
is positive since Lemma 6.3 implies that `(⌧⇤⌧ ) � 0 holds for all ⌧ 2 C⇤(Ṡ0c (�)).
In other words, `� is a state of theC⇤-algebraC⇤(Ṡ0(�)) and therefore corresponds
to a measure (�� ,0� ) 2 M+

1 (� ⇥ 61) as in Proposition 5.17. This measure is
unique up to equivalence. Furthermore, one easily checks that it is supported in x
in supp (�).
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We now consider a sequence of functions (� j 0) j2N in D(�) which is real-
valued and such that supp (� j 0) ⇢ {� j 0+1 = 1} and [ j 02N{� j 0 = 1} = �. By
another diagonal extraction, we may assume that the subsequence (k j ) j2N taken
above is the same for each � j 0 . Furthermore, we may assume s� j 0 6= 0 for every
j 0 2 N. Indeed, if this is not possible, then the sequence (uk) admits a subsequence
which is locally converging in L2-norm and therefore admits the trivial MDM 0.

We denote by � j 0 the interior of {� j 0+1 = 1}. Let us show that if j 02 < j 01 < j 0

then the restrictions of the states `� j 0 and `� j 01
of the C⇤-algebras C⇤(Ṡ0(� j 0)) and

C⇤(Ṡ0(� j 01
)) to C⇤(Ṡ0(� j 02

)) coincide up to the normalising constants s� j 0 , s� j 01
:

i.e. s� j 0 `� j 0

�
�
�
�C⇤(Ṡ0(� j 02

)) = s� j 01
`� j 01

�
�
�
�
C⇤(Ṡ0(� j 02

))

. (6.2)

We have for j 02 < j 01 < j 0 and a symbol � 2 Ṡ0c (�) which is x-supported in
{� j 02 = 1}

v
�,� j 0

k = v
�,� j 01
k +

�
Op(� (⇡(R)))(� j 0 � � j 01)uk

�
,
�
� j 01

uk)
�
L2(�)

.

The integral kernel K (x, y) of Op(� (⇡(R))) 2 90 is smooth (even Schwartz)
away from the diagonal and x-supported in {� j 02 = 1}. Since � j 0 � � j 01 vanishes
on the compact set {� j 01 = 1} which is a neighbourhood of {� j 02 = 1}, the integral
kernel of Op(� (⇡(R)))(� j 0 � � j 01) is smooth and compactly supported in {� j 02 =
1}⇥ {� j 0 � � j 01 = 0} in (x, y). Theorem 4.24 and its proof imply

�
�
�Op(� (⇡(R)))(� j 0 � � j 01)uk

�
�
�
L2(�)

�!
k!1

0.

This yields (6.2). Therefore, the restriction of (s� j 0�� j 0 ,0� j 0 ) to� j 02
⇥61 coincides

with the restriction of (s� j 01
�� j 01

,0� j 01
) to � j 02

⇥61. This defines a unique measure

(� ,0) 2M+
1 (�⇥61) such that for all j 0 > j 02+1 and � 2 C

⇤(Ṡ0c (�)) x-supported
in {� j 02 = 1} we have

s� j 0 `� j 0 (� ) =
Z

�⇥61
tr (� (x, ⇡̇)0(x, ⇡̇)) d� (x, ⇡̇).

Let A 2 90cl(�). Let j 02 2 N be such that the integral kernel of A is supported in
{� j 02 = 1}⇥ {� j 02 = 1}. We set j 0 = j 02 + 2 and �0 := princ0(A) 2 S0c (�). Then �0
is x-supported in {� j 02 = 1} and

(Auk, uk)L2(�) = v
�,� j 0

k + (Buk, uk)L2(�),
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with B 2 9�1cl (�). By Theorem 4.24, (Buk, uk)L2(�) �!k!1
0. Therefore,

lim
j!1

(Auk j , uk j )L2(�) = s� j 0 `� j 0 (� ) =
Z

�⇥61
tr (� (x, ⇡̇)0(x, ⇡̇)) d� (x, ⇡̇).

This concludes the proof of Theorem 6.1.

6.2. Example: spatial concentration

In this section, we study the example of a sequence of functions whose mass is
concentrating at 0:

Proposition 6.4. Let u1 2 S(G). We define

uk(x) = k
Q
2 u1(kx), x 2 G, k 2 N0 .

Then uk *
k!1

0 in L2(G, loc) and this sequence is pure. ItsMDM is given by

� (x, ⇡̇) = �x=0 ⌦ &(⇡), 0(⇡̇) =
Z 1

r=0
û1(r · ⇡)û1(r · ⇡)⇤r Q�1dr.

Note that 0(⇡̇) � 0 and that the polar decomposition in Section 2.3 yields
Z

61

tr0(⇡̇) d&(⇡) =
Z

61

Z 1

r=0
kû1(r · ⇡)k2HS(H⇡ ) r

Q�1dr d&(⇡)

=
Z

bG
kû1(⇡)k2HS(H⇡ )dµ(⇡) = ku1kL2(G) <1.

One easily checks that 0 on bG is a (�Q)-homogeneous field of operators.

Proof of Proposition 6.4. By Rellich’s theorem (cf. Theorem 4.24 and its proof),
we may assume that A = Op(�̃0) where �̃0 = �0 (⇡(R)). Using (2.1), the group
Fourier transform of uk is

buk(⇡) = k�
Q
2bu1

�
k�1 · ⇡

�
.

Hence we have:

(Auk, uk) =
Z

G

Z

bG
tr (⇡(x)�̃0(x,⇡)buk(⇡)) dµ(⇡)ūk(x)dx

=
Z

G

Z

bG
tr
⇣
⇡(x)�̃0(x,⇡)bu1(k�1 · ⇡)

⌘
dµ(⇡)ū1(kx)dx

=
Z

G

Z

bG
tr
⇣
⇡ 0(x 0)�̃0(k�1x 0, k · ⇡ 0)bu1(⇡ 0)

⌘
dµ(⇡ 0)ū1(x 0)dx 0,
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after the change of variables x 0 = kx and ⇡ 0 = k�1 · ⇡ , using (2.1) and (2.9). We
are going to prove that the following expression tends to 0 as k !1:

(Auk, uk)�
Z

bG
tr
�
bu1(⇡ 0)⇤�0(0,⇡ 0)bu1(⇡ 0)

�
dµ(⇡ 0)

=
Z

G

Z

bG
tr
⇣
⇡(x)

⇣
�̃0(k�1x, k · ⇡)� �0(0, k · ⇡)

⌘
bu1(⇡)

⌘
dµ(⇡)ū1(x)dx

= T1 + T2,

where

T1 =
Z

G

Z

bG
tr
⇣
⇡(x)

⇣
�0(k�1x, k · ⇡)� �0(0, k · ⇡)

⌘
 (k · ⇡(R))bu1(⇡)

⌘

⇥ dµ(⇡)ū1(x)dx,

T2 =
Z

G

Z

bG
tr (⇡(x)�0(0,⇡)(1�  )(k · ⇡(R))bu1(⇡)) dµ(⇡)ū1(x)dx

=
Z

bG
tr
�
�0(0,⇡)(1�  )(k · ⇡(R))bu1(⇡)bu1(⇡)⇤

�
dµ(⇡),

and the function  is chosen as usual,  ⌘ 0 on a neighbourhood of 0 and  ⌘ 1
on (3,1) for some 3 > 0.

For T2, we use that by (2.17), for each ⇡ 2 bG, there exists k⇡ 2 N such that
(1�  )(k · ⇡(R)) = 0 for all k � k⇡ . Hence for k � k⇡ , we also have

tr
�
�0(0,⇡)(1�  )(k · ⇡(R))bu1(⇡)bu1(⇡)⇤

�
= 0.

Since we have
�
�tr
�
(1�  )(k · ⇡(R))�0(0,⇡)bu1(⇡)bu1(⇡)⇤

���  C ,�0kbu1(⇡)k2HS(H⇡ )

with C ,�0 := sup�>0 |1�  (�)| sup⇡ 02bG k�0(0,⇡
0)kL (H⇡ 0 ) 2 (0,1) and

Z

bG
kbu1(⇡)k2HS(H⇡ )dµ(⇡) = ku1k22 <1,

the Lebesgue dominated convergence theorem yields that T2 tends to 0 as k !1.
Let us now study T1. The mean value theorem stated in Lemma 2.2 extends to

Banach value functions. Hence fixing a homogeneous quasi-norm | · |, there exists
a constant C > 0 such that for any � 2 Ṡ0, x 2 G and r > 0, we have

sup
⇡2bG
k�0(r x,⇡)� �0(0,⇡)kL (H⇡ )  C

nX

j=0
|r x |⌫ j sup

y2G,⇡2bG
kX j�0(y,⇡)kL (H⇡ ).
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We obtain
�
�
�tr
⇣
⇡(x)  (k · ⇡(R))

⇣
�0(k�1x, k · ⇡)� �0(0, k · ⇡)

⌘
bu1(⇡)

⌘
ū1(x)

�
�
�

CC 0 ,�0
|u1(x)|

nX

j=0

�
�k�1x

�
�⌫ j tr |bu1(⇡)|

where C 0 ,�0
:= sup�>0 | (�)| supy2G,⇡2bG, j=1,...,n kX j�0(y,⇡)kL (H⇡ ) 2 (0,1).

Since u1 2 S(G), we have
Z

G
|u1(x)|

nX

j=0
|x |⌫ j dx <1 and

Z

bG
tr |bu1(⇡)| dµ(⇡) <1,

and the Lebesgue dominated convergence theorem yields again that T1 tends to 0 as
k !1.

We have shown that T1 and T2 tend to 0 as k !1 and this implies

(Auk, uk)L2(G) �!k!1

Z

bG
tr
�
bu1(⇡ 0)⇤�0(0,⇡ 0)bu1(⇡ 0)

�
dµ(⇡ 0),

which gives the result by use of the polar decomposition for the Plancherel measure,
see Section 2.3.

6.3. Example: oscillations from square integrable representations

We now study another example, which may be viewed as a spectral or dual con-
centration. We consider a graded group G which admits an infinite dimensional
(unitary irreducible) representation ⇡0 which is square integrable modulo its cen-
tre. We also fix a smooth unit vector v0 2 H1⇡0 and consider the associated matrix
coefficient:

e0(x) := (⇡0(x)v0, v0)H⇡0 , x 2 G.

We may assume that the basis {X1, . . . , Xn} of the Lie algebra g has been chosen
so that a subset {X j1, . . . , X j jnz }, form a basis for the centre z of g. Therefore we
can write any element x as

x = expG(x1X1 + . . . + xn Xn) = x 0xz = xzx 0,

where xz = expG(x j1X j1 + . . . + xnzXnz) and x 0 = expG
�P

j /2{ j1,..., jnz} x j X j
�
.

Naturally, we identify the centre of the Lie algebra z and the centre of the group
Z := expG z with Rnz. Note that we still consider anisotropic dilations in those
directions. The quotient group G 0 := G/Z is also graded and we denote by Q0 its
homogeneous dimensions, also given by

Q0 :=
X

j /2{ j1,..., jnz}

� j .
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Finally, we denote by d⇡0 the formal degree of ⇡0 for which we have for any
v1, w1, v2, w2 2 H⇡0 :

d⇡0

Z

G/Z
(⇡0(x 0)v1, w1)H⇡0 (⇡0(x

0)v2, w2)H⇡0dx
0=(v1, v2)H⇡0 (w1, w2)H⇡0 , (6.3)

see [18, page 169 and Theorem 4.5.11].

Proposition 6.5. Let u0 2 S(Rnz). For each k 2 N, let uk : G ! C be the square
integrable function given by

uk(x) = k
Q0
2 e0(kx)u0(xz), x 2 G.

Then kukkL2(G) = ke0kL2(G0)ku0kL2(Z) < 1 and uk *
k!1

0 in L2(G, loc). This
sequence is pure and itsMDM is given by

� (x, ⇡̇) =

 
|u0(xz)|2

d⇡0
dxz⌦ �x 0=0

!

⌦ �⇡̇=⇡̇0,

and 0(⇡̇0) = v0 ⌦ v⇤0 being the orthogonal projection on Cv0.

The Schwartz function on the centre is needed to contain the oscillations, as in the
abelian case. Indeed, on the one hand, on the centre Z of the group, ⇡0 coincides
with the character ei�0·, i.e. ⇡0(xz) = ei�0xz where we identify xz with an element
of Rnz and where �0xz denotes the standard scalar product of the two elements �0
and xz of Rnz. Thus for any x = x 0xz in G we have

e0(x) =
�
⇡0(x 0xz)v0, v0

�
H⇡0

= ei�0xz
�
⇡0(x 0)v0, v0

�
H⇡0

= ei�0xze0(x 0).

On the other hand, e0
�
�
G0 2 S(G 0). See again [18, page 169 and Theorem 4.5.11].

Before starting the proof, let us describe the more concrete case of the Heisen-
berg group and the matrix coefficient given by the bounded spherical functions, see,
e.g., [5]. More precisely, we realise the Heisenberg group asH1 = {(x, y, t) 2 R3}
with law

(x, y, t)(x 0, y0, t 0) =
�
x + x 0, y + y0, t + t 0 +

1
2
(xy0 � x 0y)

�
.

Let ⇡0 be the representation of H1 determined (up to equivalence) by the fact that
it coincides with the character t 7! eit on the centre of H1. For the smooth vector,
we choose the `-th Hermite function (with L2(R)-normalisation) if we realise this
representation in the Schrödinger model, or equivalently, the (suitably normalised)
monomial of degree ` in the Bergman-Fock model. In this case, the matrix coeffi-
cient is given by

e0(x, y, t) = eitL`

 
x2 + y2

2

!

,
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whereL` is the `-th Laguerre function, that is, L`(r) = e
�r
2 L`(r) and L` is the `-th

Laguere polynomial. Note that the e0 in this particular case is of the form described
above.

Proof of Proposition 6.5. First let us show that each function uk is square inte-
grable:

kukk2L2(G)
=
Z

G0

Z

Rnz

�
�
�
�e0
�
kx 0kxz

�
u0(xz)k

Q0
2

�
�
�
�

2
dxzdx 0

=
Z

G0

�
�e0
�
kx 0
���2kQ

0
dx 0

Z

Rnz

�
�u0(xz)

�
�2dxz

=
Z

G0

�
�e0
�
x 00
���2dx 00

Z

Rnz

�
�u0
�
xz
���2dxz,

having used the change of variable x 00 = kx 0. As the functions e0 and u0 are
Schwartz on G 0 and Rnz respectively, the quantity above is finite, and uk 2 L2(G)
with kukkL2(G) = ke0kL2(G0)ku0kL2(Z).

For any �1 2 D(Rnz),�2 2 D(G 0), we have
Z

G0

Z

Rnz
uk
�
xzx 0

�
�1
�
xz
�
�2(x 0)dxzdx 0

=
Z

Rnz
ei�0(kxz)u0

�
xz
�
�1(xz)dxz

Z

G0
e0
�
kx 0
�
�2(x 0)k

Q0
2 dx 0.

By the Riemann-Lebesgue theorem, the integral over Rnz tends to zero as k !1.
After the change of variable x 00 = kx 0, the integral over G 0 becomes

Z

G0
e0
�
kx 0
�
�2
�
x 0
�
k
Q0
2 dx 0

= k
�Q0
2

Z

G0
e0
�
x 00
�
�2
�
k�1x 0

�
dx 00 ⇠k!1 k

�Q0
2 �2(0)

Z

G0
e0
�
x 00
�
dx 00,

thus this integral tends to zero as k !1. Hence uk *
k!1

0 in L2(G, loc).

Let us now compute the MDM of (uk). Let A = Op(� ) 2 90cl(G). Let
� 2 D(G) be real valued and such that the support of the integral kernel of A is in
{� = 1}⇥ {� = 1}.

(Auk, uk)L2(G) = (A(�uk),�uk)L2(G)

=
Z

bG

Z

G
tr (⇡(x)�0(x,⇡) (⇡0(R))⇡(�uk)) (� ūk)(x)dxdµ(⇡);

here we understand the double integral over bG as in Proposition 2.21, that is, as the
limit of the absolutely convergent double integral:

lim
N!+1

Z

N ·C

Z

G
trN (⇡(x)�0(x,⇡) (⇡0(R))⇡(�uk)) (� ūk)(x)dxdµ(⇡),
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where C is a compact neighbourhood of 1 2 bG such that [N2NN · C = bG, and trN
denotes the trace of the operators projected on the subspace spanned by the first N
vectors, having fixed a fundamental sequence of vector fields. Hence we are led to
study:

Z

bG

Z

G
tr (⇡(x)� (x,⇡)⇡(�uk)) (� ūk)(x)dxdµ(⇡)

=
Z

bG

Z

G

Z

G
tr
�
⇡(x)� (x,⇡)⇡(y)⇤

�
(� ūk)(x)(�uk)(y)dxdydµ(⇡),

having expanded ⇡(�uk). This multiple integral is again convergent. Applying the
change of variables first y 7! w = y�1x and using the properties of the trace, the
integral above becomes

Z

bG

Z

G

Z

G
tr
⇣
⇡(x)� (x,⇡)⇡

�
wx�1

�⌘
(� ūk)(x) (�uk)

�
xw�1

�
dxdwdµ(⇡)

=
Z

bG

Z

G

Z

G
tr (⇡(w)� (x,⇡)) (� ūk)(x) (�uk)

�
xw�1

�
dxdwdµ(⇡)

=
Z

bG

Z

G

Z

G
tr
�
⇡ 0(w0)� (x, k · ⇡ 0)

�
(� ūk)(x) (�uk)

�
x k�1w0�1

�
dxdw0dµ

�
⇡ 0
�
,

after the change of variable (⇡, w) 7! (⇡ 0, w0) = (k�1 · ⇡, kw), whose Jacobian is
1 by (2.1) and (2.9). Let us write

(� ūk)(x) (�uk)
⇣
x k�1w0�1

⌘

= kQ
0
�(x)�

⇣
x k�1w0�1

⌘
ē0(kx)e0

⇣
kx w0

�1
⌘
ū0(xz)u0

⇣�
x k�1w0�1

�
z

⌘

= kQ
0
|� |2(x)|u0|2

�
xz
�
ē0(kx)e0

⇣
kx w0

�1
⌘

+ "k
�
x, w0

�
.

We claim that for any ⌧ 2 L1(bG) such that F�1G ⌧ is a compactly supported distri-
bution on G, we have for any x 2 G

Z

bG

Z

G
tr
⇣
⇡(y)⌧ (⇡)e0

�
xy�1

�⌘
dydµ(⇡) = (⇡0(x)⌧ (⇡0)v0, v0)H⇡0 . (6.4)

Indeed by the Fourier inversion formula, the limit is equal to
Z

G
F�1G ⌧ (y) e0

�
xy�1

�
dy

interpreted in the sense of a compactly supported distribution at a smooth bounded
function, and this is equal to the right hand side of (6.4). We can apply this to
⌧ = {� (x,⇡),⇡ 2 bG} since F�1G � (x, ·) is the convolution kernel of A which is
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compactly supported (as the integral kernel of A is compctly supported). Hence the
claim in (6.4) is proved and we may apply it to obtain:

(Auk, uk)L2(G) = T (k) + "̃(k)

where

T (k) :=
Z

G
kQ
0
|� |2(x)|u0|2

�
xz
�
ē0(kx)(⇡0(kx)� (x, k · ⇡0)v0, v0)H⇡0dx,

"̃(k) := lim
R!+1

Z

(k�1R)·C

Z

G

Z

G
tr
�
⇡ 0
�
w0
�
�
�
x, k · ⇡ 0

�
"k
�
x, w0

��
dxdw0dµ

�
⇡ 0
�
.

Let us show that "̃(k) tends to zero as k !1. It is easy to see that in the Sobolev
space L2s (G) for any s > Q/2, we have the uniform convergence:

sup
x2G
k"k(x, ·)kL2s (G) �!k!1 0.

From Section 2.6, we have

8�2L2s (G), ⌧ 2L1(bG)

�
�
�
�

Z

bG
tr
�
⌧ (⇡)b�(⇡)

�
dµ(⇡)

�
�
�
�Csk⌧kL1(bG)k�kL2s (G).

From the two properties above, we obtain easily

|"̃(k)| 
Z

G
k� (x, ·)kL1(bG)k"k(x, ·)kL2s (G)dx �!k!1 0,

as the integrand has compact support in x 2 G.
For T (k), as we have

ē0(kx)⇡0(kx) = e�i�0(kxz)ē0
�
kx 0
�
ei�0(kxz)⇡0

�
kx 0
�

= ē0
�
kx 0
�
⇡0
�
kx 0
�
,

the change of variable x 00 = kx 0 whose Jacobian is k�Q0 yields:

T (k) =
Z

G0

Z

Rnz
kQ
0
|� |2(x)|u0|2

�
xz
�
ē0
�
kx 0
�

⇥
⇣
⇡0
�
kx 0
�
�
�
xzx 0, k · ⇡0

�
v0, v0

⌘

H⇡0
dxzdx 0

=
Z

G0

Z

Rnz
|� |2

�
xzk�1x 00

�
|u0|2

�
xz
�
ē0
�
x 00
�

⇥
⇣
⇡0
�
x 00
�
�
�
xzk�1x 00, k · ⇡0

�
v0, v0

⌘

H⇡0
dxzdx 00.
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We claim that, by the Lebesgue theorem, this converges towards

T (k) �!
k!1

Z

G0

Z

Rnz
|� |2

�
xz
�
|u0|2

�
xz
�
ē0
�
x 00
�

⇥
⇣
⇡0
�
x 00
�
�0
�
xz,⇡0

�
v0, v0

⌘

H⇡0
dxzdx 00,

(6.5)

where �0 = princ(A). Indeed we fix a positive Rockland operator R (of homo-
geneous degree ⌫) and  2 C1(R) a smooth function such that  ⌘ 0 on a
neighbourhood of 0 and  ⌘ 1 on [3,1). We know that the symbol

⇢ := � � �0 (⇡(R)),

is in Sm1 with m1 < 0. We may write

(⇢(x, k · ⇡0)v0, v0)H⇡0 =
�
⇢̃k,xvk, v0

�
H⇡0

where ⇢̃k,x = ⇢(x, k · ⇡0)k · ⇡0(I+R)�
m1
⌫ and vk := k · ⇡0(I+R)

m1
⌫ v0. The op-

erator ⇢̃k,x is uniformly bounded:

k⇢̃k,xkL (H⇡0 )  sup
x2G,⇡12bG

�
�
�⇢(x,⇡1)⇡1(I+R)�

m1
⌫

�
�
�

L (H⇡0 )
 k⇢kSm1 ,0,0,m1,

and so is the vector vk :

kvkkH0 
�
�
�k · ⇡0(I+R)

m1
⌫

�
�
�

L (H⇡0 )
kv0kH0  sup

�>�min(⇡0)
(1+ k⌫�)

m1
⌫  1.

Here �min(⇡0) is the smallest eigenvalue of ⇡0(R), see Lemma 2.10 (2), so
�min(⇡0) 2 (0,1) and kvkkH0 tends to 0 as k ! 1. It is now a routine exer-
cise left to the reader to apply the Lebesgue theorem and obtain the convergence
in (6.5).

As A is compactly supported in {� = 1}⇥ {� = 1}, we may assume that �0 is
compactly supported in x , and that this support is included in {� = 1}. Hence we
have obtain that the (Auk, uk)L2(G) has the same limit as T (k) and, in view of (6.3),
this limit can be rewritten as

1
d⇡0

✓✓Z

G
princ0(A)(xz,⇡0) |u0(xz)|

2dxz

◆
v0 , v0

◆

H⇡0
.

6.4. Example: general oscillations

In Section 6.3, we constructed a pure sequence associated with a square integrable
representation. In this section, we generalise the idea to any irreducible represen-
tation of G. If the representation is finite dimensional, then it is of dimension 1
(see [18]) and we may proceed as in the Euclidean case. Let us consider ⇡0 an
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irreducible representation of infinite dimension. We will replace the properties
of square integrability with the general results on representations of nilpotent Lie
groups due to Pedersen [46].

Unfortunately, the notation adapted to the presence of dilations is in conflict
with the conventional notation for Jordan-Hölder bases. Indeed, our canonical ba-
sis X1, . . . , Xn of g, that is, a basis adapted to the gradation (see Section 2.1), is
adapted to the Jordan-Hölder sequence:

g =: gn ⇢ gn�1 ⇢ . . . ⇢ g1 ⇢ g0 := {0},
where gk := RXn�k+1 � . . .�RXn, k = 1, . . . , n,

except for the order of the labels in the basis; for instance Xk 2 gn�k+1\gn�k . We
denote by J the set of jump indices of ⇡0:

J := {1  k  n : ⇡0(Xk) /2 ⇡0(U(gn�k))}.

We recall that we have denoted in the same manner the representations of G and g.
We observe that the set of jump indices is the same for r ·⇡0, for any r > 0. We set

gJ := �k2JRXk and gJc := �k /2JRXk .

The natural Haar measures on gJ and gJc are5k2J dx j and5k /2J dx j respectively;
we will denote them by dx , or any other letter representing the variable of integra-
tion.

For any Schwartz function � 2 S(gJ ) on the vector space gJ , we define:

�̃ :=
Z

x=(xk)k2J2gJ
�(x) ⇡0

 

exp

 
X

k2J
x j X j )

!!

dx .

This is a smooth operator onH⇡0 , i.e. �̃ 2 L (H⇡0)1. Moreover (cf. [46]), � 7! �̃
is an isomorphism between the Fréchet spaces S(gJ ) andL (H⇡0)1; its inverse is
given by

L (H⇡0)1 3 A 7! f A � exp
�
�
gJ

, where f A(x) := tr (⇡0(x)A) , x 2 G. (6.6)

Any element inL (H⇡0)1 is trace-class. An example of an element ofL (H⇡0)1
is v ⌦ w⇤ where v and w are two smooth vectors of H⇡0 . For any � 2 S(gJ ) the
operator �̃ is trace-class with [46]

tr �̃ =
1
d⇡0

�(0). (6.7)

Here d⇡0 > 0 is the computable constant in (6.3). It depends on ⇡0 and on the
choice of Jordan-Hölder basis (but not on �), and generalises the notion of degree
for square integrable representations.

We can now state and prove the following generalisation of Proposition 6.5:
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Proposition 6.6. Let ⇡0 be an irreducible representation of G of infinite dimension.
We define its jump set J and the subspaces gJ , gJc of g as above. We set

QJ :=
X

k2J
�k .

Let u0 2 S(gJc). Let A 2 L (H⇡0)1 and define f A as in (6.6). For each k 2 N, let
uk : G ! C be the function given by

uk(x) = k
QJ
2 f A(kx) u0

�
xJc
�
.

Then kukkL2 = d�1/2⇡0 kAkHS(H⇡0 )ku0kL2(gJc ) and uk *
k!1

0 in L2(G, loc). This
sequence is pure and itsMDM is given by

� (x, ⇡̇) =

 
|u0(xJc)|2

d⇡0
dxJc ⌦ �0(xJ )

!

⌦ �⇡̇0(⇡̇), 0(⇡̇0) = AA⇤.

In the statement, we have used the following notation:

if x = exp

 
nX

k=1
x j X j

!

2G, then xJc := (x j ) j /2Jc 2 gJc , xJ := (x j ) j2J 2 gJ .

In the proof, we will use the following properties:

Lemma 6.7. Let ⇡0 be an irreducible representation of infinite dimension of G. We
define as above its jump set J , the subspaces gJ , gJc .

(1) There exists a linear function F : gJ ⇥ gJc ! gJ such that

⇡0(x) = ⇡0
⇣
exp

�
XJ + F(XJ , XJc)

�⌘
,

where x=exp(
Pn

k=1 x j X j )2G, XJ =
P

k2J x j X j 2gJ , XJc =
P

k /2J x j X j 2
gJc .
Furthermore, for any XJc , the change of variableXJ 7!X 0J = XJ+F(XJ ,XJc)
is a diffeomorphism of gJ with determinant 1;

(2) Let A 2 L (H⇡0)1 and define f A as in (6.6). We have

Z

(xk)k2J2gJ
f A(x) ⇡0

 

exp

 
X

k2J
x j X j

!!⇤
dx =

1
d⇡0

A;

(3) Let � 2 L1(bG) be such that F�1G � is a compactly supported distribution on
G. Then

Z

G

Z

bG
tr (� (⇡) ⇡(w)) f A(w�1x)dµ(⇡)dw = tr ((⇡0)⇡0(x)A) ,



276 CLOTILDE FERMANIAN-KAMMERER AND VÉRONIQUE FISCHER

interpreting the left-hand side as in Proposition 2.21, that is, as the limits (in
this order) of the absolutely convergent double integral:

lim
R!1

lim
N!+1

Z

N ·C

Z

G
trN (� (⇡)⇡(w)) f A

�
w�1x

�
�R(w) dwdµ(⇡),

where � 2 D(G) with � ⌘ 1 on a neighbourhood of 0 and �R(x) :=
�(R�1x), C a compact neighbourhood of 1 2 bG such that [N2NN · C = bG,
and trN denotes the trace of the operators projected on the subspace spanned
by the first N vectors, having fixed a fundamental sequence of vector fields.

Proof. Part (1) is a simple consequence of the definition of a jump set, it is left to
the reader. Part (2) is in [46]. For Part (3), we apply Proposition 2.21 to obtain:

Z

G

Z

bG
tr (� (⇡) ⇡(w)) f A

�
w�1x

�
dµ(⇡)dw =

Z

G
F�1G � (w) f A

�
w�1x

�
dw

=
Z

G
tr
⇣
F�1G � (w)⇡0(w)⇤⇡0(x) A

⌘
dw = tr (� (⇡0)⇡0(x)A) ,

since A is trace-class and � (⇡0) 2 L (H⇡0).

The arguments to show Proposition 6.6 follow the ones for Proposition 6.5.
The main modifications come from replacing the properties of the centre with
Lemma 6.7 Part (1). We will only outline the ideas, the technical details being
very similar to the ones in the proof of Proposition 6.5.

Sketch of the proof of Proposition 6.6. Let � 2 D(G) and � 2 S0cl(G).

(Op(� )(�uk),�uk)L2(G)

= kQJ

Z

bG

Z

G

Z

G
tr (� (x,⇡)⇡(w)) (�uk)

�
xw�1

�
�uk(x)dwdxdµ(⇡)

= kQJ

Z

bG

Z

G

Z

G
tr (� (x, k · ⇡)⇡(w)) (�uk)

�
x k�1w�1

�
�uk(x) dwdxdµ(⇡),

after the change of variable (⇡, w) 7! (k · ⇡, k�1w). For k large,

(�uk)
�
x k�1w�1

�
⇠ (�u0)(x) f A

�
(kx)w�1

�
.

Lemma 6.7 Part (3) implies
Z

bG

Z

G
tr (� (x, k · ⇡)⇡(w)) f A

�
(kx)w�1

�
dwdµ(⇡) = tr (⇡0(kx)� (x, k⇡0)A) .
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Let us define u0(x) = u0(xJc) when x = exp(
Pn

k=1 x j X j ) 2 G. Therefore

(Op(� )(�uk),�uk)L2(G) ⇠ kQJ

Z

G
tr (⇡0(kx)� (x, k⇡0)A) f A(kx)|�u0|2(x)dx

=
Z

gJc

Z

gJ

tr
⇣
⇡0
⇣
eX J+kX Jc

⌘
�
⇣
ek
�1XJ+XJc , k⇡0

⌘
A
⌘

⇥ f A(eX J+kX Jc )|�u0|2(ek
�1XJ+XJc )dX JdX Jc ,

having written x = exp(XJ + XJc) and then performed the change of variable
XJ 7! k�1XJ . We have k�1XJ ! 0, so

(Op(� )(�uk),�uk)L2(G)

⇠
Z

gJc

Z

gJ

tr
⇣
⇡0
⇣
eX J+kX Jc

⌘
�
⇣
eX Jc, k⇡0

⌘
A
⌘
f A(eX J+kX Jc )|�u0|2

⇣
eX Jc

⌘
dX JdX Jc

=
Z

gJc

Z

gJ

tr
⇣
⇡0
⇣
eX
0
J
⌘
�
⇣
eX Jc , k⇡0

⌘
A
⌘
f A(eX

0
J )|�u0|2

⇣
eX Jc

⌘
dX 0J dX Jc ,

after having used the change of variable XJ 7! X 0J = XJ + F(XJ , kX Jc), see
Lemma 6.7 Part (1). Applying Lemma 6.7 Part (2) on the integral over gJ concludes
the (sketch of the) proof.

In the next section, we will need the following limits which follow from similar
computations to the ones above:

Corollary 6.8.

(1) Let ⇡0, A, u0 and uk as in Proposition 6.6. If x0 6= x1 and u0 has a compact
support small enough then

lim
k!1

(Op(� )(�uk(x1·)),�uk(x0·))L2(G) = 0.

(2) Let ⇡0 and u0 as in Proposition 6.6 and A, B be in L (H⇡0)1. We construct
(uk) and (vk) as in Proposition 6.6 for A and B respectively. If AB⇤ = 0 then

lim
k!1

(Op(� )(�uk),�vk)L2(G) = 0.

(3) Let ⇡0, A and u0 as in Proposition 6.6 and consider ⇡̇1 2 bG with ⇡̇1 6= ⇡̇0,
and v0 and B in L (H⇡1)1. We construct (uk) and (vk) as in Proposition 6.6
for u0,⇡0, A and v0,⇡1, B respectively. Then

lim
k!1

(Op(� )(�(uk + vk)),�(uk + vk))L2 = lim
k!1

(Op(� )(�uk),�uk)L2

+ lim
k!1

(Op(� )(�vk),�vk)L2 .



278 CLOTILDE FERMANIAN-KAMMERER AND VÉRONIQUE FISCHER

Proof of Part (1). An argument of translation shows that it suffices to prove the
case x1 = 0. Proceeding as in the proof of Proposition 6.6, we obtain:

(Op(� )(�uk),�uk(x0·))L2(G)

⇠ kQJ

Z

G
tr (⇡0(kx)� (x, k⇡0)A) f A(k(x0x))(�u0)(x) �u0(x0x)dx .

Now u0(x)ū0(x0x) = 0 for any x 2 G when u0 has a support small enough and
x0 6= 0.

Proof of Part (2). Proceeding as in the proof of Proposition 6.6, we obtain:

(Op(� )(�uk),�vk)L2(G) ⇠ kQJ

Z

G
tr (⇡0(kx)� (x, k⇡0)A) fB(kx)|�u0|2(x)dx

⇠
Z

gJc

Z

gJ

tr
⇣
⇡0(eX

0
J )� (eX Jc , k⇡0)A

⌘
fB(eX

0
J )|�u0|2(eX Jc )dX 0J dX Jc

=
Z

gJc
tr
✓
1
d⇡0

B⇤� (eX Jc , k⇡0)A
◆

|�u0|2(eX Jc )dX 0J dX Jc .

Hence this is zero when AB⇤ = 0.

Proof of Part (3). Proceeding as in the proof of Proposition 6.6, we obtain:

(Op(� )(�uk),�vk)L2(G)

⇠ kQJ

Z

G
tr (⇡0(kx)� (x, k⇡0)A) fB(kx)|�u0|2(x)dx

⇠
Z

gJc

Z

gJ

tr
⇣
⇡0
⇣
eX J+kX Jc

⌘
�
⇣
eX Jc, k⇡0

⌘
A
⌘
fB(eX J+kX Jc )|�u0|2

⇣
eX Jc

⌘
dX JdX Jc ,

having used the jump set for ⇡0. And this is equivalent to the same quantity with
princ0(� ) replacing � . So when princ0(� ) is zero at (x, ⇡̇0) for all x 2 G, we have

lim
k!1

(Op(� )(�uk),�vk)L2(G) = 0.

Let us fix a continuous real-valued function on bG/R+ such that ⌘(⇡̇0) = 0 and
⌘(⇡̇1) = 1. Considering a general symbol � , we write � = �⌘ + (1� ⌘)� so

<(Op(� )(�uk),�vk)L2 = <(Op(�⌘)(�uk),�vk)L2

+<((�uk), (Op(� (1� ⌘))⇤�vk)L2 .

As �⌘ vanishes at ⇡̇0, the limit of the first term on the right hand side is zero. For
the second term, we have as in the proof of Lemma 6.3

lim
k!1

((�uk),
�
Op(� (1� ⌘))⇤�vk

�
L2 = lim

k!1

�
(�uk),Op

�
� ⇤(1� ⌘)

�
�vk

�
L2

and it must be zero since � ⇤(1� ⌘) vanishes at ⇡̇1.
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6.5. Consistency of the description

Our main result describes MDMs as trace-class-valued positive measures, see Sec-
tion 6.1. In this section, we will show the converse, that is, that any element of
M+

1 (�⇥61) is a MDM:

Proposition 6.9. Let � be a non-empty open set of G and (0, � ) 2M+
1 (�⇥61).

Then, there exists a pure sequence (uk) with 0d� asMDM.

Our proof of Proposition 6.9 will use the following description of the topological
dual of C⇤(Ṡ0c (�)).

Lemma 6.10. Let � be a non-empty open subset of G.

(1) For any complex element (� ,0) ofM1(�⇥61), the linear form

Ṡ0c (�) 3 � 7�!
Z
tr (� 0) d� =

Z

�⇥61
tr (� (x, ⇡̇) 0(x, ⇡̇)) d� (x, ⇡̇),

extends uniquely to a continuous linear form `(� ,0) on C⇤(Ṡ0c (�));
(2) Conversely, given any continuous form ` on C⇤(Ṡ0c (�)), there exists a complex

element (� ,0) ofM1(�⇥61), such that ` = `(� ,0);
(3) If two complex elements (� ,0) and (� 0,00) ofM1(� ⇥ 61), yield the same

linear form, i.e. `(� ,0) = `(� 0,00), then they are equivalent;
(4) The map 8 : ` = `(� ,0) 7! 0d� is an isomorphism from the topological dual

of the Banach space C⇤(Ṡ0c (�)) onto the Banach space of the equivalence
classes 0d� inM1(�⇥61) equipped with the norm

k0d� k := sup
�2C⇤(Ṡ0c (�))\{0}

|`� ,0(� )|

k�kC⇤(Ṡ0c (�))

;

(5) The states of the C⇤-algebra C⇤(Ṡ0c (�)) are mapped by 8 onto the measures
0d� � 0 with

R
tr (0)d� = 1. The pure states corresponds to (�x0(x) ⌦

�⇡̇0(⇡), v0 ⌦ v⇤0) where x0 2 �, ⇡̇0 2 61 and v0 a unit vector inH⇡0;
(6) The positive forms of the C⇤-algebra C⇤(Ṡ0c (�)) are mapped by 8 onto the

measures 0d� � 0 with (� ,0) 2M+
1 (�⇥61).

Proof. The states were characterised in Proposition 5.17. The properties are easily
proved from well-known facts or routine exercises in functional analysis.

Lemma 6.10 allows us to identify the topological dual of C⇤(Ṡ0c (�)) with
M+

1 (�⇥61) modulo equivalence. We can now prove Proposition 6.9.

Proof of Proposition 6.9. Let � be a non-empty bounded open set of G. We fix a
positive Rockland operator R, and a function  2 C1(R) such that  ⌘ 0 on a
neighbourhood of 0 and  ⌘ 1 on a neighbourhood of +1. We denote by fM the
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subset ofM :=M1(�⇥61), of 0d� � 0 for which there exists a sequence (uk)
in L2(�) satisfying uk *k!1 0 and

8� 2 Ṡ0c (�),

lim
k!1

(Op(� (⇡(R)))uk, uk)L2(�) =
Z

�⇥61
tr (� (x, ⇡̇) 0(x, ⇡̇)) d� (x, ⇡̇) .

(6.8)

We want to show that fM is equal toM+ :=M+
1 (�⇥61). Clearly, fM is included

inM+ and we already know that fM contains 0, and the examples in Propositions
6.4 and 6.6.
Claim 1: Let us show that fM is convex. Indeed, one easily checks that if the
sequence (uk) in L2(�) satisfies uk *k!1 0 and (6.8) with 0d� � 0, then for
any r > 0 the sequence (ruk) satisfies the same property with r20d� � 0.
Claim 2:One easily checks that if x0 2 G and if the sequence (uk) in L2(�) satisfies
uk *k!1 0 and (6.8) with 0d� � 0, then the sequence (uk(x0 ·)) satisfies the
analogous properties with 0(x0x, ⇡̇)d� (x0x, ⇡̇), which thus is in fM. In this sense,
fM is invariant under spatial translations.

Lemma 6.10 allows us to identifyM with the topological dual of C⇤(Ṡ0c (�));
we now equip it with the weak-* topology. By the Krein-Milman Theorem,M+

is the positive span of the pure states and 0 (i.e. the closure of the set of all non-
negative linear combinations of pure states).

Claim 3: Let us show that fM is closed inM+. Indeed, let (0( j)d� ( j)) j2N be a
sequence in fM converging to 0d� inM. Considering corresponding sequences
(u( j)
k )k2N in L2(�) satisfying u( j)

k *k!1 0 and (6.8) with 0( j)d� ( j) � 0, then
we extract a diagonal subsequence (u(k( j))

k( j) ) j2N satisfying u
(k( j))
k( j) * j!1 0. By

Theorem 6.1, we may assume that this subsequence satisfies (6.8) for a positive
trace-class-valued measure which is unique up to equivalence, so this positive trace-
class-valued measure coincides with 0d� by Lemma 6.10 (3). Hence the limit 0d�
is in fM which is thus closed.
Conclusion: Considering a sequence as in Proposition 6.6 with ⇡0 2 bG of infinite
dimension, A 2 L (H⇡0)1, u

(✏)
0 = ✏�QJc/2u0(✏�1x) where ✏ > 0, u0 2 D(gJc)

with a support small enough and QJc =
P

k2Jc �k , the proof of Claim 3 shows
that (�x=0 ⌦ �⇡̇=⇡0, AA⇤) 2 fM when 0 2 �. Using the invariance under spatial
translation (cf. Claim 2), (�x=x0 ⌦ �⇡̇=⇡̇0, AA⇤) 2 fM for any x0 2 � and ⇡0 2 bG
of infinite dimension. Note that this membership also holds when ⇡0 is of finite
dimension, therefore of dimension one; it suffices then to adapt the Euclidean case,
and we view it as a degenerate case of Proposition 6.6. We choose A = v0 ⌦ v⇤0
with v0 2 H⇡0 smooth and unitary. We can remove the hypothesis “smooth” by
considering a sequence of such vectors and Claim 3. This shows that fM contains
all the pure states, see Lemma 6.10 (5). Moreover, they can all be obtained as MDM
of sequences obtained by diagonal extractions of suitable sequences constructed in
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Proposition 6.6. This together with Corollary 6.8 and Claim 1 show that fM also
contains the positive span of the pure states and 0. Therefore fM =M+.

7. Applications

In this section, we investigate the properties of the MDM of a sequence of functions
that satisfy a differential equation. In particular, we are concerned with Div-Curl
type results and, as a consequence, we shall focus on vector-valued sequences.

Let � be an open subset of G and let us consider a vector-valued sequence of
functions of L2(�), (Uk)k2N = (uk1, · · · , ukN )k2N, N 2 N. We assume that (Uk)
converges weakly to some vector valued function U = (u1, · · · , uN ) of L2(�)N ,
in the sense that for all j 2 {1, · · · , N }, ukj tends weakly to u j in L

2(G). In order
to study the defects of compactness of a family of the form (Uk)k2N, we shall use
matrices of operators in 90cl(�). We shall denote by AP,Q the set of matrices with
P lines and Q rows and with entries in a given algebra A, for instance A = C
or Ṡ0 or C⇤(Ṡ0). We shall need basic notions about the C⇤-algebra AN ,N for a
general C⇤-algebra A and N 2 N, and this is done in the first subsection. Then, we
shall define MDM for vector-valued sequences and discuss localisation property of
MDM whenever (Uk)k2N satisfies a system of differential equations. Finally, the
last subsection is devoted to compensated compactness results and application to
Div-Curl Lemma.

7.1. Matrices of a C⇤-algebra

Let A be an algebra. When A has a unit, we will denote the unit by 1A. Let N 2 N.
We denote by IN 2 CN ,N the identity matrix and by Ei j the N ⇥N complex matrix
with 0 in every entry except for the i th row and j th column where the entry is 1.
Therefore, we will denote by AIN the set of diagonal matrices in AN ,N with the
same repeated entry on the diagonal, and by aEi j 2 AN ,N the matrix with 0 in
every entry except for the i-th row and k-th column where the entry is a 2 A. If the
algebra A is also a normed vector space, we set the following norm on AN ,1:

kVk2AN ,1 =

�
�
�
�
�

NX

j=1
v jv
⇤
j

�
�
�
�
�
A

when V =

0

B
@

v1
...

vN

1

C
A .

The next lemma gives the main properties of AN ,N when A is a C⇤-algebra.

Lemma 7.1. Let A be a C⇤ algebra and let N 2 N.

(i) Equipped with the norm given by

kMkAN ,N =sup{kV ⇤1 MV2kA : V1, V2 2 AN ,1, kV1kAN ,1  1, kV2kAN ,1  1},
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AN ,N is a C⇤-algebra. The sub-C⇤-algebra AIN of AN ,N is isomorphic to the
C⇤-algebra A.
If A has a unit, then 1AIN is the unit of AN ,N .
If A is a C⇤-algebra with approximate unit (ak)k2N then AN ,N is a C⇤-algebra
with approximate unit (akIN )k2N;

(ii) Assume here that A has a unit. Let ⇡ be a representation of the C⇤-algebra
AN ,N. Let ⇠1 be a non-zero vector of this representation with ⇠12⇡(1AE11)H⇡ .
We denote byW the closed subspace ofH⇡ generated by ⇠1. As Hilbert spaces,
W is isomorphic to the orthogonal sum of N copies of ⇡(AIN )⇠1. Furthermore
the representation ⇡ of the C⇤-algebra AN ,N on W is completely determined
by its restriction ⇡

�
�
AIN

to AIN ;
(iii) The spectrum of the C⇤-algebra AN ,N may be identified with the spectrum

of the C⇤-algebra A via the homeomorphism which maps an irreducible rep-
resentation ⇡ of AN ,N to the irreducible representation of A defined by the
restriction ⇡

�
�
AIN

;
(iv) If ` is a state of A and V 2 AN ,1 with `(V ⇤V ) = 1, then the functional

L = L`,V defined on AN ,N via

L(M) = `(V ⇤MV ), M 2 AN ,N ,

is a state of AN ,N . The pure states of AN ,N are of the form L`,V with ` a pure
state of A and V 2 AN ,1(C)1A a complex vector satisfying `(V ⇤V ) = 1.

Proof. Part (i) is left to the reader. Let us prove Part (ii). Let ⇡ be a representation
of the C⇤-algebra AN ,N . For each j = 1, . . . , N , we set H( j)

⇡ := ⇡(1AE j j )H⇡ .
The subspaces H( j)

⇡ are closed, orthogonal and their sum is H⇡ = �?1 jNH
( j)
⇡

since Eii E j j = �i= j Eii and IN =
PN

j=1 E j j in CN ,N . Furthermore, since ⇡(mIN )

and ⇡(1AE j j ) commutes for j fixed and any m 2 A, the algebra A acts onH( j)
⇡ via

m 7! ⇡(mIN ). We also observe that for any 1  i, j  N , ⇡(1AE ji ) mapsH(i)
⇡ to

H( j)
⇡ since E ji Eii = E j j E ji Eii . In fact, ⇡(1AE ji ) maps unitarily H(i)

⇡ onto H( j)
⇡

with inverse ⇡(1AEi j ) since Ei j E ji = Eii and E ji Ei j = E j j .
Let us fix a non-zero vector ⇠ (1) 2 H(1)

⇡ . Let ⇡(AN ,N )⇠ (1) be the closed
subspace ofH⇡ generated by ⇠ (1) under ⇡ . Its orthogonal projection onH( j)

⇡ is

⇡
�
1AE j j

�
⇡(AN ,N )⇠ (1) = ⇡(1AE j j )�l,k ⇡(AIN )⇡(1AElk)⇠ (1)

= ⇡(AIN )⇡(1AE j1)⇠ (1),

that is, the closed subspace in H( j)
⇡ generated by ⇠ ( j) := ⇡(1AE j1)⇠

(1) under the
action of A given by the restriction of ⇡ to AIN . All these orthogonal projections
are unitarily isomorphic:

⇡
�
1AE j j

�
⇡(AN ,N )⇠ (1) = ⇡(AIN )⇠ ( j) = ⇡(1AE j1)⇡(AIN )⇠ (1).
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So, as vector spaces and in terms of actions of A via ⇡ |AIN , ⇡(AN ,N )⇠ (1) is iso-
morphic to N copies of ⇡(AIN )⇠ (1). Furthermore, writing any matrix M 2 AN ,N

as M =
P
1l,kN mlk1AElk with ml,k 2 A, we have

⇡(M)⇠ ( j) =
X

1l,kN
⇡(mlk1AElk)⇠ ( j) =

X

1l,kN
⇡(mlkIN )⇡

�
1AElk E j1

�
⇠ (1)

=
X

1lN
⇡
�
mlj IN

�
⇡(1AEl1)⇠ (1) =

X

1lN
⇡
�
mlj IN

�
⇠ (l),

is in ⇡(AN ,N )⇠ (1). So ⇡ acts on ⇡(AN ,N )⇠ (1) where it is completely determined by
its restriction to ⇡(AIN ). This shows Part (ii).

Before continuing the proof, let us observe that these last computations imply
⇣
⇡(M)⇠ (1), ⇠ (1)

⌘

H⇡
=
⇣
⇡(m11IN )⇠ (1), ⇠ (1)

⌘

H⇡
.

A form of converse of this property consists in noticing that if ` is a state of the
C⇤-algebra A, then the functional L defined on AN ,N via L(M) = `(m11) is a state
of the C⇤-algebra AN ,N . More generally, if V 2 AN ,1 is a fixed vector valued in
A and ` is a state of the C⇤-algebra A, then the functional L defined on AN ,N via
L(M) = `(V ⇤MV ) is a state of the C⇤-algebra AN ,N provided that `(V ⇤V ) = 1.

For Part (iii) and (iv), if A has no unit, we consider instead its extension Ã =
A�C, see, e.g., [28, Section 1.3]. Hence, we may assume that A has a unit. Part (iii)
then follows from Part (ii) and its proof.

Let us now prove Part (iv) under the hypotheses that A has a unit. Let L
be a state of AN ,N . We set 0 j i := L(1AEi j ) for 1  i, j  N , and consider
the matrix 0 = (0i j ) 2 CN ,N . Since L(M) = L(M⇤), the matrix 0 = 0⇤ is
Hermitian so there exists a N ⇥ N unitary matrix P such that P⇤0P is diagonal.
We may replace L by M 7! L(PMP⇤) and assume that 0 is diagonal. Since L
is a positive linear functional, so is its restriction M 7! tr (M0) to CN ,N and this
implies 0 � 0. Furthermore as L is a state, tr0 = 1. So we may assume that
0 = Diag(�1, . . . , �N ) with �1 � �2 � . . . � �N � 0 and �1 + . . . + �N = 1.

We now assume that L is pure. Let ⇡ be the irreducible representation of the
C⇤-algebra AN ,N and ⇠ the unit vector associated with L . We can decompose

⇠ = ⇠1 + . . . + ⇠N , where ⇠ j := ⇡
�
1AE j j

�
⇠ 2 H( j)

⇡ := ⇡
�
1AE j j

�
H⇡ .

We have 1 = k⇠k2H⇡ = k⇠1k2H⇡ +. . .+k⇠Nk2H⇡ = �1+. . .+�N and more generally
�
⇠i , ⇠ j

�
H⇡ =

�
⇡(1AEi j )⇠, ⇠

�
H⇡ = L

�
1AEi j

�
= � j�i= j .

Necessarily ⇠1 6= 0. Naturally, ⇠i 2 H(i)
⇡ is orthogonal to ⇠ ( j) := ⇡(1AE j1)⇠1 =

⇡(1AE j1)⇠ 2 H( j)
⇡ if i 6= j . And for j = 2, . . . , N , ⇠ j is orthogonal to ⇠ ( j) since

⇣
⇠ j , ⇠

( j)
⌘

H⇡
=
�
⇡
�
1AE j j

�
⇠,⇡

�
1AE j1⇠

�
H⇡ =

�
⇡(1AE1 j )⇠, ⇠

�
H⇡

= L
�
1AE1 j

�
= �1= j .
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This shows that if ⇠2 6= 0 then the space ⇡(AN ,N )⇠2 generated by ⇠2 under the
representation ⇡ of AN ,N will be non-zero and distinct from ⇡(AN ,N )⇠1, contra-
dicting the irreducibility of ⇡ . Therefore 0 = ⇠2 = . . . = ⇠N and ⇠ = ⇠1 is unitary.
Furthermore we have:

L(M) =
X

1i, jN

�
⇡
�
mi j Ei j

�
⇠, ⇠

�
=

X

1i, jN

�
⇡
�
mi j Ei j

�
⇠ j , ⇠i

�

=
�
⇡(m11E11)⇠1, ⇠1

�
= `1(m11),

where `1 is the state of A associated with the restriction of ⇡ to A on ⇡(AIN )⇠1
and the unit vector ⇠1. With the notation of the statement, this shows L = L`1,V
with V = e11A where e1 is the first vector of the canonical basis of CN ; one easily
checks `1(V ⇤V ) = `1(1A) = 1. This concludes the proof of Part (iv) and of
Lemma 7.1.

7.2. Microlocal defect measures of vector-valued sequences and localisation
properties

Let us now go back to the family (Uk)k2N in L2(�, loc)N where� is an open subset
of G. We are concerned with the limit of quantities of the form (AUk,Uk)L2(�)N

for A 2
�
90cl(�)

�N ,N
.We shall denote by TrN the trace of operators acting on the

Hilbert space ofHN
⇡ : if � = (�i, j )1i, jN , 0 = (0i, j )1i, jN ,

TrN (� (x, ⇡̇) 0(x, ⇡̇)) =
X

1i, jN
tr
�
�i, j (x, ⇡̇) 0 j,i (x, ⇡̇)

�
.

A simple adaptation of the proof of our main result in Theorem 6.1 for scalar-valued
sequences and pseudo-differential operators yields:

Theorem 7.2. Let � be a non-empty open set of G. Let (Uk) be a sequence in
L2(�, loc)N and U 2 L2(�, loc)N . We assume that Uk *k!1 U a.e. in
L2(�, loc)N . Then there exist a subsequence (Uk( j)) j2N of (Uk) and a positive
measure (� ,0) 2M+

1 (� ⇥ 61, (HN
⇡ )⇡̇261) such that for any A 2 (90cl(�))N ,N ,

we have the convergence

lim
j!1

�
A(Uk( j) �U), (Uk( j) �U)

�
L2(�)N

=
Z

�⇥61
TrN (princ0(A)(x, ⇡̇) 0(x, ⇡̇)) d� (x, ⇡̇) .

Moreover, once the subsequence (k( j)) is fixed, the positive trace-class-valued
measure (0, � ) is unique up to equivalence.

Let us now consider a matrix-valued operator P consisting of K lines and N rows of
differentialoperatorsoforderm suchthat(PUk)k2N converges to 0 in L2�m(�, loc)K

as k ! +1 (recall that L2s (�, loc) was defined in Definition 4.23). The MDMs
0d� of (Uk)k2N satisfy the following localization property.
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Proposition 7.3. Let p(x,⇡) be the principal symbol of the matrix-valued differ-
ential operator P 2 (Sm(�))K ,N where � is an open subset of G. We assume that
the family (Uk)k2N in L2(�)N is such that PUk tends to PU in L2�m(�, loc)N . Let
0d� be a MDM of (Uk)k2N, then

p0(x, ⇡̇)0(x, ⇡̇)p0(x, ⇡̇)⇤ = 0, d� (x, ⇡̇) a.e.,

where p0(x, ⇡̇) := ⇡(R)�
m
⌫ p(x, ⇡̇) for any positive Rockland operator R (with

homogeneous degree ⌫).

Proof. We may assume that the sequence (Uk)k2N is pure. The equation satisfied
by (PUk)k2N implies that for any � 2 (S0cl(�))K ,K we have

lim
k!1

⇣
Op(� )(I+R)�

m
⌫ P(Uk �U), (I+R)�

m
⌫ P(Uk �U)

⌘

L2(�)K
= 0.

By the definition of 0d� , we deduce
Z

�⇥61
TrN

⇣
p(x, ⇡̇)⇤⇡(R)�

m
⌫ �0(x, ⇡̇)⇡(R)�

m
⌫ p(x, ⇡̇)0(x, ⇡̇)

⌘
d� (x, ⇡̇) = 0,

and this relation holds for any �0 2 (Ṡ0c (�))K ,K , and this implies the result.

7.3. Compensated compactness

The issue of compensated compactness result is to pass to the limit in quantities of
the form Z

�
�(x)(q(x)Uk(x),Uk(x))CN dx,

for some compactly supported scalar-valued smooth function � and for smooth
bounded matrix-valued function q 2 (D(�))N ,N . The aim is to find conditions
on the matrix q which allow to pass to the limit in terms of the weak limits U of
(Uk)k2N. The next proposition is a compensated compactness result. Recall that
the spaces L2s (�, loc) were defined in Definition 4.23.

Proposition 7.4. Let p(x,⇡) be the principal symbol of the matrix-valued differ-
ential operator P 2 (Sm(�))K ,N where � is an open subset of G. Let (Uk)k2N be
a sequence in L2(�, loc)N which converges to U weakly in L2(�, loc)N and such
that (PUk)k2N converges to PU in L2�m(�, loc)K .

(i) Let q 2 (C1(�))N ,N be such that for all x 2 �, ⇡ 2 bG and h 2 (H1⇡ )N , we
have

p(x,⇡)h = 0 =) (q(x)h, h)HN
⇡

= 0.

Then the sequence of smooth functions given by x 7! (q(x)Uk(x),Uk(x))CN

converges to x 7! (q(x)U(x),U(x))CN in D0(�);
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(ii) Let q 2 (C1(�))N ,N be such that q⇤ = q and satisfying for all x 2 �, ⇡ 2 bG
and h 2 (H1⇡ )N ,

p(x,⇡)h = 0 =) (q(x)h, h)HN
⇡
� 0.

Then, for any non-negative � 2 D(�),

lim inf
k!1

Z

�
�(x)(q(x)Uk(x),Uk(x))CN dx �

Z

�
�(x)(q(x)U(x),U(x))CN dx .

Proof of Proposition 7.4. The proof follows the lines of [32, Theorem 2]. Part (i)
follows from Part (ii), using in particular the decomposition of q = q1 + iq2 with
q1, q2 smooth functions valued in the space of Hermitian N ⇥ N -matrices. So we
just have to prove Part (ii). We may assume that the sequence (Uk) is pure and that
U = 0. As a consequence, we know that

lim
k!1

Z

�
�(x)(q(x)Uk(x),Uk(x))CN dx=

Z

�⇥61
�(x)TrN (q(x)0(x, ⇡̇))d� (x, ⇡̇),

and our aim is to show that the right-hand side of the preceding equality is nonneg-
ative. The proof comes from the following observation:

8" > 0, 9C" > 0, 8(x, ⇡̇) 2 �⇥61, 8h 2 H⇡ ,

(q(x)h, h)HN
⇡

+ C"kp0(x, ⇡̇)hk2HK
⇡
� �"khk2HN

⇡
,

(7.1)

where p0(x, ⇡̇) = ⇡(R)�
m
⌫ p(x, ⇡̇). Indeed, this equation yields the positivity of

the operator
R"(x, ⇡̇) = q(x) + C" p⇤0(x, ⇡̇)p0(x, ⇡̇) + "Id

and we deduce for all non-negative � 2 D(�) and for all " > 0
Z

�⇥61
�(x)TrN (R"(x, ⇡̇)0(x, ⇡̇))d� (x, ⇡̇) � 0.

On the other hand,

TrN (R"(x, ⇡̇)0(x, ⇡̇)) = TrN (q(x)0(x, ⇡̇))

+ C"TrK (p0(x, ⇡̇)0(x, ⇡̇)p⇤0(x, ⇡̇))+" TrN (0(x, ⇡̇)).

By Proposition 7.3, we obtain that
Z

�⇥61
�(x)TrN (q(x)0(x, ⇡̇))d� (x, ⇡̇) � �"

Z

�⇥61
�(x)TrN0(x, ⇡̇) d� (x, ⇡̇),

which allows us to conclude.
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It remains to prove (7.1). We first note that the injectivity of ⇡(R) implies that
the property on q with respect to p is also satisfied by p0, i.e. for all x 2 �, ⇡ 2 bG
and h 2 HN

⇡ ,
p0(x,⇡)h = 0 =) (q(x)h, h)HN

⇡
� 0.

We argue by contradiction: if (7.1) is false, then there exists "0 > 0 and sequences
(xn)n2N of � and (⇡̇n)n2N of 61, together with unit vectors hn 2 HN

⇡n for each
n 2 N such that

(q(xn)hn, hn)HN
⇡n

+ nkp0(xn, ⇡̇n)hnk2HN
⇡n

< �"0.

We interpret these sequences as the data of a sequence of states (Ln)n2N of the
C⇤-algebra C⇤((Ṡ0c (�))N ,N ) = C⇤(Ṡ0c (�))N ,N , defined by

8� 2 C⇤
⇣�
Ṡ0c (�)

�N ,N
⌘

Ln(� ) = (� (xn, ⇡̇n)hn, hn)HN
⇡

.

We have
8n 2 N, Ln(q) + nLn(p⇤0 p0) < �"0,

in particular Ln(q) < �"0 for all n 2 N. We extract a weak-⇤ converging sub-
sequence from of (Ln)n2N and we denote its weak limit by L . Note that L is a
state and it satisfies L(q)  �"0 and L(p⇤0 p0) = 0. Desintegrating L into pure
states [21, §8.8] and combining Lemma 7.1 with Proposition 5.17, we obtain L as
an integral of states of the form � 7! (V ⇤(x0, ⇡̇0)� (x0, ⇡̇0)V (x0, ⇡̇0)v0, v0)H⇡0
against a positive measure ⌫. Since L(p⇤0 p0) = 0, we have:

(V ⇤(x0, ⇡̇0)p⇤0 p0(x0, ⇡̇0)V (x0, ⇡̇0)v0, v0)H⇡0
= kp0(x0, ⇡̇0)V (x0, ⇡̇0)v0k2HK

⇡0
= 0 ⌫-a.e.

But our hypothesis implies

(q(x0)V (x0, ⇡̇0)v0, V (x0, ⇡̇0)v0)HN
⇡
� 0 ⌫-a.e.,

and therefore L(q) � 0. This contradicts L(q)  �"0 < 0. Hence (7.1) is proved
and this concludes the proof of Proposition 7.4.

7.4. Link with div-curl results

Our result below gives a new approach to div-curl lemma, which had already been
considered from a more geometric (sub-Riemannian) perspective in [6, 7]. We as-
sume that G is a stratified Lie group. We fix a canonical basis X1, . . . , Xn1 on the
first stratum. Then the divergence operator is defined by

8 f = ( f1, · · · , fn1) 2 S(G)n1, div( f ) = X1 f1 + · · · + Xn1 fn1 .

We denote by ⇡(div) the symbol of the operator div. This symbol is a vector of n1
symbols of order 1, i.e. div 2 (S1cl(G))1,n1 . We define the curl-property as follows:
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Definition 7.5. Let � be an open subset of G. A n1 ⇥ n1 matrix ⇢(x,⇡) 2
(Smcl (�))n1,n1 of symbols of order m satisfies the curl-property when, for all x 2 �,
⇡ 2 bG, h1, h2 2 (H1⇡ )n1 :

⇡(div) · h1 = 0 and ⇢(x,⇡)h2 = 0 =) (h1, h2)Hn1
⇡

= 0.

Recall that the spaces L2s (�, loc) were defined in Definition 4.23. We have the
following div-curl type result.

Proposition 7.6. Let � be an open subset of G. Let (Vk)k2N and (Wk)k2N be
two pure families of L2(�, loc)n1 with weak limits V and W respectively. We
assume that the sequence of scalar functions (div(Vk))k2N converges to div(V )
in L2�1(�, loc) as k ! +1 and that there exists ⇢(⇡) 2 (Smcl (�))n1,n1 satis-
fying the curl-property (cf. Definition 7.5) such that (Op(⇢)Wk)k2N converges
to Op(⇢)W in L2�m(�, loc)n1 . Then the sequence of functions given by x 7!
�(x)(Vk(x),Wk(x))Cn1 converges to x 7! �(x)(V (x),W (x))Cn1 in the sense of
distribution on � as k !1.

Proof. We set:

p(x,⇡) :=

✓
R(⇡)m�1⇡(div) 0

0 ⇢(x,⇡)

◆
2Mn1+1,2n1

�
Smcl (�)

�

and q(x) :=

✓
0 0
In1 0

◆
2 (C)2n1,2n1 .

Then, for any h = (h1, h2) 2 (H1⇡ )n1 ⇥ (H1⇡ )n1 = (H1⇡ )2n1 , we have

(q(x)h, h)H2n1⇡ = (h1, h2)Hn1
⇡

,

and
p(x,⇡)h = 0 () ⇡(div) · h1 = 0 and ⇢(x,⇡)h2 = 0.

The curl-property allows us to apply Proposition7.4 Part (i) to the sequence (Uk)k2N
given by Uk = (Vk,Wk) 2 C2n1 , the operator P = Op(p) and the matrix-valued
function q(x). The statement follows.
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Vol. 1996-97, Astérisque 245 (1997), 167–195.

[13] N. BURQ and G. LEBEAU, Mesures de défaut de compacité, application au système de
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