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ABSTRACT. We consider a model of cell motion with boundary signal production which
describes some aspects of eukaryotic cell migration. Generic polarity markers located in the
cell are transported by actin which they help to polymerize, i.e. the actin velocity depends
on the asymmetry of the marker concentration profile. This leads to a problem whose
mathematical novelty is the nonlinear and nonlocal destabilizing term in the boundary
condition. This model is a more rigorous version of a toy model first introduced in [49].

We provide a detailed study of the qualitative properties of this model, namely local and
global existence, convergence and blow-up of solutions. We start with a complete analysis
of local existence-uniqueness in Lebesgue spaces. This turns out to be particularly relevant,
in view of the mass conservation property and of the existence of LP Liapunov functionals,
also obtained in this paper. The optimal L? space of our local theory agrees with the scale
invariance of the problem.

With the help of this local theory, we next study the global existence and convergence
of solutions. In particular, in the case of quadratic nonlinearity, for any space dimension,
we find an explicit, sharp mass threshold for global existence vs. finite time blow-up of
solutions. The proof is delicate, based on the possiblity to control the solution by means
of the entropy function via an e-regularity type argument. This critical mass phenomenon
is somehow reminiscent of the well-known situation for the 2d Keller-Segel system. For
nonlinearitities with general power growth, under a suitable smallness condition on the
initial data, we show that solutions exist globally and converge exponentially to a constant.

As for the possibility of blow-up for large initial data, it turns out to occur only for
nonlinearities with quadratic or superquadratic growth, whereas all solutions are shown to
be global and bounded in the subquadratic case, thus revealing the existence of a sharp
critical exponent for blow-up. Finally, we analyse some aspects of the blow-up asymptotics
of solutions in time and space.

1. INTRODUCTION

1.1. Motivations and aims of the paper. Cell migration is a fundamental process that
is involved in many physiological and pathological functions (immune response, morphogen-
esis, cancer metastasis, etc). Therefore, understanding its key features despite the variety
of cellular behaviors is a challenging task. Recently, a biophysical approach has shown
that even though different migration modes coexist, cell migration follows a very general
principle.

Following the first World Cell Race in 2011 [50], it was possible to perform and then
analyze extensive biological experiments in [49]. A directional correlation of the trajectories,
exponentially correlated to the velocity of the cells, was then brought to light. The fastest
cells have a more directional migration. This coupling was called UCSP (Universal Coupling
between cell Speed and Persistence), see [49]. Other experiments suggest that it relies on
actin fluxes, which exist in all cell types.
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Actin filaments are essential components of the cytoskeleton of eukaryotic cells. These
filaments are polar. They polymerize and grow at one end, and retract by depolymerizing at
the other end. In migrating cells, the polymerizing ends are located near the cell membrane,
which resists filament growth. Therefore, in the cell’s frame of reference, actin filaments
move away from the membrane, forming what are called retrograde actin flows.

Large, fast actin flows enhance cell polarity, and thus typical cell persistence time.
Biological experiments suggest that this results from the advection of polarity signals, i.e.
molecules involved in the regulation of cytoskeleton activity.

We consider here the case when the cell is a fixed bounded domain € of R"™ and we are
led to the equation (see Section 2 for more details):

(1.1a) Oc=V- <Vc —c f(C)l/dO’), xeQ, t>0,
o
(1.1b) 0= (Vc — c/ f(c)yda) -V, xed, t>0,
o0N
(1.1c) c(z,0) = co(z), x €,

where f : R — R and ¢ denotes the concentration of some solute located in the cell,
which might be any cytoplasmic protein controlling the active force-generation/adhesion
machinery of the cell.

Note that the no-flux condition ensures the conservation of the total amount of solute,
its mass, which will be noted

AJ::(A;qﬂx)d$.

The convective vector field will be denoted by
A(t) = A(e(t)) == fle)vdo
o0
(the variable ¢ being dropped when no confusion may arise).

The model (1.1) describes the feedback loop between actin fluxes A(t) and a molecular
species, ¢: molecules are advected by actin fluxes and can be activated at the cell mem-
brane. Activated molecules affect the speed of actin flow: the higher their concentration
gradient across the cell, the faster the actin flow; see Section 2 for more details on the model
derivation. The model (1.1) is more realistic than the model initially introduced in [49].
Indeed, in this latter model the molecular dynamics is one-dimensional and in the chosen
time scale the molecular dynamics is at equilibrium.

Throughout this paper, unless otherwise mentioned, {2 is either a smoothly bounded
domain of R™ (n > 1), or a finite cylinder

(1.2) Q= (0,L) x B,

where L, R > 0 and B}, = Bg(O) C R"™! (n > 2) is the ball of radius R centered at O. In
all cases, we denote by I' the regular part of 92, namely:

o0 if Q2 is smooth,
a o0\ ({0,L} x 9B}) if Qis a cylinder (1.2).
Also v denotes the outward unit normal and, in case (1.2), the boundary conditions in (1.1)
are understood only on I'.

In this model, the diffusion competes with the aggregating velocity, |, a0 f(c)vdo, and
we address here the question whether or not this advection-diffusion equation could lead to
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concentration and possibly finite time blow-up, should the diffusion not be strong enough
to balance the attractive velocity. More precisely, our main purpose here is to investigate
the influence of the nonlinearity f on the global or nonglobal solvability of problem (1.1).
To this end we will consider functions which typically grow like a power for large values of
¢, namely
f(e) ~c™ as ¢ — oo, for some m > 0,

and will highlight phenomena of convergence, critical mass and finite time blow-up with
concentration on the boundary, depending on the values of m. In a forthcoming paper
[51], we will study the existence and properties of traveling waves for bounded increasing
nonlinearities involving saturation effects, typically of the form f(¢) = Le¢/(¢ 4+ «) with
L,a>0.

Let us briefly comment on the existing literature related with (1.1). Non-linear and
non-local convection-diffusion problems have raised many interesting and challenging math-
ematical issues, see [59] e.g. for a partial, recent review. One of the most famous examples is
the celebrated Keller-Segel model, which was introduced in the early 70’s by E.F. Keller and
L.A. Segel in order to describe self-organization of amoebae and bacteria colonies [40, 41]
(see [32, 33, 10] for modelling and analysis reviews). One of the most intensively studied
Keller-Segel type models, from the mathematical point of view, is the parabolic-elliptic
cross-diffusive system

(%u:V-(Vu—qu), re, t>0,

L3 0=Av— kv +u, e, t>0,
(13) oyu = 0,v =0, e, t>0,
u(z,0) = up(z), x €,

where k > 0 is a constant. Observe that the coupled PDE’s in (1.3) can be rewritten as the
nonlocal, advection-diffusion scalar equation

du=V-(Vu— (VG) *u),

where G is the Neumann Green kernel for —A + k. As a key difference with (1.3), we note
that the nonlocal feature in (1.1) affects both the PDE and the boundary conditions, and
is caused by an action at the boundary (polymerization), rather than inside the domain. In
models such as (1.3), cells randomly diffuse and are attracted by a chemical signal which is
secreted by the cells themselves (u and v respectively denote the concentrations of cells and
of chemical signal, and the term —kv represents the degradation of the chemical signal).
In the recent work [29], the system (1.3) with the modified, mixed Neumann/Dirichlet
boundary conditions d,u — ud,v = u = 0, was studied in a different context, namely as
a model for a single crawling keratocyte. The unknown v now stands for the mechanical
stress in the cytoskeleton and w is the density of myosin motor proteins, which actively
generate stress by binding to and pulling on the actin filaments constituting the cytoskeleton
meshwork. As for the term —kwv, it models the dissipation of stress via traction with the
substrate to which the actin gel is linked by adhesion molecules. The authors show that,
in any space dimension n > 2, this change in boundary conditions is accompanied by a
substantial, k-depending change in the potential of the model to support the emergence of
singular structures such as finite time concentration.

In the context of polarization and motility of eukaryotic cells on substrates, other
convection-diffusion 2d models were designed in [7, 54, 8, 44, 60, 61, 21, 26, 57|, but either
they were mathematically studied in the 1d case in [20, 16, 17, 45, 25, 46], or they were only
partially studied in the 2d case [8, 2, 21] (traveling wave solutions). In a different context,
the work [24] studies a related 1d nonlocal and nonlinear electroreaction-diffusion model.
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Let us mention connections with some other problems. First note that, by the diver-
gence theorem, the nonlinearity in (1.1) can be rewritten as

A\ (c - f(c)uda) = Vc-/Qf'(c)Vcdx.

We thus see that the equation has a quadratic growth with respect to the gradient. There
is a very large literature on such problems, with so-called natural growth, but with local
nonlinearities (see, e.g., [12, 11, 9, 1, 6]). On the other hand, there is a large literature
on semilinear parabolic equations with nonlocal nonlinearities, but the structure of (1.1) is
peculiar and quite different from that in previously studied problems. In particular, being
of conservative convective form, problem (1.1) enjoys the mass conservation property. Let
us mention some examples which nevertheless share some features with (1.1). For nonlocal
Neumann problems with zero order nonlinearities, of the form

u — Au = fl(u)/ fo(u)dz, €, t>0,
(1.4) a9

w =0 [ g scon t>0
Q

results on blow-up and global existence can be found in, e.g., [58, 48, 31] and the references
therein. Equations with nonlocal gradient terms, of the form

up — u" Au = up/ |Vu|? dz
Q

(and homogenous boundary conditions) have been studied in [23, 62, 39, 37, 43]. The case
m = p = 1 arises in a model of replicator dynamics. Regarding nonlocal problems with
mass conservation, let us mention the equation

up — Au = uf — ]Q|_1/ uP dzx
Q

(with homogeneous Neumann conditions), which has been studied in [35, 63, 34, 15]. As
another nonlocal problem with mass control, the equation

Ae
fQ et dx
which arises, i.a., in connection with the Keller-Segel system, has also received a lot of
attention (see [38, 66, 39]).

u — Au =

1.2. Main results.

1.2.1. Local and global existence and convergence results. By standard theory [42, 28, 3, 47],
if f € O, ¢ is sufficiently smooth, say co € C1(Q), and  is smooth, then problem (1.1)
admits a unique maximal, classical solution. Our first concern is the solvability for low
regularity initial data, especially in Lebesgue spaces. This question is natural in view
of the mass conservation property and, besides its own interest, this will turn out to be
relevant for the study of the global behavior. For (local) problems with so-called natural
growth with respect to the gradient (see the previous subsection), existence for positive
L' data holds provided the nonlinear term has a “good” sign, i.e. acts as an absorption
(see, e.g., [12, 11, 9, 6]), whereas it fails when it acts as a source (see [1, 6]). Here, in
addition to the nonlocal feature, the convection term does not have clear sign and the
techniques in the above-mentioned papers cannot be used. Our approach is different, relying
on semigroup techniques originating from [64] (see also [4] and the references therein),
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combined with suitable trace theorems and fractional Sobolev spaces, and exploiting the
conservative structure of the problem.

Before stating our main results, we note that, in the case when ) is a cylindrical
domain (cf. (1.2)), C%! regularity up to the corner points of the boundary is not expected
(see related counter-examples in Remark 9.2). Therefore, some care is needed regarding the
definition of classical solution, which we make precise in the following:

Definition 1.1. For given T € (0, 00], we set

C?1Q x (0,7)) if Q@ is smooth,

1.5 E, = _
(15) {02’1((9 url) x (0,7)NCH(Q x (0,7)) if Q is a cylinder (1.2).

Forp € [1,00) and ¢y € LP(Q), by a classical solution of (1.1) on [0,7), we mean a function
ue E-NC([0,7); LP(Q)) with c(-,0) = ¢, which solves, in the pointwise sense, the PDE in
Q x (0,7) and the boundary conditions on T' x (0,7).

We begin with the range m > 1. We note that the case m = 1 corresponds to a
quadratic growth of the nonlinear part of the equation. It will turn out from the results
below that this value plays a critical role in the problem.

Theorem 1. Let 1 < m < p < oo and assume f(c) = |c|™" e and cy € LP(Q).

(i) Problem (1.1) admits a unique mazimal classical solution
ce Er-NC([0,T7); LP(Q)).

(i) If co > 0, co Z0, then ¢ > 0 in (QUT) x (0,7%).
(111) If p>m and T* < oo, then limy_,p- ||c(t)||, = oo.

Remark 1.1. Although it remains an open problem whether local existence may fail when
1 < p < m, our results exhibit the critical role played by the L™ norm. Indeed, the con-
tinuation property (iii) fails for 1 < p < m, since the LP norms may remain bounded as
t — T* < 00, as a consequence of Theorem 7(ii) below. It also fails for p =m =1, in view
of the mass conservation property (cf. (3.24) below). However, interestingly, for m =1 and
positive solutions, the entropy blows up whenever T* < oo, namely

lim [ (clogc)(t)dr = o0
t—=T* Jo

(this follows from the proof of Theorem 3 below).

The condition p > m in Theorem 1 is actually also natural in view of the scaling
properties of the problem (see subsection 2.2 and cf., e.g., [59, pp.158-159] and [18] for
similar situations in other evolution PDE’s, such as the Fujita, the nonlinear Schrédinger
and the Navier-Stokes equations).

It is also worth noting from Theorem 1 that the L' scaling critical case belongs to the
local existence range, unlike for the Fujita equation (see [14, 19]).

We next consider the lower range m < 1 for the growth of f at infinity. This corresponds
to a subquadratic growth of the nonlinear part of the equation. It turns out that, in this case,
local and global existence holds for any nonnegative L! initial data. Moreover, exponential
stabilization to a constant steady state also occurs for small mass.
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Let ¢y = ﬁ Jo coda denote the average of ¢o.

Theorem 2. Let f € C1([0,00)) satisfy
(1.6) 0< f(s)<Cs™, s>0, for somem € (0,1)

with some C > 0, and also assume that f is globally Lipschitz continuous. Let co € L*(£2),
with co > 0.

(i) Problem (1.1) admits a unique global, nonnegative classical solution
(1.7) c € ExoNCO([0,00); L(Q)).
Moreover, we have

(1.8) sup ||¢(t)||oc < 00,  for each e > 0.
t>e

Also, if co 0, then ¢ > 0 in (QUT) x (0,00).
(ii) There exist ng, X > 0 such that if ||col|1 < 1o, then
(1.9) le(t) — Elloe < Ce™™, t>1

for some constant C' > 0.

We shall next give conditions which determine the global existence or nonexistence of
solutions for m > 1. This will complete the picture in terms of the criticality of the value
m = 1. We begin with the case m = 1.

Theorem 3. Let f(c) =c, co € L' (), co > 0 and set M = ||col|1-

(i) If M <1, then T* = oo and c satisfies (1.8).
(ii) Morever, if M < 1, then

(1.10) Jim [Je(t) — 2ol = 0,

It follows from Theorems 3 and 5 below that for f(c) = ¢, problem (1.1) exhibits a
critical mass phenomenon, with sharp threshold M = 1. Namely, all initial data with mass
M < 1 yield global bounded solutions whereas, for any mass M > 1, finite time blow-
up occurs for a large class of initial data in suitable domains. This is reminiscent of the
well-known situation for the 2d Keller-Segel system. A main difference is however that the
critical mass phenomenon is dimension-independent in case of problem (1.1). Also, solutions
with critical mass remain bounded, unlike in the critical mass case for the 2d Keller-Segel
system.

The proof of Theorem 3 is delicate. Starting from the observation that the entropy
stays bounded when M < 1, it is based on the possiblity to control LP norms of the solution
by means of the entropy, refining on semigroup arguments and smoothing effects from the
proof of Theorem 1. In this process, an important step is a kind of e-regularity property.
Namely (see Proposition 6.1), we establish a uniform lower bound on the classical existence
time of the solution when the initial data is decomposed as the sum of a suitably small L'
part and of a bounded part.

Our next theorem partially extends Theorem 3 to all m > 1, with an additional expo-
nential stabilization property, the mass being now replaced with the L™ norm. However we
do not have an explicit sharp smallness condition in general.

Theorem 4. Let m > 1 and f(c) = ™. There exists ng > 0 such that, if co € L™(Q),
co > 0 satisfies ||co||m < no, then T* = oo. Moreover, c¢ satisfies the exponential stabilization
property (1.9).
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Remark 1.2. (i) The small data assumptions for convergence to the constant steady-
state in Theorem 2(ii) and Theorem 4 are necessary. Indeed, considering problem
(1.1) withn =1 and Q2 = (0,1), this a consequence of the following results (see [51]),
where S denotes the set of nonconstant steady-states and Spy = S N {||c|j1 = M }.

o Let f(s) =c™ withm > 1. Then S # 0 and any ¢ € S satisfies ||c|m = No :=
m~Y™. Moreover, for m > 1, we have Syr # 0 if and only if M € (0, Np).

o Let f be such that f(s) = s™ for s large and some m € (0,1), with f €
C1([0,00)), f concave and f' bounded. Then there exists Mgy > 0 such that Sy = ()
for M € (0, My), and #Sy > 2 for M > M.

(i) The global Lipschitz assumption on f in Theorem 2 (which, in view of (1.6), does not
significantly restrict the behavior of f at infinity), is only used to prove uniqueness
in LY. Actually, by suitable modifications of the proof of Theorem 2, one can show
that, except for the uniqueness statement, the result remains valid for f(c) = ™
with m € (0,1).

(i1i) A result related to Theorem 3 was obtained in [17] for the analogous problem on
the half-line I = (0,00), i.e. ¢; = (cz — ¢(0,t)c)y with zero flur condition at x = 0.
Namely, under the assumptions 0 < c¢o € LY(I,(1 + z)dz), cologey € L(I) and
M < 1, the existence of a global, suitable weak solution was proved (the classical
reqularity of the solution was not established). Note that, although entropy is also
used in [17], our proof is quite different from the proof in [17], which does not use
semigroup techniques nor smoothing effects and depends to some rather large extent
on the one-dimensional nature of the problem.

1.2.2. Blow-up. We now provide sharp conditions under which blow-up occurs. To this end
we specialize to the case of the domains

(1.11) Q=(0,L)x B, CR"ifn>2 orQ=(0,L)ifn=1,
with Bj, = Br(0) C R"! and L, R > 0. As for the initial data we shall assume

(1.12) co € CL(2), cp > 0 is axisymmetric with respect to ey (if n > 2),

(1.13) O0z,c0 <0 and 0y, co # 0.

Theorem 5. Assume m > 1, f(c) =c™ and (1.11)-(1.13).
(i) Let m = 1. If M > 1, then the solution of (1.1) blows up in finite time.
(ii) Let m > 1 and M > 0. Assume that

CiM min{L, LR*"(M /M), R* M™M=V jifn > 2
(1.14) / ricodr < K :=
Q Ci1M min{L, Mm/(m_l)}, ifn=1

where C1 = C1(n) > 0 and My = HfoL co(ajl,-)dleLoo(B,

) Then the solution of
R

(1.1) blows up in finite time.

Remark 1.3. (i) Condition (1.14) is satisfied for a large class of initial data co which
verify (1.12)-(1.13) and are sufficiently concentrated near 0Q N {x; = 0}. For
instance, for any compactly supported, nontrivial g € C1([0,00)) with ¢ < 0,
and any radially symmetric h € Cl(ﬁg{), it suffices to comsider the initial data
co(z) = kg(kx1)h(2") with k > 0 sufficiently large, depending only on v (note that
M = ||g|l1]|h||1 is independent of k).
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(ii) The blow-up condition M > 1 is optimal for m =1 in view of Theorem 3. The case
m > 1 is strikingly different, since blow-up solutions are shown to exist for arbitrary
positive mass. As a partial result in the direction of Theorem 5(i), it was shown
in [17] that if m = n =1, M > 1 and (1.13) holds, then blow-up occurs under
the additional assumption fOL xeo(x)dr < M/4. As in [17], the proof of Theorem 5
relies on the first moment ¢(t) = [, x1c(t) dx of the solution. Here, by a more refined
analysis of its time variation, we can remove the additional assumption ¢(0) < M /4,
as well as extend the result to higher dimensions and to m > 1.

(111) Assumptions (1.11)-(1.13) guarantee that 05, c < 0 and that the advective vector field
is colinear to ey, properties which are needed in our proof of blow-up. Regarding
the second part of (1.13) we note that, if Oz,co = 0, then c exists globally under
assumptions (1.11)-(1.12). Indeed it is easy to check that O, c(-,t) = 0 and that ¢
Just solves the heat equation in B, with homogeneous Neumann boundary conditions.

(iv) We are so far unable to prove blow-up in more general bounded domains. The
main difficulty is to establish suitable spatial monotonicity of the solution, in view
of the nonlocal, nonlinear nature of the convection term and Neumann boundary
conditions.

To conclude this subsection, we observe that the occurence of blow-up is also conditioned
by the sign of the convection term. Indeed, the following result shows that no blow-up can
occur for f(c) = —c™ with m > 1.

Theorem 6. Let 1 <m < p < oo and assume f(c) = —c™. Let co € LP(Q), co > 0, co Z 0.
Then problem (1.1) admits a unique, global classical solution

c € ExNC([0,00); LP(Q)),
with ¢ > 0 in (QUT) x (0,00). Moreover, we have sup ||c(t)||cc < 00 for each ¢ > 0 and

t>e
limy—so0 ||(t) — E0|oe = 0.

1.2.3. Asymptotic behavior of blow-up solutions. For general solutions, it is easy to see that

limsup’ f(C)VdO’) =00
t—T* o0

(otherwise, the solution could be extended by means of linear estimates). Since the mass
is preserved, it is to be expected that blow-up singularities should occur only near the
boundary, i.e. the solution remains bounded away from the boundary. Under assumptions
(1.11)-(1.13), we can rigorously confim this, along with upper estimates of the spatial blow-
up profile.

Theorem 7. Assume m > 1, f(c) =c™ and (1.11)-(1.13).
(i) Assume n > 2. Then we have
(1.15) c(x,t) < Mozt in Q x (0,T%).
In particular, if T* < oo then the blow-up set is a subset of 0Q N {x1 = 0}.
(ii) Assume n = 1. Then we have
(1.16) c(x,t) < (ma) Y™+ Koy, in (0,L] x (0,T).

for some constant Ko = Ko(co) > 0. In particular, if T* < oo then 0 is the only
blow-up point.
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Remark 1.4. (i) Estimate (1.16) is optimal in some sense: one cannot replace /™
by x~ with o < 1/m (since the LP norm with p > m must blow up ast — T%). We
do not know whether the exponent in estimate (1.15) can be improved to 1/m. The
precise spatial shape of the solution at t =T is also an open problem.

(i) Under assumptions (1.11)-(1.13), if moreover cq is decreasing with respect to p =
|2, then it is not difficult to show that this remains true for the solution c. It follows
that ¢(-,t) has a unique mazimum at the origin, so that in particular the origin is
a blow-up point. It is an open question whether there are solutions blowing up only
at the origin. Similarly, if co is increasing with respect to p = |2'|, then so is ¢ and
c(+,t) takes its mazimum at every point of the edge x1 = 0,p = R (and only there).

Regarding the time rate of blow-up, we have the following lower estimates in general
domains.

Theorem 8. Let f(c) = ¢™ with m > 1. Let ¢y be as in Theorem 1 and assume T* < oco.
Then we have the lower blow-up estimate:

(1.17) le()]loo = CL(T* —t)7V%™ 0 <t < T,

for some constant C1(Q2,m,a) > 0. Moreover, we have

T* 2
(1.18) / ‘/ cmyda‘ dt = 0.
0 o0

Remark 1.5. (i) The upper time rate estimate is a (possibly difficult) open problem.

(ii) Under the assumptions of Theorem 1(ii), for the LP norms, we also have the lower
blow-up estimate

le(®)]lp > Co(T* —t) " 2m =, = T*,

for any e > 0. In the critical case p = m > 1, we do not know whether the LP norm
blows up at T* (except for m = 1 for which it stays bounded). See [14, 53, 52| and
the references therein for studies on this question for the Fujita equation. However,
the proof of Theorem 1 shows that a blow-up solution cannot stay in a compact set
of L™. More precisely, this follows from the property:

for any compact set K of L™(S2), there is a uniform time T = T'(K)

1.19
(1.19) such that, for any co € KC, the solution of (1.1) exists on [0,T].

1.3. Contributions of this work. After a nondimensionalization of the model, see Sec-
tion 2, we obtain equation (1.1). To be rich enough to describe the different migratory
behaviors of the cells, the model (1.1) must give rise to different behaviors depending on
the function f and the mass M. In this work, we investigate whether both static and
moving solutions can be observed. Roughly speaking, the static (resp., moving) solution
describes the average behavior of Brownian (resp., ballistic) cells. Theorems 2 and 4 show
that the function f and the mass M play an important role. Indeed, when m € (0,1) and
if M is small enough, the cell velocity converges to zero. This corresponds to a Brownian
behavior. It is the same when m > 1 and ||co||, is small enough. Note that this latter
condition implies in particular that M is small enough. Moreover, the stabilization prop-
erty (1.9) gives information about the characteristics of the persistence. On the other hand
Theorem 5 shows that if m = 1 and M > 1 then the cell velocity becomes infinite in a finite
time for a toy cell described as a cylinder. This type of behavior corresponds to a persistent
trajectory. These conclusions give a rigorous justification to the UCSP first introduced in
[49] since the model we study here is the full model (1.1) and not only the one at steady
state.
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In a forthcoming paper [51], we study the situation of bounded increasing nonlinearities
f involving saturation effects, typically of the form f(¢) = Lc¢/(¢ + «) with L, > 0. In
such a case one can prove the existence of traveling wave solutions. This will complete the
picture and validate the interest of this model to describe the different migratory modes of
the cells.

1.4. Outline. This work is organized as follows. We give some biological justification and
present some basic properties of problem (1.1) in Section 2. Section 3 contains preliminar-
ies that will be used in the proofs. Sections 4 and 5 contain, respectively, the proofs of
Theorem 1 and of Theorems 2, 4 and 6. Theorem 3 is proved in Section 6. The blow-up
is studied in Section 7, where Theorem 5 is proved, and in Section 8, where the results on
blow-up asymptotics are established (Theorems 7 and 8). Finally we state and prove in
Appendix some auxiliary results on the solvability and regularity of linear and nonlinear
inhomogeneous Neumann problems in the case of nonsmooth (cylindrical) domains, which
are important for many of our results and for which we have been unable to find a suitable
reference. We note that the regularity results there are specific to the case of cylindrical
domains and fail in general Lipschitz domains.

Acknowledgement. The second author is partially supported by the Labex Inflamex
(ANR project 10-LABX-0017). The authors are grateful to the referees for careful reading
and very useful comments.

2. MODEL CONSTRUCTION AND FIRST PROPERTIES

In this section we justify, from a biological point of view, the interest of (1.1) and we
derive some properties.

2.1. Biological justification - Model construction. Cell motility is a prime example of
self-propulsion and one of the simplest example of active system. Here we fix the geometry
of the cell described by (t) with

¢
(2.1) Q) = Q+/ u(s) ds,
0
where €2 is a smoothly bounded domain of R", and u(t) is the cell velocity, given by
(2.2) u(t) = . f(c)vdo,
Q] Jaaw)

where x > 0 and v denotes the outward unit normal of 0€(¢).

One of the main ingredients of the model relies on the key assumption that the value

v(t) of the actin flow is governed by the asymmetry of the cue concentration profile on the
cell membrane:

(2.3) o(t) = /8 IRICE

where f is a function that controls the intensity of the coupling between the actin flow and
the asymmetry of the cue concentration profile.

The phenomenological coupling (2.3) covers the cases where actin flows are generated
by asymmetric distributions of either actin polymerization regulators (such as Arpin) or
activators of contractility (such as Myosin II or a Myosin II activator), which are the main
two scenarios that were proposed in [49]. We here do not aim at describing in details the
biochemical steps involved in the process.
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We recognize that (2.2) represents the external force balance on Q(t). Hence, the
parameter x > 0 describes how the internal solute affects the cell dynamics, namely its
velocity.

We describe now the internal solute dynamics and its coupling with the actin flow. The
internal solute transport problem is formulated as follows:

(2.4) Oc(z,t) = div (Ve(z, t) + (a — 1)c(z, t)u(t)) in Q(t),
(2.5) (Ve(z,t) + ac(z, t)u(t)) -v =0 on 90Q(t),
where a € [0,1].

In the bulk of the cell, Q(t), fast adsorption on an adhered cortex is assumed. With
rapid on and off rates, the transport dynamics are given by (2.4)-(2.5) where a is the steady
fraction of adsorbed molecules not convected by the average actin flow and the effective
diffusion coefficient is assumed to be 1.

If we consider the equation in the moving frame of the cell rather than the fixed frame
of the lab, we obtain
(2.6) e = div (Vc - %c Joq fle)v da) in 0,
(2.7) (Vc — 4ic Joq fle)v da) v=0 on 99.

Note that problem (2.6)-(2.7) is a rigid version of an hydrodynamic model of polarization,
migration and deformation of a living cell confined between two parallel surfaces first in-
troduced in [44]. In this latter model, the cell cytoplasm is an out of equilibrium system
thanks to the active forces generated in the cytoskeleton. The cytoplasm is described as a
passive viscous droplet in the Hele-Shaw flow regime. Here, we consider the situation where
the surface tension goes to infinity. Informally, this amounts to fixing the geometry of the
cell and considering only one condition at the boundary in the model of [44]. Problem (1.1)
corresponds to a nondimensionalised version of (2.6)-(2.7).

2.2. Conservation of the marker content, nondimensionalization and scaling. Let
M (t) denote the mass of molecular content:

M(t) = / c(x, t) dz.
Q1)
On the boundary (2.5) we impose no-flux condition so that

%M(t) = /Q@tcdx = 0.
Thus, in (2.4)-(2.5), we formally have conservation of molecular content:
(2.8) M(t) = M(0) = M.
Problem (2.6)-(2.7) with (2.8) has the following parameters a > 0, x > 0, |Q|, M > 0.
In the case where f(c) = ¢™, considering ¢ = \¢ with \™ = %, we obtain that ¢ is solution
of (1.1) with the only parameter M = [, ¢dux.

Finally it is useful to identify the scale invariance of the problem and the scale invariant
norm. For k € R, consider the scaling transformation

(2.9) ex(z,t) = Me(hz, \%t), A >0.

Note that this definition of course requires scale invariant spatial domains, i.e., cones. (How-
ever the effect of scaling on the problem is expected to be significant even in the bounded
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domain case.) Thus consider the simplest half-space case H = {z € R"; x,, > 0}. Assuming
that the integral is well defined, we have

dpen — Acy = — N2 {Vc()\x, )\21&)-(/ " (y, )\2t)en day>].

OH
Since
/ ™ (y, N2t)e, doy = A"_l/ (\z, \*t)e, do., = A"_l_km/ AN (z,t)en dos,
OH OH OH
we obtain

Orex — Acy = —)\"_kacA(/ ANz, t)en daz>.

oH
Therefore, the PDE in (1.1) with f(c) = £¢ is invariant by the transformation (2.9) with
k = n/m. We also observe that the L9-norm is invariant by this transformation (only) for
q = m, namely:

lex( 0)llLm@e) = lle(, 0)llLmze), - A > 0.

3. PRELIMINARIES TO THE EXISTENCE-UNIQUENESS PROOFS

In this section we gather a number of semigroup and regularity properties that will be
useful in the proofs of Theorems 1, 2 and 4. Denote by S(¢) the Neumann heat semigroup
of Q, by G(z,y,t) the Neumann heat kernel, and define the differentiated semigroup

(3.1) Ko (t)](x) = /Q V, Gy t) vy dy, >0, e (LHQ)"

For ¢ € [1,00) and k € [0,00), denote by || - ||x,q the norm of the Sobolev-Slobodecki space
Wk4(Q). We shall frequently use the trace embedding
(3.2) wka(Q) c LI(09Q), 1<q< oo,

with k =¢=1or k > 1/q if ¢ > 1 (valid in bounded Lipschitz domains, see [36] for ¢ > 1
and, e.g., [5] for ¢ = 1). Our first lemma provides the basic linear smoothing estimates.

Lemma 3.1. Let T € (0, 00).
(1) (Gaussian heat kernel estimates) Fori,j € {0,1}, G satisfies

(3.3) |DLDIG(z,y,t)| < C(T)t~ MHHN2emCalemslP/t Ly y e 0 <t < T.

(11) Let 1 < g <r < oo and k € [0,1]. For all ¢ € LY(R2), we have

(3.4) IS®llkr < COE T EG D gll,, 0<t<T
and, for all ¢ € (L1(Q2))",

_1_mne1_ 1
(3.5) | K ()]l < C@E 220D pll, 0<t<T.

(iii) Let q € [1,00], £ € [0, %] and k € [¢,1]. We have

(3.6) IKw ()¢ lkg < O gy, 0<t<T, we W Q)",

as well as

1_n

3.7 Kv®)ig < CME 2 3D gy, 0<t<T, ve (Whi Q).
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Proof. (i) First consider the case when € is smooth. The case j = 0 of (3.3) is classical,
see e.g. [56, Section 2] and the references therein. The case i = 0, j = 1 follows from the
case ¢ = 1, j = 0 and the fact that 0,, G(§,(,t) = 0,,G((,&,t), for all k € {1,...,n} and
£,Ce) (owing to G(&,¢, ) G((,&,t)). To check the case i = j = 1, using the semigroup
property G(z,y,t fQ x,z,t/2)G(z,y,t/2)dz and differentiating, we write

(%kayeG(J:,y,t):/&CkG(x,z,t/?)({)yzG(z,yjt/Q)dz
Q

Applying the estimates for 0., G, 9,,G and next the convolution properties of Gaussians,
we thus obtain

|8xkang($gyat)| < Clt_l / t—n/2e—C]x—z\Q/tt—n/2e—C|y—z\2/t dz < C2t—(n/2)—le—0|m—y|2/t‘
Q

Now consider the case of a finite cylinder Q = (0, L) x B,. It is well known that
(38) G(:anvt) = Gl(x17ylat)G2(x/7y/7t)a

where = (z1,2’) and G; and Gy denote the respective kernels of (0,L) and Bj. The
estimate then immediately follows from the estimates for G1, Gs.

(ii) Estimate (3.4) for k£ € {0,1} is a direct consequence of (3.3) with j = 0 and the
Young convolution convolution inequality. The general case follows by interpolation. As
for (3.5), it is a direct consequence of (3.3) with ¢ = 0, j = 1 and the Young convolution
convolution inequality.

(iii) We start with the case £ = 0. By (3.3) with j =1 and i = 0 (resp., i = 1), we have

D Fw (H9)()] < /Q DD, Gy, 1) [(y)] dy < C /Q /Q £ (/2= Crle=/t )] dy

and using the Young convolution inequality, we obtain (3.6) with £ = 0 and k = 0 (resp.,
k = 1), and the case £ = 0, k € [0, 1] follows by interpolation.

We next establish the case ¢ = kK = ¢ = 1. Integrating by parts, we have

39) Ke®ul@) = [ Glativw)vdo— [ Gy 09,0) dy = Lile. )+ La(e.)
Applying (3.3) with i € {0,1} and j = 0 and using Fubini’s theorem, we have
ID Lol < [ [ IDLG 5011V, - 6wl dyda
< [ [ e i, ) dyda

<cel [ ([ e Gl it i) 19, u ) dy < O],
QNQ
and

1D L) < / / LGz, y, )] [ (y)| do de < / / £ /2= Cle= |y ()| do
Q JoN Q JoN

< Ct_i/2/ (/ t—n/26—01|$_y|2/td1;> |11Z)(y)|d0'
o0 ~JQ
<0t [ o)l de = O il on < O i,

where we also used the trace inequality in the last step. This guarantees (3.6) for ¢ = k =
{=1.
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The case ¢ € (1,00), £ € (0, é] k € [¢,1] follows by interpolation between the above

two cases. Namely, choosing s = % € [0,1] and p = YO /q) — € (1,00] and observing that
k=¢-1+(1—-4¥)sand 1/g=10+ (1 —¢)/p, we write

1Kv ()]l cwreswray < Ky Oz win | Kv (¢ )Hg Le W)
(
< O U2 (149 (1-0/2 _ o= (1k=0)/2,

Finally, (3.7) with ¢ = oo is a direct consequence of (3.3) with ¢ = 1,5 =0, (3.9), and
the trace inequality. The general case follows by interpolating between ¢ = 1 i.e., (3.6) with
g=k=/¢=1) and ¢ = . ]

Remark 3.1. By minor modifications of the above proof, estimates (3.3)-(3.7) can be made
independent of T, upon replacing the factors of the form C(T)t=* by C1(1 + t=%), with
Ci=C (Q) > 0.

Recall the notation

(3.10) AW = [ fle(- 1) do.

o0N

Our next lemma provides a convenient representation formula for problem (1.1) in terms of
the operator Ky .

Lemma 3.2. Assume f continuous and
(3.11) [f(s) < Cls[™, s €eR,

for some m,C > 0. Let max(m,1) < p < oo,

1p<~y<2/m, ifp>1,
(3.12) /p<v<2/m, ifp
v=1, ifp=1.
Let T > 0, cg € LP(Q2) and let ¢ be a classical solution of (1.1), with
(3.13) ce ErnC([0,T); LP(Q), sup V/2||e(t)]lyp < 0o
te(0,T)
Then we have
t
(3.14) c(t) = S(t)co —|—/ Ky(t—s)[A(s)c(-,s)]ds, 0<t<T,
0

where the integral in (3.14) is absolutely convergent in LP(€2).

Proof. First rewrite (1.1) as
Oic—Ac=—A(t)- Ve, 2€Q, 0<t<T,
Ve-v=(A(t) -v)e, €09, 0<t<T,
c(z,0) = co(x), x € €.

For fixed 7 € (0,7T), setting c¢-(t) = c(t + 1), A-(t) = A(t + 7), the standard Green
representation formula guarantees that

cr(z,t) = /QG(m,y,t)c(y,T) dy —/0 /QG(:U,y,t — 5)(A-(s) - Ver(y, ) dyds

t
+/ / G(z,y,t — s)(A-(s) - v)er(y,8)doyds, z€Q, 0<t<T—r.
0 JoQ
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Next, using A(s) - Ve(y, s) = V - (c(y, s)A(s)) and the divergence theorem, we get

/ G(z,y,t —s)cr(y,8)Ar(s) - vdoy = / Vy - (Glz,y,t — s)cr(y, s)Ar(s)) dy.
oN

It follows that

t
cr(z,t) = /QG(ﬂ:,y,t)c(y, 7)dy +/0 /QVyG(x,y,t —5) - (cr(y, 5)Ar(s)) dy ds,

(3.15) cr(t) = S(t)e(r) +/O Ky(t —s)[A-(s)er(s)]ds, 0<t<T—T.

Now fix t € (0,7). In view of (3.13), the first term of the RHS of (3.15) converges to S(t)co
in LP(Q2) as 7 — 0, and the integrand in the second term converges to Ky (t — s)[A(s)c(s)]
in LP(Q) for each s € (0,t). Moreover, by the trace embedding (3.2), assumption (3.11) and
Hoélder’s inequality, we have

(3816)  |A4-()| < Clller ()™ 12 0m) < Cllen()oany < Cller@ITye s+7 <t

Consequently, for all 7 € (0,(T —t)/2) and s € (0,t), we deduce from (3.5), (3.12) and
(3.13) that

|Kw (= 5)[Ar(s)es ()], < Ot = 5) 24 (3) ex(5)],
<Ot =) Ple(r + )7, < Ct —5)"2s7™72 € LN0,1).
By dominated convergence, it follows that we may pass to the limit in LP(Q) as 7 — 0 in
(3.15), which yields (3.14). O
For the critical case p = m we shall also need the following lemma, which is a variant
of [14, Lemma 8] (see also [64]).
Lemma 3.3. Let p € [1,00) and k € (0,1]. Let K be a compact subset of LP(Q). Set

(3.17) 8(T) = Sppic(T) = sup  t*2|S(t)¢|kp-
PeEK, t€(0,T)

Then limp_,o 6(T) = 0.

Proof. We first claim that (3.17) holds when K is a singleton. Let thus fix ¢ € LP(Q2), and
pick ¢; € C§°(f2) such that ¢; — ¢ in LP(2). It is known that

(3.18) IS@ Wl < Cllllp, 0<t <1, e WH(Q),

where C' = C(n,k,p) > 0 (for © smooth see, e.g., [59, Theorem 51.1(iv) and Example
51.4(ii)] and the references therein, and cf. Lemma 9.4 if 2 is a cylinder (1.2)). Fix e > 0
and choose j large enough so that ||[¢ — ¢;[|, < e. It follows from (3.4) and (3.18) that, for
all t € (0,1),
2SNk < 1S ()6 = $)lkp + 1215 () bjlI1p
< Cllé = billy + CH21S(H511p < Cz + 5111,

Consequently, for any 7' € (0,1), we have d;, (4} (T) < Ce + OT*?||$;|l1p. Therefore,
lim sup 0y, 5, (4} (T) < Ce, which proves the claim.
T—0

Next let K be a compact subset of LP(£2) and assume for contradiction that (3.17) fails.
Then there exist 7 > 0 and sequences ¢; € K, t; — 0 such that tfﬂHS(ti)d)ith > n. By
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compactness we may assume (passing to a subsequence) that ¢; — ¢ for some ¢ € LP.
Using (3.4), we then have

k/2 k/2 k/2
1 < EPSE)billep < 82 1S ) Sllkp+ 1S (E) (6= D)k < ko) (t) +Cldi—Bllp — 0
as 1 — oo by the above claim: a contradiction. O

Our last lemma provides a useful Schauder regularity estimate for problem (1.1).

Lemma 3.4. Let f be continuous and satisfy (3.11) for some m,C > 0. Let max(m,1) <
p < oo, ¢ >n and v satisfy (3.12). Let To, N >0, T € (0, min(7p,T*)), € € (0,T) and let
¢ be a classical solution of (1.1) on [0,T] such that

(3.19) le@llg + lle®)llyp < N, ¢ €]0,T].

There exists a« = a(n) € (0,1) such that, if Q@ is smooth then

(3.20) [l 210142 @x e < CNV, € To)

and, if Q is a cylinder (1.2) then, for any any compact subset ¥ C QUT,

(3.21) HC”C’2+%1+0¢/2(2><[5,T]) < C(N,e,Tp, ), ||C‘|cl+a,a/2(§x[5,:r]) < C(N,e,Tp).

Proof. We first establish an L estimate away from ¢ = 0. Similarly as (3.16), recalling the
notation (3.10), we have

(3.22) |A(t)] < CON™.
Using (3.5) and (3.14), we get

le@llee < 15()colloo +/0 [A(s)[[[ Kw(t = 5)c(s)]|o0 ds

t
< Cem el + N [ (e = 9T () s,
0
hence )
lle(t)|lso < CNE 20 4 oN™H12077),
This guarantees that
(3.23) el oo @x e,y < C(N, €, Top).
Assume that € is smooth. In this case we can apply parabolic Schauder regularity

theory for the Neumann problem. Fix any ¢ € (0,7"). Next setting é.(x,t) = tc(x,e + 1),
we see that ¢. satisfies the problem

Lé. := 046 — Aée + 1)175 -Veé. = b375 in Qr_., Vé.-v= b2756&* on St_g,
with zero initial data, where
bie(t) =A(e+1t), bac(t)=A(e+1) v, b3e(x,t)=c(x,e+1).

Since |b; | < C(N,¢) owing to (3.22), (3.23), it follows from [47, Theorem 6.44] that, for
some a = a(n) € (0,1), ||6€”Ca’a/2(ﬁ><[0,T—€]) < C(N,e,Tp), hence

||C‘|Ca,a/2(§><[5’T]) < C(N,e,Tp).

Since now the b; . satisfy Hélder bounds (depending on N, ¢, Tp), it follows from [47, Theo-
rems 4.30] that ||Vée||ga.or2@xor—a) < C(V,€), hence

chuca,a/z(ﬁx[g,ﬂ) < C(N7 5)~
Estimate (3.20) then follows similarly from [47, Theorem 4.31].
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Next consider the case when  is a cylinder (1.2). We cannot apply the above and
rely instead on the estimates in Proposition 9.1(vi) from the Appendix. Namely, viewing
¢ as the unique classical solution ¢, given by Proposition 9.1, of the initial boundary value
problem starting at initial time /2, (3.21) follows from estimates (9.7) applied to é (with
e replaced by ¢/2), along with (3.23). O

Remark 3.2. As formally observed above, for any classical solution ¢ € ErNC([0,T); L' (2))
of (1.1), we have the conservation property

(3.24) /Qc(x, t)dx = /Qco($) dez, 0<t<T,

as a consequence of% Joclx,t)dz =0 on (0,T). IfQ is smooth, this immediately follows by
integrating the equation in space and using the boundary conditions. If Q is a cylinder (1.2),
we have

(3:25) ¢ € Line((0,T); H*()) N Hyoe((0,T); L*()
by Proposition 9.1 (applied at each initial time ¢ € (0,T7)), so that the above remains valid.

4. PROOF OF THEOREM 1

In view of eventually establishing Theorems 2 and 4, we shall prove Theorem 1 jointly
with the following proposition.

Proposition 4.1. (i) Let m € (0,1) and let f be globally Lipschitz continuous on R and
satisfy

(4.1) 0< f(s) <C|s|™, seR,
for some C > 0. Let cg € L*(Q2). Problem (1.1) admits a unique, mazimal classical solution
¢ € Br. nC(0,T7); L),

which also satisfies ¢ > 0 in (QUI')x(0,T%*) if co > 0, co Z 0. Moreover, settingq = n/(n—1)
(any finite g if n =1), we have T* > 1 and

(4.2) 2 e(@)lly < CQlleoln, 0<t <1,

Furthermore, if T* < oo, then lim;_ 7+

c(t)||1 = oo.

(i) Let m > 1 and f(s) = s"™. Let co € L™ () and assume that ||col|m < no, where ng
is from (4.13). Problem (1.1) admits a unique classical solution ¢ € E1 N C([0,1); L™(Q)).
Moreover, setting ¢ =nm/(n —1) (any finite q if n = 1), we have

(4.3) 2 e()]lg < C(Qm)llcollm, 0 <t <1.

4.1. Proof of Theorem 1 and Proposition 4.1: existence. Step 1. Approrimating
problem. In the subcritical case p > m (including p = 1 > m for Proposition 4.1), we fix
M > 1, pick ¢y € LP with [|cp||, < M, and we select a sequence of initial data co; € C5°(€2)
such that cp; — co in LP(Q) and ||collp < 2[/collp. If co > 0, we may assume that the cp;
are nonnegative.

In the critical case p = m > 1, in view of proving also property (1.19) (this property
will be useful also for the uniqueness part), we fix a compact set IC of L™(2). Since K can
be covered by finitely many balls of given radius, one can construct a sequence of functions
¢j € C3°(Q) such that, for each given ¢y € K, there exists a subsequence cg; of ¢; which
converges to ¢y in L™(2). Moreover,

(4.4) K={¢;, j e N}*"
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is also compact in L™. If IC consists of nonnegative functions, we may furthermore assume
that the ¢; are nonnegative.

Problem (1.1) with initial data ¢p; admits a unique, maximal classical solution
(4.5) ¢i € Er, N C([0,T3); W) for all g € [1,00),

with W, = W24(Q) if Q is smooth and W, = Wh4(Q) if  is a cylinder (1.2). Moreover, if
its maximal existence time 7; is finite, then lim; 7, ||¢;(t)||cc = 00. When 2 is smooth, this
follows, e.g., from (a minor modification of the proof of) [3, Theorem 6.1], noting that the
required compatibility condition d,co = (A(0) - v)cp (= 0) on 0N is in particular satisfied.
See also [42, 28, 47] for more classical approaches. In the case of nonsmooth (cylindrical)
domains, for which we have been unable to find a suitable reference, this is proved in
Proposition 9.1 of the Appendix.

Step 2. Auziliary norm estimates. Let 0 < T' < min(1,7;). We need to distinguish
several cases according to whether p is larger or equal to m or to 1. To this end we fix
v, 8, a such that

1 <’y<min(1,%), 6 =0, if p > max(m, 1), m, if p>m,
(4.6) P ) _ = ‘
=1, 0=g;, if p = max(m, 1), 1, ifp=m

(note that ya < 1) and, for p € {0,60}, we set

. _ aratp gy mtl-a—p
Lw,T = Ni,T Mi,T :

(4.7 Mir= sup |ci(®)]p, Nir= sup 72|ci(t)]ps
te(0,T) te(0,T)

)

We claim that

(4.8) M; 1 < Colleollp + CoLos 720779,

and

(4.9) Nir < sup 72| S(t)cipllp + CoLesrT71 77
te(0,T)

with some Cy = Co(2,m,p,~vy) > 1.
Let k € [0,1) and 0 < t < T < min(1,7;). Set

Ai(t) = - f(ei(-,t))vdo.

By (3.6) with £ =0 and (3.14), we have

(4.10) lei(t) = S(#)coillep < C/O (t = &)W A () i) | ds.

Here and below, C' denotes a generic positive constant depending only on €2, m,p, v, k. On
the other hand, we observe that

(4.11) 1A ()] < Clllei®)™ |1 o) < Clle® ™ llei®)15 -

Indeed, by the trace embedding (3.2), Holder’s inequality and the boundedness of 99, if p >
m = a then we have ||[c;(t)[™||1(a0) < C||ci(t)\|7an(aQ) < Cllei(t)]|7,- Whereas, if p = m,
hence a = v = 1 then, using (3.2) and [|V|c;|™|l1 = m|||c;|" 1 Veilli < m|lel]|mHIVeillm,
we get

|4 ()] < Cllles®)™ 2100y < Clllei@®I™ 1,1 < Cllea®) i llei ()1
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It follows from (4.10) and (4.11) that

t
tk/2HCi(t) — S(t)CO,z‘Hk,p < CL07i7Ttk/2 / (t — 8)7(k+1)/2877a/2 ds
0

1
< CLg;rt2077% / (1 —7)~*t1)/2=7a/2 47
0

where the integrals are convergent, owing to k < 1 and ya < 1. Consequently,

(4.12) t572)|cs(t) — S(t)coillrp < CLosrT2 V9, ke [0,1), 0<t<T.

Taking £ = 0 and using (3.4) we get (4.8), and, taking k¥ = v, we deduce (4.9) for p >
max(m,1). . Next consider (4.9) in the case p = max(m,1), hence v = 1, = %. To
overcome the divergence of the integral in (4.10) for k& = 1, we instead use (3.6) with

¢=1/2p, k=1, ¢ =p and (3.14), to write
t T
lei(t) = S(#)cojillip < C/O (t = )" "5 | Ay(s)llleals) Il app ds-
Since ||ci(s)]1/2p,p < Hci(s)H1/2p||ci(s)\|11)_(1/2p) by interpolation, (4.11) yields

Lp

a+2—1p m—a+1—-=

_a_ 1
|Ai(s)[llci(s)ll1/2pp < Cllei®)l1, ™ el < Logrs 2.
We then have

t
tY2)|ei(t) — S(t)coll1p < CLgrt'? / (t — s)*”ﬁs*rﬁ ds < CLg,i,TT%“*a),
0

owing to a < 1, hence (4.9) for p = max(m, 1).
We next consider the following two cases separately: supercritical or small data critical,
and general critical case.

Step 3. Supercritical and small data critical cases. Set mg = (2Cp)~(m+1)/™ where
Cp is from (4.8)-(4.9). Assume either

2
p>m [1+ (2C0)™ H leolly] T
(4.13) or and set Tp :=
p=m, |lcollp <mo, 1

(in the first case we have ya < 1 by (4.6), and the second case corresponds to Proposi-
tion 4.1(ii)).

We first claim that
(4.14) M; 1+ Nir < 2Co||coll, for all T < T; := min(Tp, T;).
Indeed, by (4.8), (4.9) and (3.4), we have

(4.15) Mz + Niz < Colleollp + Co(Mip + Nip)™ 1720799 0 < T < min(1, T;).
Moreover, for each ¢, by (4.5) we have

(4.16) 11?51113 (Mi1+ Nir) < llcoillp < Collcollp-
—0

Therefore, if (4.14) fails then, by (4.15) and continuity there exist ¢ and a minimal T <
min(7p, T;) such that

1
Mz + Niz = 2Co]colly < Colleollp + Co(2Co|collp)™ T2,
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(1—~a)

1
hence (supposing ¢ # 0 without loss of generality) 1 < (2C0)™||co||7VT? : a contra-

diction.

In this paragraph we consider the consider when 2 is smooth. We show by a bootstrap
argument that, for each € > 0, the solutions ¢; enjoy the uniform higher regularity estimate:

(4.17) sup ”Ci||c2+a,1+(a/2)(ﬁx[€ji)) < C(M,e).

To this end, setting p = np/(n—1) (or any finite p if n = 1) and using the Sobolev inequality,
(4.14) and v > 1/p guarantees that, for any € > 0,

(4.18) i)l < Cllei(®)ll1/pp < C(M,e) forall t € e, T}).

On the other hand, by the argument leading to (4.14), applied with p instead of p, with ¢
as initial time and ¢;(tg) as initial data, it follows that (¢ — to)l/Qﬁ”Ci(t)Hl/ﬁﬁ < Collei(to) |
for all t,to such that e < tg <t < Tj and t —to < sg := [1 + (2(3’0)7”“\\01'(150)\\%”]_%, with
Co = Co(p,m,Q,7) > 0. By (4.18) we have sg > 5o(g, M) > 0. For any t € [2¢,T}), choosing
to = t—min(e, 30(¢, M)) > &, we deduce that ||c;(t)||; /55 < C(M,e)min(e, 30(e, M)~/ =

C(M,e). Repeating iteratively the argument, we obtain, for any finite ¢ € [p, 00),
lei(t) 1 jaq < C(M,2,q) for all ¢  [£, T).

Property (4.17) is then a consequence of Lemma 3.4. It follows in particular from (4.17)

that T; > T;, i.e. T; > Ty, where Tp is defined by (4.13). We may then pass to the limit to

show that (some subsequence of) ¢; converges in 012 O’cl (2 x (0,Tp)) to a classical solution of

the PDE and of the boundary conditions in (1.1) on (0,7p). Owing to (4.14), ¢ moreover
satisfies

(4.19) sup 1/%e(®)lly,p < Clleollps
te(0,7o)
and
(420) ||CHCQ+(),1+(&/2)(ﬁx[E’TO]) < C(M, 8), 0<e<Tp.

Now, if 2 is a cylinder (1.2), by the above arguments and (3.21) in Lemma 3.4, we obtain
the convergence, in the space C’lzocl((Q UT) x (0,70)) NCHY(€ x (0, Tp)), of a subsequence ¢;

loc
to a classical solution ¢ € Er,. As for estimate (4.20), it becomes

(4.21) lellgatantarzmxer < C(M,e, %), lelgrranr@xpm < CM,e),
for any compact subset ¥ C QUT.

Step 4. Critical case p=m > 1. In this case we need to treat the quantities M; 7 and
N; 1 separately and make use of Lemma 3.3. Recalling (4.4), by Lemma 3.3, we have

(4.22) §(T)=06,,x(T):=  sup t7%|S(t)¢lp =0, asT —0.
Pek, te(0,T)

We claim that there exists Ty = Tp(K) € (0, 1) such that

(4.23) Mi,T < 200||Co||p and Ni,T < 2(5(T), for all T < min(Ti, T()).

By (4.8), (4.9), withy=a =1 and 0 = %, we have

(424) Mi,T < COHCOHp + COMSTNi,T and Ni,T < (S(T) + CoMiz:;eNi{;e, 0<T<T;.
By (4.22) there exists Ty = To(K) € (0,1) such that

5(Th) < n = min{(2"*2CF]leollp™") 7", (272 eoll ™) T
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Let T; := min(7;, Tp) and T} = sup {T € (0,T}); Mz < 2Cy||collp and N; 7 < 26(Tp)} > 0.
By the first part of (4.24), we have
M;r < Colleollp +2Cod(To) (2Collcollp)” < 5Collcollp, 0 <T <T}.
Next, by the second part of (4.24), we deduce that
Nir < 6(T) + Co(2Co]|collp)?~?(26(Ty)) Nip < 8(T) + tNip, 0<T < TJ,
hence N; 7 < 26(T) < 26(Typ) for all T < T]. Consequently, T = T; since otherwise, by

continuity, M; 7 = 2Cy||coll, or N7 = 28(Tp) for T = T! < T;, a contradiction. Claim
(4.23) follows.

Next, again first considering the consider when €2 is smooth, we establish the uniform
higher regularity

(425) Sup ||Ci||C2+a’1+(a/2)(§>< [57T1)) < o0, g > 0.
(]

To this end, a little more care is needed than in the supercritical case, because the existence
time just obtained is uniform on compact subsets of initial data (but not on merely bounded
subsets). Thus starting from (4.23) and using the compactness of the imbedding WP (2) C
LP(Q)) where p = 2np/(2n — p) (or any finite p if p > 2n), we see that, for each £ > 0,

Ke:={ei(t), tele,Th),i € N}Lﬁ

is a compact subset of LP(€2). By the argument leading to (4.23), applied with $ instead
of p, with any ty € [e,T;) as initial time and initial data ¢;(tg) € K., there exists Ty =
To(Ke) € (0,1) such that,

sup {sl/zHCi(to +8)|l1p; to > e, 0 < s <min(Tp,T; —to), i € N} < 00,
hence
sup {Hci(t)nl,ﬁ; 2% <t<Tie N} < .
It follows that [|c;(t)]|15 < C(K,e) for all t € [¢,T;). Repeating iteratively the argument,
we obtain, for any finite ¢ € [p, 00),
sup {Hcl-(t)Hl,q; e<t<Tic N} < 00.

Property (4.25) is then a consequence of Lemma 3.4. It follows in particular from (4.25)
that T; > Ti, i.e. T; > Ty. We may then pass to the limit to show that (some subsequence
of) ¢; converges in Cl2001 (2 x (0,Tp)) to a classical solution of the PDE and of the boundary
conditions in (1.1) on (0,7p). Owing to (4.23), it moreover satisfies

(4.26) sup tY2||e(t)]l1p, < 20(T), 0<T <Ty, whereTy=Ty(K)> 0.
te(0,7)

Now, if Q is a cylinder (1.2), the above remains true with the same changes as in the last
paragraph of Step 3.

Step 5. Continuity in LP(Q) at t = 0. From (4.12) with £ = 0 and the fact that
T; > Ty, we obtain

(4.27) lles(t) = S(t)coillp < CoLosrT209  0<t<T <.
In the case p > m (hence ya < 1 by (4.6)), this along with (4.14) yields

lei(t) — S(t)eolly < Clleol 420779 i e N, 0 <t < Ty.
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Letting 1 — oo, we get
le(t) = S()eolly < Clleol|7 1420779, 0 <t < Ty,
and since ||co — S(t)col|p — 0 as t — 0, the property follows.
In the case p = m, (4.27) along with (4.23), yields
ci(t) = S(t)co,illp < Clleolbo(t), €N, 0<t<Ty
and we conclude similarly by using (4.22). O

We note that, at this stage (cf. Steps 3 and 4), we have in particular obtained the
following:

Lemma 4.2. Under the assumptions of Theorem 1 or Proposition 4.1(i), there exist Ty €
(0,7%), a sequence co; € C3°(2) and solutions c,c; of (1.1) with initial data co, co i, respec-
tively, such that ¢; € EqnyNC(Qq,) and ¢; converges to ¢ in Cfo’cl((QUI‘) x (0,Tp)) ﬂCllo’g (Qx
(0,7p)). If p > m, then we may take, for any e >0
—_2p _
To :== [1+ Cc|lcollp'] 7= c.
If cg > 0, we may assume that the co; are nonnegative.
4.2. Proof of Theorem 1 and Proposition 4.1: uniqueness. We shall more precisely

prove the following proposition, which immediately implies the uniqueness part of Theo-
rem 1 and Proposition 4.1.

Proposition 4.3. Assume either m > 1, f(s) =™, and set p=m, or m € (0,1), f as in
Proposition 4.1(i), and set p = 1. Let ¢y € LP(Q2), T > 0 and ¢, ¢ € C([0,T]; LP(Q)) N Ep
be solutions of (1.1). Then ¢ =¢ on [0,T].

In view of the proof, for p > 1 and T > 0, we define
X1 = {2 € C(0. T IP(@) N OO, T;WH(Q)); sup 112]2(8)1, < oo}
te(0,T)

and, for z € X, 7, we set

Mr(z) = sup [|2()p,  Nr(z)= sup t'2[|z(0)[|1,p-
te(0,7) te(0,7)

We start with the following lemma.

Lemma 4.4. Let f,m,p be as in Proposition 4.5. Let T € (0,1), co € LP(Q) and c1,c2 €
X, 1 N Ep be classical solutions of (1.1) on (0,T). There exists eo(p, f,, |lcollp) > 0 such
that, if

(4.28) Nr := max(Nr(c1), Nr(c2)) < o,
then ¢ = c2 on (0,T).
Proof. Set My := max(Mrp(c1), Mr(c2)) and Aj(t) = [, f(c; (-, t))vdo for j € {1,2}. Note

that our assumptions guarantee that |f(c1) — f(c2)| < C(|c1/P~1 + |e2|P~1)|e1 — cal, and that
(3.2) implies

lel7o o0y = e lzi@a) < C el + IV1elPll) < Cllellf™le

Using Holder’s inequality, it follows (omitting the variable s for conciseness) that

1,p-

(429) A1 = Aa| < O(lleallr a0y + leallianyller = ezlloaon)

S =

_ _ p=1 _
< Clellp Mleallp + lleallp ™ eallig) 7 (ler = e2llp™ llexr = eallip) 7.
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Setting My = Mp(cq — ¢2), Np = Np(ep — ¢2), we deduce that

1

p — —
(4.30)  |A1(s) — Asz(s)| < 03_1/2(]\7 ME™ 1) Np/\/l P A(s)] < Cs_l/QNTM;l_l
(replacing ¢; or cp with 0 in (4.29) for the latter). Consequently, by (3.6) and (3.14),

le;@)llp < 15(t )Col!p+0/ 8)"214;(8)llej (9)lp ds < llcollp + CINTMf,

where I = fo (t —s)~1/2571/2ds = C. Therefore, My < ||col|, + C Ny M2 and, by (4.28) we
deduce

(4.31) My < 2||eollp-

On the other hand, by (3.6), for ¢ € [0, f] and k € [¢,1], we have

t
(4.32) 2 |[c1 — ca) ) |lkp < Ct’S/ (t—s)~ (s)ds,  ¢u(s) = [[(Azca— Arer)(s)]| -
; :

Writing
$e(s) = || Ax(s)(c1(s) = e2(s)) + (A1(s) — Aa(s))ea(s) ],
< [Au(s)l llea(s) = ca(s)llep +1A1(s) = A2(s)[ llea(s)llep
and using (4.30) and the interpolation inequality

V< N M (o

)4
lellep < llelliplielly

for ¢ = ¢; and ¢ = ¢1 — ¢o, it follows that

p—1

(4.33)  ¢u(s) < Cs™ 3 {NTMP INEME 4 (NP7 NARIE N Mo }

Now, applying (4.32), (4.33) with k = ¢ = 0, we obtain

1 p—1

_ _ o op=1 p—1
ller = e2®)llp < CHNTME My + (Np AR5 BN M,

where I; = fo —1/24-1/2 45 = O, hence

p—1

_ _ p—1 _ 1 p—1
My < C{NTMg—IMT + (NpMET) T M N M}
Using assumption (4.28) and Young’s inequality, this implies
(4.34) Mg < KNy, K =C(NpME)P~ b,
Then setting ¢ = 1/2p and applying (4.32), (4.33) with & = 1, we obtain
1 o _ _ g b=l o 1 p=1
tler = ea)(®)lhp < CL{NpMET NEMI + (Np AR5 NEMENE M,

where I, = t2 fg(t — 3)71+41Ps 273 ds = O Combining with (4.34), we deduce
Nip < C{Np My~ K 4 (Npatp ) " NN g

Using assumption (4.28) again, it follows that N < Np/2, hence ¢1 = ¢s. O
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Proof of Proposition 4.3. We make use of an argument from [13, 14]. We only consider the
case m = p > 1, the case m < p = 1 being easier. First note that K := ¢&([0,T]) U é([0,T])
is a compact subset of LP(§2). Set M = sup,cpon) (le@)lp + 1é@)lp), and let 8(t) = 61 pxc(t)
be defined by (3.17).

Fix any 7 € (0,7). By the existence part of Theorem 1 and property (1.19), there exist

Tp > 0 independent of 7 and a solution ¢, of (1.1) on (0,7p) with initial data ¢(7) and such
that, for all t € (0,Tp),

(4.35) Ni(er) = sup sY2|er(s)]1p < CO(t) =0, t— 0.
s€(0,¢)
Set ¢,(t) = ¢é(t + t) and

Ni(e) = sup sY2)e ()
s€(0,t)

1,p-

Since ¢ € Ep, we have lim;_,o N¢(¢;) = 0 (where the convergence need not be uniform in
7). It thus follows from Lemma 4.4 and (4.35) that ¢, (t) = é-(¢) for t > 0 small (depending
on 7). We claim that

(4.36) cr(t) =¢-(t) forallte (0,7;), with T := min(To,T — 7).

Indeed, otherwise, letting ¢y := sup{s € (0,7;); ¢; = ¢ on [0, s]}, we would have 0 < £y <
T, and, since c¢;,¢é; € Ep_, the above argument would yield ¢ (t) = ¢&,(t) for t —ty > 0
small: a contradiction.

Now, from (4.35) and (4.36), we have in particular,
sY2E(r 4 s)|lip < CO(t), 0<s<t<min(Ty, T — 7).
For any t € (0, min(7y,T)), letting 7 — 0, we obtain
sY2)E(s) |y < C8(t), 0<s<t<min(Tp,T)

and this obviously remains true for ¢. Applying Lemma 4.4 again, we deduce that ¢ = ¢ for
t > 0 small. Then arguing as in the proof of (4.36), we conclude that ¢ = ¢ on [0,7]. O

4.3. Proof of Theorem 1 and Proposition 4.1(i): positivity and continuation. In
view of the positivity proof, we start with a maximum principle for smooth solutions.

Lemma 4.5. Let f be continuous on [0,00), cg € C(Q), T > 0, and let c € Er N C(Qr) be
a classical solution of (1.1) on [0,T].

(i) If co > 0, then ¢ > 0.

(i1) If in addition cy # 0, then ¢ > 0 in (QUT) x (0,T).
Proof. (i) We use a Stampacchia type argument similarly as in, e.g., [59, Proposition 52.8
and Remark 52.9]. Recalling the notation (3.10), we note that A(t) is bounded on [0, 7

owing to our assumptions. Set ¢ = max(—¢,0). Multiplying the PDE in (1.1) by —c_,
integrating by parts and using the boundary conditions, we obtain, for a.e. t € (0,7),

“1(Lﬂwm:—/

2dt Jo a
= — 672 s -V 072 g — . c_VcCc_axr
_ Aﬁ7d<ﬁémm J(c_)2d MwuL Ve d

1
S—/ |Vc_2dx—|—/ |Vc_]2dx+01(/(c_)2da+/czdx>.
0 2 Jo r Q

(Ac)e_dx + A(t) - /Qc_Vcdx
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We note that this calculation is allowed also when 2 is a cylinder (1.2) owing to (3.25).
Applying the trace inequality [.vido < ¢ [, [Vov[*dz + Ca(e) [, v*da with v = ¢_ and
e = (2C1)7 1, it follows that

1d

P T Q(c_)Q(t)dwg 01(1+CQ(5))/ ¢ da.

Q
Since c¢_(-,0) = 0 by assumption, the assertion follows by integration.

(i) Since ¢ > 0, ¢ # 0 solves an equation of the form ¢; — Ac = b(t) - Ve with b €
C([0,T];R™), we have ¢ > 0 in Q x (0,7] by the strong maximum principle. On the other
hand, we cannot have c(xo,tp) = 0 with ¢y > 0 and 2y € T" (a regular boundary point),
because the boundary conditions then imply v - Ve(zg,t9) = 0, contradicting the Hopf
lemma. (Il

Completion of proof of the positivity part of Theorem 1 and Proposition 4.1(i). By Lemma
4.2, there exist Ty € (0,77), co; € C§°(R2), co; > 0, and solutions ¢; of (1.1) with initial
data co 4, such that ¢; € Eqy N C(Qrp,) and ¢; converges to ¢ in Cfocl((ﬂ ul') x (0,Tp)). It
follows from Lemma 4.5(i) that, for each i € N, ¢; > 0 in Q x [0, Ty}, hence ¢ > 0 on [0, Tp].
Since c¢ is a classical solution on [Ty, T*), Lemma 4.5(i) guarantees that ¢ > 0 on [0,7).
Finally assume for contradiction that u(zg,tg) = 0 for some (z9,tg) € (QUT) x (0, 7).
Since ¢ is a classical solution on (0,7%), Lemma 4.5(ii) implies ¢ = 0 on (0,%g]. Since
c(t) = co Z0in LP as t — 0, this is a contradiction. O

Completion of proof of the continuation part of Theorem 1 and Proposition 4.1(i). Forp >

m > 1orp=1>m, by Lemma 4.2, the maximal classical solution ¢ of (1.1) exists on
__2p

a time interval of length T := [1 + C¢||col[})'] e ~¢, with any € > 0. By a time shift, it
follows that

2
T* —t > [1+ Celle(t)||7] 77 5, 0<t<T"

If T* < oo, we thus have
e, > C(T* —t) " zm ts, ¢t 5T
el ; 7
which in particular implies the assertion. (I

Remark 4.1. All the conclusions of Theorem 1 remain valid when f(c) = —|c|™ ¢ for
m > 1, as well as (3.25) with T = T* if Q is a cylinder (1.2). Moreover, property (4.20)
with p > m and Ty given by (4.13) remains true. Indeed the proofs in this section made no
use of the sign of the nonlinear term.

5. PROOF OF THEOREMS 2, 4 AND 6

Proof of Theorem 2(i). By Proposition 4.1(i), problem (1.1) admits a unique, maximal clas-
sical solution ¢ € Ep« N C([0,T%); L'(22)). Moreover, since ¢y > 0, we have ¢ > 0, hence
llc(®)]]1 = ||coll1 by (3.24). The last part of Proposition 4.1(i) then guarantees that T* = co
and property (4.20) ensures (1.8). O

We next compute the evolution of the entropy and of the L? norms, for classical solutions
of problems of the form (5.1).
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Lemma 5.1. LetT > 0 andb € C(0,T;R"). Letv € Er, with alsov € L} _((0,T); H*(Q))N
H} ((0,T); L*(Q)) if Q is a cylinder (1.2). Assume v is a classical solution of

(5.1a) ow=V- (Vv + b(t)v), reN, 0<t<T,

(5.1b) 0= (Vv+b(t)) v, rco, 0<t<T.
(i) Assume

(5.2) v>0 inQx(0,7T)

and set ¢(t) = [, vlogvdx. Then ¢ € I/Vll 10, T) ), Jov I Vu|?dz € L}, (0,T) and

loc
' (t) = —/ v Vo2 de — b(t) - / Vodz, a.e. te(0,7T).
Q Q

(i) Assume that either p > 1 and (5.2) holds, or that p is an even integer. Then
o(t) = [P de € HL (0,T), [ovP~ 2|Vv|2d:c € L2 (0,T) and

loc
¢ (t)=—-pp-1) {/ vP2|Vo|? dz + b(t) - / vp_IVvdx} , ae. te(0,T).
Q Q

Proof. (i) Fix e > 0. For all t € (0,7"), multiplying the PDE in (5.1) by log(v+¢) and using
the boundary conditions, we get

v
p vlog(v +e)dr = /Qvt<log(v +e)+ . 5) dx
v

B _/Q vv—kve (1 + vi5> ' (Vv * b(t)v) e

Integrating in time, we get, for all 0 < t; <ty < T,

to v 2
/ ﬂ(l—l—i)daﬁdt
4 Javte v+€

[/ log(v + ) d TQ /tQ / — ) Vodsat
= — v v T — vaxr .
Q & t Qv+5 v

We may then pass to the limit ¢ — 0 via monotone (resp., dominated) convergence in the
LHS (resp., RHS). It follows that

Y B\ vlogvde]” — v dzdt, 0
= gvdadr vaxr <t <ty <T.
t1 Q v Q 1 t1

This in particular implies the finiteness of the LHS and readlly yields the assertion.

(ii) We consider the case (5.2) with p > 1, the other being similar (and easier, ¢ = 0
being sufficient). Fix ¢ > 0. For a.e. t € (0,7), multiplying the PDE in (5.1) by (v + &)P~!
and using the boundary conditions, we get

/ﬂvt(v +etde = /Q(v +eptv. (Vv + b(t)v) dz
=—(p—1) /Q(v +)P2Vu - (Vv + b(t)v) dz,

hence

(p—1) /Q(U + &P 2| Vo2 da = —/Qvt(v +e)Ptda — (p— 1)b(t) - / v(v+e)P"2Vu d.

Q
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We may then pass to the limit ¢ — 0 via monotone (resp., dominated) convergence in the
LHS (resp., RHS), so that

(p— 1)/ vP 2| Vo2 dz = —/ v tdx — (p — 1)b(2) - / P Vo da.
Q Q Q

This in particular guarantees that the LHS is finite for a.e. t € (0,7) and locally bounded.
Since ¢ € H]} (0,T), owing to the regularity of v, and ¢'(t) = » o voP~ 1 dz, the assertion
follows. O

In view of the proof of Theorems 2(ii) and 4, by means of Lemma 5.1, we establish the
following a priori estimate.

Proposition 5.2. Assume that f(c) = ¢™, with m > 1 and let p > 1 satisfy m < p < 2m.
Let ¢y € LP(Q), co >0, co 5_'5 0.

(i) We have
d
- P <
e <

where Ko = I%|Q|(p—m)/p

4p—1
M{K()Hc]\zl — 1}/ VP22 dx,  ae. t € (0,T),
p Q
(i) In particular, if ||col|, < Ko_l/m, then ||c(t)||p is nonincreasing for t € (0,T%).
Proof. (i) We know that ¢ > 0in © x (0,7, so that Lemma 5.1(ii) gives
d 4(p—1) 22
dtyc(t)ug:—p/ V22 da + (p /chdx
On the other hand, by the Cauchy-Schwarz and the Holder inequalities, we have

1/2 1/2
/ VP de| <2 </ cpdac) (/ ]ch/Q\zdx)
Q Q Q

and, using the divergence theorem and recalling the notation (3.10) and m < p < 2m,
|A(t)| = / Mvdo| = / V™ dx
o0 Q
9 1/2 1/2
< m (/ M d:z) </ ]ch/2|2daz)
p Q Q

om (2m—p)/2p 1/2
—|qp-m)/p </cpdx> (/ \ch/2]2dac> :
p Q Q

Consequently,

Ap—1 4 m/p
Dyeyp, < -2 =D / VP22 da + —— || =m)/p ( / cpdx) / VP22 da
dit p Q p 0 Q

4(p-1)
p

which proves the proposition.

IN

IN

12 M ole-m)/p) . / /212
{~r T} [ vl s,

(ii) This is a direct consequence of (i). O

We shall also use the following exponential convergence lemma.
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Lemma 5.3. Let f : R — R be locally Lipschitz. There exist ny = n2(f,Q) > 0 and
A = \(Q) > 0 with the following property. If ¢ € Ex NC([0,00); L1(2)) is a global classical
solution of (1.1) such that |¢o| < 12 and

(5.3) Tim [le(t) el = 0,
where ¢y = ﬁ Jo co(x) dz, then the exponential convergence property (1.9) holds for some
C > 0.

Proof. In this proof, K, K1 will denote generic positive constants depending only on f, {2
and C' a generic positive constant possibly depending on the solution c¢. Assume |¢g| < 1.
By assumption (5.3), there exists T > 0 such that

(5.4) sup |le(t)|loo < 2.
t>To
Recalling the notation (3.10) and using also the continuity of f, we have
(5.5) lim A1) = | f(e)vdo = f(éo)/ vdo = 0.
t=o0 a0 1)
Set w := ¢ — ¢. By (5.4) and the local Lipschitz continuity of f, we get, for all ¢t > Tp,
AWl =|[ rtewaol (/ (@) yda‘</ 1£(0) f(ao)\dagf(/ ] dor
o0
Since fQ t)dx = 0, it follows from the trace and the Poincaré-Wirtinger inequalities that
1/2
(5.6) IA(t)] < K||w]|n < K(/ Vw|? dx) L > T
Q

Next, the function w satisfies
Ow =V - (Vw—A(t)w), zEQ, t>0,
d,w = (A(t) - v)c, x €I, t>0.

Multiplying the PDE in (5.7) by w (recalling (3.25) if 2 is a cylinder (1.2)), integrating by
parts and using the boundary conditions, we obtain, for a.e. ¢ > 0,

3ailw @1 = [wwde = [ W (Vo - A@w) do
_/Q\VdeHA(t)./ﬂwdeer/(?Qw(&,w—(A(t)'V)w) do

——/ \Vw]de+A(t)~/wdex+EoA(t)~/ wr do
Q Q Gle)

—/ \Vw|2dx+A(t)-/(w—i—Eo)dea:.
Q Q

By the Cauchy-Schwarz and the Poincaré-Wirtinger inequalities, we have

1/2 1/2
/|w|Vw\d:L' < (/ |Vw\2dx> (/ dex) < K/ |Vw|? d.
Q Q Q Q

This along with (5.6) yields

(5.7)

33l < (J1+ KA +la} [ Vol o>,
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Take 72 = min(1, (4K)~!) and Ty > Tj sufficiently large so that sup,sp, [A(t)| < n. Using
again the Poincaré-Wirtinger inequality, we get

d
&HUJ(t)ll% = —/Q Vwdz < —Ki|w(t)|3, ae.t>T.

By integration, we get

()| < Ce ™, t>T
and, by (5.4) and interpolation, it follows that for all ¢ € [2, c0),

Ky,

[wt)llq < Ce a7, t =T
On the other hand, by (5.4) and parabolic regularity (or Proposition 9.1(vi) if Q is a cylin-
der (1.2)), we have sup;>g, [lc(t)||c1 < oo. Choosing some g > 2n, a further interpolation
and Sobolev inequality yield

Ky

1/2 -
lw®)loo < Kllw()124 < Ko@) lw®)]§? < Ce™ =", ¢ >,

which proves the lemma. [l

Proof of Theorem 4. Let Kg,no be given by Propositions 5.2 and 4.1(ii), respectively. As-
sume that |collm < mo if m = 1 or that |[coll, < min((2Ko)~Y™,n) if m > 1. By
Proposition 5.2(ii) (or by mass conservation if m = 1),

(5.8) t — |le(t)]|m is nonincreasing and < g for ¢t € (0,7%).

Setting ¢ = nm/(n—1) > m (or any finite ¢ > m if n = 1), it follows from (4.3) and a time
shift that limsup,_,p« [|u(t)|lq < co. Theorem 1(iii) then guarantees that T = oco. Also, by
(4.20) or (4.21), we have

(5.9) ||C”C'1+ava/2(§><[1,oo)) < 00.

To show the uniform convergence to ¢y, the idea is to use the Liapunov functional given by
Proposition 5.2 for small initial data, along with the conservation of the L' norm. To this
end, let us first consider the case m > 1. In view of (5.8), we may set ¢ := lim;_,o ||c(t)||m €
[0,00). Putting ¢; = c(x,t + j) for j € N, we see that each ¢;(z,t) is a solution of (1.1),
with initial data c(-, 7). By (5.9), the sequence (¢;) is precompact in Cj,c(2 x [0,0)). For
any 7 > 0, by Proposition 5.2(i) with p = m, we have

2(m —1) [T m 2(m —1) [It7
(5.10) m 0 JO m j 9)

< le@llim = lleG + )l = €=€=0, j— oo

Let ¢ be a cluster point of (¢;), i.e. ¢j, — ¢ in Cloe(€ x [0, 00)) for some subsequence ji. It
follows from (5.10) that é(z,t) = é(t). Since ||c(t)||1 = [|col]1 for all t > 1, we deduce that
¢ = ﬁ”coHl. We have thus proved that lim; .« ||c(t) — éo||oc = 0 in the case m > 1. In the
case m = 1, we note from (4.3) that ||c(1/2)|; < C(Q)|lcoll1, with ¢ =n/(n—1) > 1 (or any
finite ¢ > 1 if n = 1). Assuming ||cg|[; possibly smaller, we may thus apply Proposition 5.2
with some p € (1,2) and the above argument works exactly as before.

Finally, to check the exponential decay assertion, it suffices to apply Lemma 5.3, ob-
serving that |ég| < ny for ||co||,m small. O

Proof of Theorem 2(ii). It is completely similar to the proof of Theorem 4 in the case m =
1. O
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For the proof of Theorem 6 we need the following lemma (which will be also used in
the proof of Theorem 8).

Lemma 5.4. LetT € (0,00], b € C(0,T;R") andv € Er, with alsov € L2, ((0,T); H*(2))N
Hl

L ((0,T); L3(Q)) if Q is a cylinder (1.2). Assume that v is a classical solution of
vw=V- (Vv—i—b(t)v), reQ 0<t<T,
0= (Vv+b(t)v) v, zedN, 0<t<T.
If, for sometq € (0,T), b € L?(tg, T; R™) then, for eachp € [1,00), we havev € L™ (ty, T; LP(Q2)).

Proof. Assume without loss of generality that p is an even integer. By Lemma 5.1(ii), we
have
;EHU(t)HP = —/ VP2 |Vol? dz — b(t) - / v 'Vodz, ae. te(0,T).
plp—1)dt P ) ’ 7

Q
Since, by the Cauchy-Schwarz inequality,

1/2 1/2
)b(t)-/vp_1Vvda:‘ < b(t)|</ vp_2|VU|2dx) (/ vpdx)
Q Q Q
< b(t)\Q/vpdx+/vp_2]Vv|2dx,
Q Q

it follows that L[|v()|[5 < p(p — 1)[b(¢)|?||v(t)|[5. By integration in time, we get

(5.11)

T
o)1} < o} exp{ptp—1) [ P dt} <oo, to<t<T.

to

which proves the lemma. 0

Proof of Theorem 6. Local existence-uniqueness and positivity are guaranteed by Remark 4.1.

Let us show global existence. First assume m > 1 and set ¢(t) = |c(t)]n. By
Lemma 5.1(ii) with p = m and b(t) = [, ¢"vdo = [, V™ dz, we have

' (t) = —m(m —1) /Q 2|V dz — m(m — 1)b(t) - /ﬂcm1Vcdy

2
_ _Am-1) / VP (m 1) ( / vcmdgs) <o.
m Q Q

Next consider the case m =1 and set ¢(t) = [, (clogc+1)dz > 0 (since slogs+ 1> 0 for
s > 0). By Lemma 5.1(i), we have

2
qs’(t):—/c1\vc\2dx—b(t)./vcdy=—4/ Vel /22 da — (/ Vcd:z:) <0.
Q Q Q Q

In either case, fixing some ty € (0, min(1,7™)), it follows that

T T 2
(5.12) / /\ch/2|2dxdt+/ </ chda:) dt < C¢(ty) < oo,
to Q to Q

hence in particular b € L2(tg, T*). It follows from Lemma 5.4 that, for each p € [1,0),
c € L>®(to, T™; LP(R2)). By Remark 4.1 we deduce that T* = oo and that ¢ € Ew.

Finally, since ¢/ < 0, there exists £ := lim;_, o, () € [0, 00) and using (5.12) and arguing
similarly as in the proof of Theorem 4, we conclude that lim;_, ||c(t) — ¢o|/co = 0. O
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6. PROOF OF THEOREM 3

The proof relies on entropy and on a refined version of the smoothing effects in Section 4
(cf. (4.19)). The latter, which is formulated in Proposition 6.1 hereafter, is based on a
decomposition of the solution between a small L' part and a bounded part. To this end we
need some notation. For given 7 > 0, we denote

X, = {v e L=(0,7 L1 () 1 LES((0, 7)) WH(9)); My (v) < o0},
(6.1) M, (v) =esssup tY2|jv(t)|11, Yy = L>®(0,7;C(Q)),
te(0,7)
and, for all (vi,v9) € X; x Y7,

(6.2) Hr(o1,2) = esssup ([oa(®ll + 2 for Ol + 7 foa(O)lec ).
te(0,7

We then introduce the (X, + Y;)-norm, defined for v € X, + Y; by
N:(v) = inf{Hy(v1,v2); (v1,v2) € E(v)},
where

E-() = {(v1,v2) € Xr x Y75 v(t) = v1(t) + va(t) for ae. t € (0,7)}.

Proposition 6.1. Let f(c) = c¢. There exist constants €9,Cy > 0 (depending only on )
with the following property. Let T, R > 0 and let c € Et be a classical solution of (1.1) on
[0, T] such that, for some (co1,co2) € L1(2) x C(Q), co := ¢(-,0) can be decomposed as

co = o1 + o2, with ||coil1 < <o, [[coz2lleo < R.

Then we have

(6.3) Ny(c) <Cy, 0<7<min(egR™%T).
In particular, for p=n/(n—1) (any finite p if n = 1), we have
(6.4) le(®)]l, < Cot™2, 0 <t < min(egR™2,T),

with Cy = Cy(Q, a) > 0.

For the proof of Proposition 6.1, we first need some basic properties of N, (v) as a
function of 7 when v is sufficiently regular.

Lemma 6.2. Let v € C([0,7);Wh(Q)) N Ly,
7€ (0,T). Then:

(i) h is nondecreasing;

([0,T); C(Q)) and set h(t) = N.(v) for

(ii) h is continuous;
(iii) lim, o h(7) = 0.

Proof. (i) Let 0 <7 < 1o <T'. For all (v1,v2) € &, (v), we have (v1,v2)((0,r,) € En (v) and
H., ((Ul,vg)‘(om)) < H.,(v1,v2) by (6.2), hence h(71) < h(72).

(ii) Let 7 € (0,7"). We first check the continuity on the left. Set ¢ = lim; .- h(t) and
take any € > 0. Choose an increasing sequence (7;) >0 such that 7o = 0, 71 > (1+¢) 727 and
lim7; = 7. For each j > 1, there exists (v{,v3) € &, (v) such that H (v],v3) < h(7j) +€ <
{+e. For i € {1,2}, we may define ¥; on [0,7) by ¥; := v] on [rj_1,7;) for each j > 1.
Using (6.2) and 71/2 < (1 + E)le/2, we then have

H,(1,72) < (1+¢) sup Hy, (v],03) < (1+¢)(¢ +e¢),
j=>1



32 MEUNIER AND SOUPLET

so that in particular (v1,02) € &7 (v). Consequently, £ < h(1) < H(v1,02) < (14+¢)({+¢),
hence h(7) = lim;_,,— h(t).

We next check the continuity on the right. Let ¢ > 0. Take (v1,v2) € £-(v) such that
H:(vi,v9) < h(7) + € and fix a representative of (v1,v2), still denoted by (v1,v2). By the
regularity of v, there exists n > 0 such that

lo(8) = v(s)llx + (7 + )2 [lo() = v(s)

and we may also assume (%)1/2 <1+ e¢€. Next, by the definition of & (v) and H,(v1,v2),

we may select 7 € (7 — 1, 7) such that v(7) = v1(7) 4+ v2(7) and

(T_n77+77)

or(F) [l + 7 2 or (F) |11 + 7202 (7)o < Hr(v1, v2).

(7
We then define (01, 02) € &y by (01,02) = (v1,v2) on [0, 7] and (01, 02) = (v—v2(7), v2(7))
on (1,74 mn). For t € (1,74 n), we have

M= [lv@) —v2(7)ll = llo() — v(7) + o1 (D)1 < [lvi(P)]1 +e,
1 =t2[o(t) — va(#)ll11 = 72 v(t) — v(F) + v1(F) 1.1
< () 2312y (#) 11 + € < (14 e)F2[lor(F) |11 + e,

(T 4+ m)' 2 02(8) oo = (7 +m) 2 [02(F)lloe < (14 )72 02(F)l|oos

[0 (2
)

20, (¢

hence
h(T +1n) < Hryy(01,02) < (1 +€)Hr(v1,v2) + 2.

Consequently, h(7 +n) < (1 +¢)h(7) + 2. Since h is nondecreasing and € > 0 is arbitrary,
we conclude that lim; .+ h(t) = h(7).

iii) Set = ||Vl o0 TN en h(t7) < H-(0,v) < K7/ = 0as 17— 0.
(iii) Set K = [[v]| oo (0,7/2);cc0- Then A(7) < Hr(0,v) < K7/ O

Proof of Proposition 6.1. Let c satisfy the assumptions of the proposition, where g > 0
will be determined below. In this proof C will denote a generic constant depending only
on 2. Also, we shall abbreviate

E=E&(c)={(c1,c2) € X7 xY7; c(t) = c1(t) + ca(t) for ae. t € (0,7)}.

Fix 7 € (0,T) and pick any (c1,c2) € &:. Using (3.14), we may decompose the solution
cof (1.1) as ¢ = ¢; + €2, where

Gi(t) = S(t)coi + /OtA(S) Ky (t—s)c(-,s)ds, 0<t<rT, ie€{l,2}.

By (3.5), (3.6), for t € (0,7), we have

uqum<wmm+c/ 972 A(s)llea ()] ds,
(6.5) tY2)1E ()|l < Clleonlls + Ct1/2/ (t — 8)"¥ 4 A(3)||e1(5)]|1 /2.1 ds,
0
wxmmsmmg+c/ 72 A(3) lea(s) oo ds

(and Lemma 3.1 also guarantees that é»(t) € C(Q) for all ¢ € (0,7)). On the other hand,
since

At) = /89(Cl + o) (t)vdo = /chl(t) dz +/ co(t)vde, ae.te(0,7),

o0N



CELL MOTION MODEL WITH BOUNDARY SIGNAL PRODUCTION 33

(where the last boundary integral is well defined, owing to ca € L(0,7;C(f2))), we have
(6.6) [A(s)] < Cller(®) i + Cllea(s)lloo, s € (0,7).

Next recall the definition of M, H; in (6.1), (6.2) and also set
Lr(e1) = sup fles(®)]l,  Pr(c2) = sup lez(t)]|oo-

c(0,7 te (0,7
. 1/2 1/2 .
Using (6.5), (6.6) and [[c1(s)l[1/2,1 < [ler(s)[l;""[[e1(s)[l1)1, we obtain
t
1é1(t)|l1 < g0+ CL(c1) sup / (t — ) V2 (s7V2M (1) + Pr(e2)) ds
te(0,7) J0O
<ep+CL:(1) [MT(cl) + T1/2P7—(CQ)] <ego+ CHTQ(cl, c2),

721 (8)]11 < Ceo + COLY?(er) My (e1)
t
sup tl/z/ (t—s)~3/4 (3_1/2MT(01) + PT(CQ))S_1/4 ds,
te(0,7) 0
S Cé‘o + C(L.,-(Cl) + MT(Cl)) [M.,-(Cl) + 7'1/2P7-(62)] S CED + CH?(Cl, 02),
t
V2| (1) || < RTY2 + CTV2P,(c3) sup / (t —s) Y2 (s7V2M (1) + Pr(c2)) ds
te(0,7) JO
< RTY? 4 O7Y2 P (co) [M (1) + 7Y% P (c2)] < RTY2 4+ CH (1, ¢2).
If follows in particular that (¢1,¢) € X, x Y5, hence (é1,¢2) € &, and, adding up, we get
h(7) := Ny(¢) < Ho(¢1,¢) < Ceg + RrY? + CH?(c1, ¢).
Taking infimum over (c1,c2) € &, we get, for some C; = C1(,a) > 0,
(6.7) h(r) < Cieo + C1h3(7), 0 <7 <min(T,7), where 79 = goR™2.

Let now J = {7 € (0,T); h(r) < 2Cie0}. Owing to the regularity of ¢, the assumptions
of Lemma 6.2 are satisfied by v = ¢. By properties (i)(iii) in that lemma, J is a nonempty
interval with left endpoint 0. Now choose g9 = (10C?)~! and assume for contradiction
that 7 := sup J < 79. Then, by (6.7) and the continuity of h (cf. Lemma 6.2(ii)), we have

h(7) = 2C1e0 < Cieg + 4C5e3 hence 1 < 4C%ep = 1/2: a contradiction. Thus (6.3) is
proved.

Finally, to deduce property (6.4) from (6.3), for any 7 < min(ggR~2,T), we pick (c1, c2)
such that N;(¢) < 2H,(c1,c2). By Sobolev imbedding and Holder’s inequality, we then have

le@®llp < ller@®)llp + llez®llp < Clllea @)l + llea(t)lloc) < CCot ™2, 0 <t <.
O

Proof of Theorem 3. Consider the entropy function ¢(t) := fQ(clogc + 1)dz > 0. For
a.e. t € (0,7*), using Lemma 5.1(i), the Cauchy-Schwarz inequality and M < 1, we have

2
/ Vedzx
Q

< —/ c_l\Vc\2dx+/ cdx/ Ve dr = (M - 1)/ ¢ HVe|?dz < 0.
Q Q Q Q

Fix some Ty € (0,7). Since c is a classical solution for ¢ € (0,7*), we deduce that

¢ (t) = —/ ¢ HVe*dz +
Q

(6.8)

/(1 +cloge)(t) < K = ¢(Tp) < oo, Top<t<Tr.
Q
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Next, in view of applying Proposition 6.1, we decompose ¢ = ¢1 +c2, with ¢1 = ¢X{c> Ry,
C2 = ¢X{c<R}, Where R > 1 will be determined below. For each ¢, € [To, T*), we have
(61(t0)762<t0)) S Ll(Q) X C(ﬁ), with HCQ(tO)”oo < R and

1 K
1 to)dr < —— 1 1 tg) dx < .
(clogeto)do < (o [ (1 cloge)(ta) do < -y

l[ex(to)ll1 <
log R {c(-,to)>R}

Now we choose R > /20 where ¢ is given by Proposition 6.1. Applying Proposition 6.1
(after a time shift, taking tp as new time origin), it follows that

le(to + 8)|lp < Cos™2, 0< s <min(egR™2,T* —to), To < to < T*.
Let sg = %min(eoR_Z, T* —Ty) and Ty = Ty + so < T*. For any ¢ € [T1,T*), applying this
with £ : =t — s¢ yields
le(®)]l, < Cosg /2, Ty <t < T
We deduce from Theorem 1(iii) that 7% = oco. Also, by (4.20) or (4.21), we have
||c”Cl+a’a/2(§><[1,oo)) < 00.

Finally, if M < 1, then (6.8) guarantees that f;f Jo Vel /2)2 dzdt < oo and (1.10) follows
similarly as in the proof of Theorem 4 or 6. ]

7. PROOF OF THEOREM 5

We prove the result for n > 2 (the case n = 1 is easier and can be handled by very
minor changes). We split the (regular part of the) boundary of the cylinder Q@ = (0, L) x By
in three pieces, denoting

leagﬂ{xlz()}, Egzaﬁﬂ{wlzL}, EgzaQﬁ{0<$1<L}.
Recalling

(7.1) At) = / Mvdo = / V' de,
Lo} Q

we denote

(7.2) a(t) =e; - A(t) = / (c™)g, do = / c"do — / " do.
Q o DM}

We shall use the following monotonicity property.

Proposition 7.1. Assume m > 1, f(c) =™ and (1.11)-(1.13).

(i) Let n > 2. For each t € (0,T*), c(-,t) is axisymmetric with respect to e;.
(i) If cozy <0 and coqy # 0, then ¢y, <0 in Q x (0,7%).

Proof. (i) This is an immediate consequence of the uniqueness of the maximal solution.

(ii) We prove the result for n > 2. We shall show that ¢;; < 0. To this end we need
only consider the case when
(7.3) mincy > 0.
Q

Indeed, then considering cp; = co + j —! and passing to the limit via the continuous depen-
dence property in Proposition 9.1(ii), it will follow that ¢ is nonincreasing in the direction .

As a consequence of (i), we have [, 0y,¢™ dz = 0 for each i € {2,...,n}, hence

(7.4) Alt) =er /Q O, ™ dux.
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Consider the auxiliary problem

(7.5a) Be=V- (va+‘/ axlémdx‘éq), e, t>0,
Q
(7.5b) 0= (ve+ \/ By & dx’ éel> v, zed, t>0,
Q
(7.5¢) é(x,0) = co(x), x € Q.

By Proposition 9.1 and Remark 9.1, problem (7.5) has a unique maximal classical solution
¢ € C(Q x1[0,T)) such that

(7.6) ¢ CEMe2(QuUT) x (0,7) N CHH*2(@ x (0,7)) N C2*(Q x (0,T))

loc loc loc

for some a € (0,1), where T denotes its existence time. Now set z = 0z, ¢. We have

(7.7) ze O (QuUT) x (0,7) N C2* (@ x (0,T)),

loc loc

owing to (7.6). By (7.5a), (7.6) and interior parabolic regularity, we get z € C%1(Q % (0,7"))
and z satisfies

(7.8) 2 — Az =b(t)dy,z in Qx (0,7), where b(t ‘/ O, €™ dac

We shall show z < 0 by the Stampacchia maximum principle argument.

On the flat boundary parts, we have:
(7.9) z=—b(t)é¢ on (L1 UX9) x (0,7).
As for the boundary part X3 x (0,7)), where v = (0, R~'2’) L ey, we have é&,(z1,2/,t) =
(0, R7'2') - Vé(z1,2',t) = 0, hence 2, (x1,2',t) = (0, R~ a’) - V(0,,)é(x1,2',t) = 0, so that
(7.10) 2, =0 on X3 x (0,7).

In particular, by (7.8) and interior-boundary parabolic regularity (outside of the nonsmooth
part of 09), it follows that

(7.11) z e CPH(QUX3) x (0,7)).

Since (7.11) does not guarantee the integrability of Az in €, we shall integrate on
Qy := (n, L —n) x By for n > 0. Denote ¥} = {n, L —n} x By and X7 = (n, L —n) x B}.

Fix 0 <e <T < T. Since ¢ > 0 in Q x [0, T) by (7.3) and Proposmon 9.1, it follows from
(7.7) and (7.9) that, for all n > 0 sufficiently small, 2 <0 on ¥; x (&, 7). Now multiplying
(7.8) by z4, integrating by parts and using (7.10), we have, for a.e. t € (¢,T),

1
1d Zi(t)dr = / (Az)zy dz + b(t)/ (02, 2) 24 dx

:—/ |Vz+|2da:+/ z,,z+da—|—/ zyz+da+b(t)/ (03,24 )24+ dx
2 2 n

Qy

< —/ yvz+|2dx+/ |8x1z+]2dx+b2(t)/ zidx < bz(t)/ 2% da.
n Qy Qy Q
Observe that z € C([0,7); L2(R2)) by (9 3), z(+,0) < 0 by assumption, and B := sup;¢ 1y [b|
2BT? 2 :

< co. Integrating in time, we get fﬂn z+A tydr <e fﬂn z% (¢)dzx. Letting n — 0 and then
e — 0, we deduce that z < 0in Q x (0,7).

It follows in particular that, for all ¢ € (0,7), b(t) = — fQ 0y, ¢™ dx so that, recalhng
(7.1) and (7.4), é solves the original problem (1.1) on (0,7), hence T' < T* and ¢é = ¢
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on (O,T) by uniqueness. Finally, we cannot have T < T*, since otherwise T < oo and
limsup, 4 [|é()|lco = limsup,_,; [lc(t)|lc < o0: a contradiction. We have thus proved that
¢y = 2 <0on (0,7%). In view of (7.8), the assertion then follows from the strong maximum
principle. (I
Proof of Theorem 5. Step 1. Auziliary functional. For t € (0,T*), we set

o(t) = / zicdx > 0.

Q

Using fQ ¢ =M and (Vc— A(t)c) - v = 0 a.e. on the boundary, we have
¢ = / xTic = / 1V - (Ve — A(t)e) dz

(7.12)
_/ (Ve — A(t )c)dx:/cxldquMa(t).
Q Q

Step 2. Case m = 1. Since ¢z, < 0, we note that

L
(7.13) / c(t)do > Ll/ (/ c(z1,2',t) dx’) dz; = Ll/ cdz = ML™1
) 0 <R 0

and
/E clt)do = 212 /O " ( /2 2 c(t)da) dat

(7.14) :
< 2L2/ T1 (/ c(zy,2',t) dm') dz < 2L*2¢(t),
0 lz’|<R

hence, by (7.2),

(7.15) —a(t) > L7YM — 2L ¢(1)).

Since M > 1, (7.12) and (7.15) yield

(7.16) ¢ = (M —1a(t) < —LYM - 1)[M — 2L L¢(2)].
If

(7.17) #(0) < ML/2,

then (7.16) implies that ¢ is nonincreasing in time, hence
¢ < —L Y M -1)[M-2L"1¢0)] <0, 0<t<T"
But since ¢ > 0, the latter necessarily implies

) ¢(0)
T < .
S LM - DM 2L g0)] ©
To complete the proof in the case m = 1 it thus suffices to check that (7.17) holds under
our assumptions on cg. To this end, using the change of variable z = (z1/L)?, we observe

that

#(0) = /OL 1 (/x/<R co(z1,2") dx’) dz; = I; 01</|x,|<R co(Lv/z,2') dx’) dz

L2 1
(7.18) < — </ co(Lz, ") dx’) dz
2 l'|<R

L/L/ o ML
= — co(x,x)da’ ) dzy = —,
5 )y (o) dm ==
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since ¢p is nonincreasing w.r.t. 1. We claim that the inequality in (7.18) is strict. Indeed,
otherwise, since ¢y is nonincreasing w.r.t. x1, we have co(Lz,2") = co(L+/z,2') for all z €
[0,1] and 2’ € Bf. It follows that co(z1,2') = co(Lp*,2’) for all z1 € [Lp*, Lp], 2’ € Bh,
p € (0,1) and i > 0 integer. Letting i — oo, we get co(z1,2") = ¢9(0,2") on [0, Lp| for all
p € (0,1), hence 0,,co = 0: a contradiction with our assumption.

Step 3. Case m > 1. In this case, (7.12) yields

¢ = c(t)yde+M | "(t)do — / c(tydo — M | ™(t)do.
1 Yo Yo ¥

To control the second term, we use estimate (1.15) from Theorem 7, that we will prove
independently below (note that (1.15) holds without assuming 7" < o00). Dropping the
third term and using Hoélder’s inequality for the last term, it follows that

(7.19) ¢ g/z c(t)do + M(MoL~1)™ | B —M]B}%P_m(/ c(t)da)m.

31

Pick ¢ € (0, L/2] to be fixed later. Take ¢ € (0,7%). If ¢(t) < M /2, then we have

/21 c(t)do > 7t /OZ </x/|<R c(xy, 2, t) d:r’) dxzq
— Eil{M — ¢t /ZL 1 </|z/|<R c(x1,2',t) dx’) dxl} > ﬂfl(M — Eilgb(t)),
hence
(7.20) / c(t)do > Me~1)2.
]

Assume € < (4| BR|) "M L/My. If ¢(t) < £M/2then [5, c(t)do > M7 /2 > 2™ (MyL™)|B|,
hence

MIBR! ([ eltdo)” = 20 (ML) B,

1

so that (7.19) implies

¢(t) < /E c(t)da—%]B}ﬂl’m( /E c(t)da)m

1

__ {]2”|B;R|1—m (/E e(tyio)" " 1} /E o(t)dor.

(7.21)

Now choose
L
{ = min {2, (4|B§{|Mo)_1ML, 2—(m+1)/(m—1)|B${|—1Mm/(m—1)} ’

hence in particular (M/2)™ > 2(|Bj|¢)™!. Setting K := ¢M/2, it follows from (7.20),
(7.21) that, for all t € (0,7*),

o(t) < K = ¢/(t) < —{ (M/2)"(1BRlO) ™ 1} M7 j2 < et 2 < 0.

Since ¢ > 0 (and ¢ is continuous at ¢ = 0), we thus have T* < oo whenever ¢(0) < K. O
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8. PROOF OF RESULTS ON BLOW-UP ASYMPTOTICS

Proof of Theorem 7. (i) Set

L
u(z',t) :/ c(z1,2',t)dzy, (z,t) € (0,T*) x Bp.
0

Denote A, = >, 02.. For (/) € (0,T%) x B, we have

L L
e — Dprpt = / (ct — Agr)(z1, 2/, t) day = / (8%10 — (A(t) - €1)0y,¢) (1, 2/, t) day
0 0

r1=L r1=L

=ep- [(Vc — A(t)c) (a1, :c',t)} =0.

xz1=0

= [(&Clc — (A(t) - e1)c) (Jfl,xlat)]

x1=0

On the other hand, pick any (z/,t) € 9B% x (0,7*) and denote by v’ the outer normal vector
to OB}y at /. For each z1 € (0,L), the outer normal vector v to 02 at (z1,2’) satisfies
v =(0,v") L ey, hence ¢, (z1,2',t) = (e1-v)A(t)c(x1,2',t) = 0. Therefore, v/ - Vu(z',t) =
fOLl/ - Ve(zy,2',t)dx; = 0. Consequently, u solves the heat equation with homogeneous
Neumann boundary conditions. It follows from the maximum principle that

L
n@'0) < it Ol = | [ wleryan| = o
R

Since ¢;, <0, we deduce that

z1
pie(orast) < [ ey ) dy < (e’ 0) < M,
0

hence the assertion.

(ii) Since ¢ > 0 and ¢; < 0 by Proposition 7.1, we first note that

(8.1) ze(x,t) < /OgC c(y, 1) dy < [le()llx = lleollr-

Next we introduce the auxiliary functional
¢:=cp+ ™= Ne, N = (L Y|eoll1)™.

We have (¢, — N¢)y — (cz — N¢)ge = —a(t)(cy — Nc),, and

(@) — (™) = (m 4 )™ (er — cza) — m(m+ 1) ep)? < —a(t) (™),
hence

Ot — Gzz < —a(t) Pz,

with

¢ =a(t)c+ ™ — Ne=[¢™ — ™(0,t) + ¢™(L,t) — Nje <0 on {0,L} x (0,T%),

owing to (8.1). By the maximum principle, we deduce that ¢ < C1 := maxy 1) ¢+ (0, z),
hence

(8.2) e+ ™V < Ne+Cp ze(0,L), te(0,T%).
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By direct computation, if the constant X is sufficiently large, then 9 (z) := (maz)~ /™ 4+ A
satisfies

d}m + d}m-i—l — _(mm)—(m—&-l)/m + (ml,)—(m+l)/m [1 + )\(ml')l/m]m+1

—(ma)~ ("M ()= AD/M  (m  1) A (ma) w4 PO A2 (g ]
(- DAL+ A 0=

> (m + 1),\[(mg;)—1 + %,\ml/mL(l—m)/m}

> N[(mz)™"/™+ N +C1 = N¢p+Cy

Vv

on [0, L], hence 1 is a supersolution of (8.2), which tends to co as x — 0. The conclusion
follows. 0

Proof of Theorem 8. We modify an argument from [65] (see also [27] for a related problem
with local nonlinear boundary conditions). Let ¢y € (0,7%). By (3.14) and (3.6), for all
t € (0,7%), we have

t
letto + e < et + € [ (¢ = )7 214Gt + et + ) ds
0
t
< et +C [ (0= 9)2etta +9)]2 ds,
0

where C' = C(2,m) > 0. Since T* < oo (hence ¢(tg) # 0), we may set
T = int{o € (to, T*); e(0) oo > 2lic(to)loc} € (t0, 7).

Then

T—to
2[le(to)lloe = lle(T)lloo < [le(to)lloe + 0(2\|C(t0)||oo)m+1/0 (T —to—s)""*ds
< [leto) lloo + C(T — to) 2| (to) |5,

hence 1 < C(T*—to)Y?||c(to)||™, i-e. (1.17). As for property (1.18), it is a direct consequence
of Lemma 5.4 and of Theorem 1(iii). O

9. APPENDIX: LOCAL THEORY FOR REGULAR INITIAL DATA IN THE CASE OF CYLINDER.

We here provide the necessary auxiliary results on the solvability and regularity of linear
and nonlinear problems with inhomogeneous Neumann boundary conditions in the case of
nonsmooth (cylindrical) domains. Recall that the space E; and the notion of classical

solution are defined in (1.5). In what follows, for co € C(£2), by a mild solution of (1.1) on
[0,T), we mean a function ¢ € C(€ x [0,T")) such that

(9.1) c(t) = S(t)co + /Ot Ky(t—s)[A(s)e(-, s)]ds, 0<t<T,

where Ky, A are respectively defined in (3.1), (3.10), and the integral in (9.1) is absolutely

convergent in C(12).

We shall prove:
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Proposition 9.1. Let Q be given by (1.2), f be locally Lipschitz continuous on R and

co € C(Q)
(i) (Existence-uniqueness) Problem (1.1) admits a unique, mazimally defined, mild
solution ¢ € C(Q x [0,T*)). We have c € Ep+ and c is a classical solution of (1.1)

on [0,T%).
(i) (Positivity) If ¢o > 0, then ¢ > 0 in Q x [0,T*). If mingcy > 0, then ¢ > 0
in Q0 x [0,T%).
(iii) (Additional Sobolev regularity) The solution c satisfies
(9-2) ¢ € Lipe((0,T7); H*(2)) N Hyf((0,77); L(92))
and we have the implications
(9.3) co € H'(Q) = c € C([0,T*); H'(Q))
and, for any p € [1,00),
(9.4) co € WHP(Q) = c € LS ([0,T); WHP(Q)).

(iv) (Continuous dependence) In addition, if co; — co in C(Q) and T < T*(cy),
then we have T*(coj) > T and supycpo r) llcj — cllc — 0 as j — oo.

(v) (Extended uniqueness and continuation) Let T' > 0. If a function in the class
Er:=C(Q x[0,T7)) N Er is a classical solution of (1.1), then it is a mild solution.
Consequently uniqueness holds also in the class of classical solutions in Er. In
addition, we have the implication

(9.5) T < oo = lim |lc(t)|ec = 00.
=T

(vi) (Schauder estimates) Leta € (0,1), 8 € (0,1/4), To, No > 0, T € (0, min(7Ty, T%)),
e € (0,T) and assume that

(9.6) sup |[¢(t)[|oc < No-
te[0,7

For any compact subset ¥ C QUT, we have
(9.7) HCHCH@HW?(Ex[e,T}) + chucﬁ(ﬁx 1)t HCHCa,am(ﬁX[E,T}) < C(No, &, %, Tp).

Remark 9.1. By exactly the same proof, Proposition 9.1 remains valid if A(c(t)) is replaced
by A(c(t)) = @(fagf(c)y da), where ® : R — R is, for instance, any globally Lipschitz
continuous function.

Remark 9.2. (i) The need for the results in this appendixz is motivated by the fact that
global C*' regularity up to the boundary is not expected in general for inhomogeneous Neu-
mann problems in a cylinder, as shown by the following simple counter-example for n = 2:
Consider the heat equation uy — Au = 0 (or even the Laplace equation Au = 0) in the
square Q = (0,1)? with the C™, time independent Neumann condition O,u = y —x. On
the boundary part {x =1, 0 <y < 1}, we have uy = u, =y — 1 hence uy, = 1, and on
{y=1, 0 < <1}, we have uy = u, = 1 —x hence uzy = —1. Therefore u cannot be C* in
space at the corner (1,1). This phenomenon (which is in fact independent of the PDE) is
a consequence of the fact that the normal vector field is discontinuous at the corner points.

(i) The regularity proof in Proposition 9.1 will take advantage of the possibility to
write £ as a product of smooth domains, and its Neumann heat kernel as a product of
the corresponding kernels. This is an essential feature and the above reqularity properties
are rather specific to the case of cylindrical domains. Indeed it is well known that, e.g., C*
reqularity up to the boundary is not true in general Lipschitz domains. Consider for instance
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the case of the plane sectorial domain (in polar coordinates) Q = {(r,0); r >0, 0 < 6 < Aw}
with A € (1,2), for which the (time independent) function v = u(r,0) = r* cos(kf) with
k = 1/ satisfies u € C?(Q\ {0}) N C(Q) with Au =0 in Q and u, = 0 on 0N\ {0}, but
w is not C! at the origin.

We shall use the following basic solvability result for the inhomogeneous linear Neumann
problem:

(9.8a) Ou = Au + h, xeQ, t>0,
(9.8b) ou =g, x €N, t>0,
(9.8¢) u(z,0) = up(x), x €.

Proposition 9.2. Let Q be given by (1.2), T > 0 and set Qr := Qx (0,T). Let ug € H' (),
h e L2(Qr) and g € L*(0,T; H'/2(9Q)) n HY*(0,T; L*(99)).

(i) There exists a unique
(9.9) u € L*0,T; H*(Q)) N HY(0,T; L*(Q)) N C([0,T); H())

which is a strong solution of (9.8), i.e. u solves the PDE a.e. in Qr and the boundary
conditions in the sense of traces. Moreover, u is given by the representation formula in Qr:

u(z,t) = | G(z,y,t)uo(y)dy + t G(x,y,t — s)h(z,s)dyds
e [ ]

t
+// G(x,y,t —s)g(y,s) doy ds.
0o Joo

(i) Let a € (0,1), € € (0,T), M > 0 and assume in addition that g € C“*/?(9Q x
[€/2,T]), u,h € L>®(Q x (¢/2,T)), with

190l cocre@xie oy T 1ell Lo @x(e/zy) + 1Bl Lo @x(e/2,m)) < M.
Then, for all B € (0,a/4), we have u € CFAP(Q x [¢,T)) and
(9.11) HUHCHﬁ,ﬁ(ﬁX[E’T]) <C(M,e,53,a).

Remark 9.3. The trace operator is continuous H*(Q) — H'Y2(dQ) (this fact is valid in
bounded Lipschitz domains; cf. [30]). Foru satisfying (9.9), we have Vu € L (0,7; HY(S2)),
hence d,u is well defined as an element of L? (0,7; H/?(Q)).

loc

Whereas Proposition 9.2 is well known for smooth domains or for the homogeneous
Neumann case g = 0, this doesn’t seem to be the case for the full problem (9.8) in cylindrical
domains. We thus provide a proof. To this end we need the following lemma, which provides
a suitable lifting of the Neumann trace operator.

Lemma 9.3. Let Q be given by (1.2). For any g € L*(0,7; HY/2(0Q)) N HY4(0,7; L*(69)),
there exists a function v € L?(0,7; H*()) N H(0,7; L3(Q)) such that v, = g on ¥ x (0,7)
in the sense of traces, and v € C([0,7]; L*(Q)) with v(0) = 0. Moreover, the map g+ v is
linear continuous on the above spaces.

Proof of Lemma 9.3. The regular part of 92 can be split into the 3 pieces X1 = (0, L) x 0B,
¥y = {0} x Bj and ¥3 = {L} x B};. We consider only the part ¥, the other two can be
treated similarly (and are slightly simpler actually).

Let (¢p)pen with ¥, = ,(w) be a Hilbert basis of L?*(X;) made of eigenfunctions
of the Laplace-Beltrami operator on ¥; with homogeneous Neumann boundary conditions
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at 1 = 0,L and A\, > 0 the corresponding eigenvalues (note that (¢,) can be obtained
by tensorizing a Hilbert basis of L2(OB}%) made of eigenfunctions of the Laplace-Beltrami

operator on 0B}, with the functions (cos(jmxi/L))jen). Set ¢n, = +/2/7sin(mmnt/T) for
m € N. Let g = g5, x(0,r)- Observing that the set {¢(t)p(w)}m,p forms a Hilbert basis
of L2(X1 x (0,7)), we can expand § as

1) = ampbm(O¥pw),  with 725, (0. Za e
m7p

Set p = |2'| and fix a smooth function 6(s) > 0 such that 6(0) =1, #’(0) = —1 and 6(s) =
for s > R/2. We then define

(9.12) w(z,t) = v(w,p, 1) Z Zmp@ mp(R = 0))om () p(w),  Emp =24 /Ap +m.

Direct computation yields
m2a2

mam e m
Il = €3 g 2 [0 ) tap < O Y g

m?p

HD UHLQ (Qr) — Czkmp mp/0 (0//)2(km7p(R - p))pn—de < Czkmmagn,p’

m’p
IDZvl72(q,) < CllvHLz QT +C|Axvll7q,

a2, 1+)\ aZ, (1 + A\2)
<CZ: P /92 mp(R—p))p" 2dp=CYy P "P°

m,p k?”'vp
and
”9”22(077;}11/2(2)) = 02(1 + v )‘p)a’?n,pﬂ ngip/zl(oﬂ-;m(z)) = 02(1 + m)a%np
m,p m,p

In view of the definition of &, ,, we have

m2+1+ M2

= Pt by <O+ /X + Vm).
m?p

It follows that v € L2(0, 7; H?(£2)) (using the cylindrical parametrization (p,w) € (0, R) x X4
for Q), as well as v € H'(0,7; L?(Q)) C C([0,7]; L3()), and v satisfies the corresponding
linear estimates. Moreover, by (9.12), we see that v, = v,(w, R,t) = g(w,t) on X1 x (0,7)
and v, = tv;, =0 on (X2 UX3) x (0,7) (in the sense of traces), as well as v(-,0) =0. O

Proof of Proposition 9.2. (i) Let v be given by Lemma 9.3 and set & = u—v. Then problem
(9.8) is equivalent to the same problem for @ with g replaced by the homogeneous boundary
conditions § = 0 and h replaced by h = h — v + Av € L?(Qr). The existence of a strong
solution of the latter is well known. This is for instance a consequence of the maximal
regularity results in [22] (for cylindrical domains) or in [55] and the references therein
(for general Lipschitz bounded domains), combined with the fact that the domain of the
Neumann Laplacian over L?(2) coincides with H?(Q) (which follows easily by noting that
a Hilbert basis of eigenfunctions L?(2) can be obtained by tensorizing Hilbert bases of
eigenfunctions on L?(0, L) and on L?*(BY})).

Uniqueness follows from the usual energy property. As for (9.10), let us recall the
standard argument of the proof for completeness: Fixing ¢ € (0,¢) and integrating by parts
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in time and space the expression fo ° Jo Gz, y,t — s)(ur — Au)(y, s) dy ds, we obtain

t—e
/G:Uy, u(y,t —e)dy — /G:cy, uo(y dy—/ /ny, s)h(y, s)dyds

t—e
- / G(z,y,t —s)g(y,s)doy ds
0 o0

and it then suffices to pass to the limit ¢ — 0.
(ii) The proof of this assertion is somewhat technical and is split in several parts.
Step 1. Preparations and notation. Pick a function n € C°°(R) such that n = 1 on
[e,00) and 7 = 0 on (—o0, §]. Then @ := n(t)u(z,t) is a strong solution of (9.8) in Q7 with
ug = 0 and h, g replaced by h := nh+n'u and g := ng, hence @ is given by the representation
formula in Q7p:

t t

(9.13) u(x,t) :/ G(z,y,t—s)g(y,s)doy ds+/ /G($,y,t—s)l_1(ax, s)dyds = v+ V.
0 Joo 0 Ja

Note that

(9.14) 19/l coar2@0xj0,77) + 2]l Lo (@r) < C (M)

and that, by interior LP parabolic regularity and standard imbeddings, v,V € C19(Qr).
Most of the work is required by the boundary term v. The volume term V will be handled
by simpler arguments (see Step 4 of the proof). We shall estimate the Holder quotients of
D,v uniformly over Q7, which will in particular imply that v is a C*? function in Qr.

Writing © = (z1, 22) with 21 € Q1 = (0, L) and x5 € Q9 = B, we shall take advantage
of the factorisation property G(z,y,t) = G1(x1,y1,t)x Gao(x2,y2,t) of the Neumann heat
kernel G of Q = Q) x Qy. We have 09 = (091 x Q2) U (1 x 0Q2) UC, where C denotes the
set of the corner points. Since the latter has zero surface measure, it does not contribute.
We will consider the contribution v of £ x 99, the other one being similar (and slightly
simpler). Denote

Qir = Qi x (0,T), X7 := 09 x (0,T), J={(t,5); 0<s<t<T}, Q=05 x IV x J.
For (z,t) € Qr, by Fubini’s theorem, we can write:
vi(z1,22,t) = /Ot - Ga(r2,y2,t — s)w(x1,y2,t, 8)doy,ds =: To(t)w (w1, yo,t,s)
2
where the partial function w is defined on Q by
w(r1,y2,t,8) = [ Gi(x1,y1,t — 8)g(y1, Y2, s)dy1 =: S1(t — 5)g(y1,y2,5)-

951

Here, the underlined variables act as parameters, and (S1(7))r>0, (12(t))r>0 respectively
correspond to the Neumann heat semigroup on €2; and to the Neumann boundary heat
operator on Q9. Namely, T5(t) is the solution operator 1) — v(-,t) of the problem v;—Av = 0
in Q27, with v =% on X7 and v(-,0) = 0.

For a function ¢ = ¢(z,&) of the variables (z,£) € D and «, 5 € (0,1], we will use the
following notation for Holder brackets and norms with respect to z (uniform in &):

[¢] ce(D) = sup M

zo.zoep, |-z [¢llcepy = [Dloap) + [l L= (D)
4%
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where [¢(z, )] 1= 6(2,€) — 6(2,€), as well as
HQS”C:,%B(D) = [¢]C§“(D) + [¢]C§(D) + ||¢||L°°(D)

(and similarly for functions of more than two variables). We record the following useful
property on Hélder norm of functions that are themselves defined by a Holder quotient:
setting D' := {(2,2,5); (2,§) e D, (z2,§) e D, z # 2}, we have, for any ~, 5 € (0,1),

|2 — z|n/2

<20 s s @€ CTE(D),
cpron ~ @ |

To see this, putting M = [¢] , it suffices to write

c2f(D)
[6(2,6) = 6(2, 0% = [6(2,0)% - [6(7,0))% = [6(= )% - [9(=, 6],

hence [[6(2,£) — ¢(z €)I¢] < 2M min(| — 207, |€ ~ €°) < 2M |2 — 27/?[€ — €°/2

In the rest of the proof, C, C, Cs will denote generic positive constants depending only
on Q,T and on the various Holder exponents. By (3.8) and standard heat kernel estimates
for G1, G in the regular domains Q1, Qs (see, e.g., [56, Section 2]), we have, for ¢ € {0, 1,2},

(9.16)  |DDiGy(w, y, t)| < Cyt 1D/ 2eCalomul®/t 4y e Oy 0 <t < T, i € {0,1},

where Gg = G and Qy = Q. Also, we have the estimates (see [56, Theorem 2.3 and [47,
Theorem 4.30)):

(9.17) 1910l 0r2 0,y < Clldles, @y ¢ € C(S),

a,a/2
(918) ||Dx2T2(t)d}HC;;i/Q(QZT) S OHwHC;‘Qvi/Q(ET)v 1/) € C (ET)

Step 2. Holder estimate of Dy,v1. We shall show that

(9.19) 1Dzzv1ll garzrs gy < Clallgpearz o, sy

In this step, unless otherwise specified, the norms of vy, w and g (and their derivatives) will
be always taken over Qr,Q and 7 x X7, respectively.

We first estimate the Holder norm of the partial function w. Namely, we claim that

(9.20) [w]| qeas2.ar2 < Cllgll

x1,Y9,t,s C?{,ag;f'
It follows from (9.17) that

Next writing [w(z1,y2,t, 3)]32 =St —s)([g(y1, y2. §)}§Z) and using

(9.22) 151(7) @l o (@1) < MBllLoeqar), @ € LZ(R1), 7> 0,
we get
(9.23) lwlleg, < llglleg, -

For 0 < s <8<t <T, writing
5 a - 3 _ _\1T=t—§
[w($17y27t7 3)]; == Sl(t - 3)([9(?41;@&)] z) + [Sl(T)g(y17&7§):|T:t_§

and using (9.22) (resp., (9.17)) to control the first (resp., second) term on the right-hand
side, we obtain ||w[| a/2 < C||g]| ;a.a/2 Which, combined with (9.21), (9.23), yields (9.20).
s Y1,8
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We next estimate the Holder norms of Dg,v;. By (9.18), (9.20) we have
(9.24) [Dz,01lcg, < Cllwllaare < Cllgllpaaare.
Y2,s Y1,Y2,8
On the other hand, for 0 < £ < £ < T, writing

[szvl (.1'1, 9, t)]; —D.T (tA){ [w(ﬂv 927L S)];} [DI2T2(t)w(ﬂ7 Y2, i? S)]i_
|7 — f[o/4 w252 |7 — f[o/4 7 — f[o/4

and using (9.18), we obtain

i i
[ngvl(xlv'vat)}t’ < [w(ﬂh,y%t» 8)]{
=7 F—7on

4 Ol gz

032/,257&/4(Q/)

where Q' = Q1 x 09 x {({,,5), 0 < s <t<{<T} By (9.15) and (9.20), it follows that
(925) [Dm?)ﬂ 03/4 < CHU}HC;OZ{SQ,Q/Q < C”g”(/‘%’fﬁj;?

Also, writing

[Dgyv1 (w1, 22, 1)) 21
1
i1 —za|2 Dng(t){

setting Q" = {(.@1,5;1); 1,71 € Qq, 1 # T1} X 002 x J and using (9.15) and (9.20), we
obtain,

[w(ﬂa yQ»L S)] 21 }

‘5%1 _ jl’a/Q

[W(l'l, Y2, t, 8)] 21

’3}1 _fl‘a/2

(9.26) [Dmvl]cgl/g < CH

< Cllw <C|g .
opfet@n lollogsgie < Clalcggre

Combining (9.24)-(9.26), we have proved (9.19).
Step 3. Holder estimate of Dy, vi. We shall show that

(9.27) HDl'lleCf:tB(QT) < CHgHCﬁ{f‘gj;./f(lezT)’ 0<f<a/d

We set

[52(T)¢](x2) = 00, G2($2ay277)¢(y2)d0-y2a ('7;2’7_) € QQ,Tv

and rewrite v, as

t
(928) ’U]_(SC]_,ZEQ,t) = / Sl(t - 8) [Z(th)Euﬁ)] d57 Z(y17x27t7 S) = SQ(t - 8).@(&7 y27§)7
0

where the partial function z is defined on €2 x J. In this step, unless otherwise specified, the
norms of v; and g (and their derivatives) will be taken over Q7 and Q; x X7, respectively.
For integers 7,7 > 0 with ¢ + j < 1, we have the heat kernel and semigroup estimates

_ n+2itj _142i4j
2

/ |DLDI Go(xa,y0,7)|doy, <C [ T e~ Cele—lrg, < Orm T
Q2

002

owing to (3.3) and (9.16) (the last inequality follows by using local charts and flattening
the boundary). Consequently,

(9:29)  [ID;D3, S2(T)¢lloo < CT™UF2HD R plle, € L¥(), 4,5 20, i +5 <1,
and, for a, 8 € [0, 1), by [56, Theorem 2.3],

(9'30) HD;USI(T)(b”Cfme(QlX(E’T)) < Cgi(lJrBia)/ZH(ﬁHCgl (Q1)> ¢ € Ca(Ql)7 0<e<T.
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We first derive Holder estimates for z. Let § € (0,1). It follows from (9.29) with
i=7=0¢that, for 0 <s<t<T,

_1._ 0 _1 i
|Z(y1,x2,t,s)\ < C(t*S) 2 ”gHOOa ‘ [Z(ythvt? S)]gi ‘ < C(t*S) 2 sup ‘ [g(y17y255)]gi ’7

(y2,8)€XT
hence
(9‘31) Hz(yb x2,t, 3)”0{;‘1 () < C(t - 3)_1/2“9“05‘1 :
By interpolating (9.29) for i = 0 between j = 0 and j = 1, we get
(9.32) Hz(yl, Ta,t, S)HCEQ(Q) < C(t — 3)_(1+,3)/2H§H00

and by interpolating (9.29) for 7 = 0 between 7 = 0 and i = 1, we obtain
(9.33) |[2(y1, w2, 8, 8)]E| < CF — 8)~ D2 —71°2||gloe, 0<s<i<i<T.
We next estimate the Holder norms of Dy, v; in space. By (9.30) and (9.31), we have
1498 _
1Dz, S1(t = 8)2(y1, 22, £, 8) | o8 () S Clt=9)7 2 |lglley,, 0<s<t<T,

31

so that,

(9.34) D201l < Cliglleg,, 0<B<a
1

Let v € (0,1). For 0 < s <t < T, by (9.30) with 8 =0 and (9.15), we have

(D, S1(t — 8)2(y1, xa, t, 5)]22 [Z(y179327t,8)]§§>'
| T2 — o] | T2 — Za|"

= ‘leSl(t - 8)(
[Z(yla X2, t7 S)];z
|Z2 — @[

I

<C(t-s) 24

Cyl* ()
_lia
S C(t — 3) 3tT71 ||Z(y1’$2’t, S)HC?%’?;Q(Q)
Therefore, by (9.31) and (9.32) with 5 = 2v, we have
[Daﬂsl (t - S)Z(yh@’ t, §)] C;YZ(Q) < CH.@HC& (t - S)_H_Z_’Y
so that,
(9.35) [Dxlul]% <Clgllcg, 0<vy<a/4

Finally, to estimate the Holder norm of D, vy in time, for z € Q and 0 < t < £ < T,
we write

~

g B
Dy (. £)]E] < / |[Dan St — 8)2(n 220 £, )] =2 ds
0

i
(9.36) +/ | Dy, S1(t — 8)z(y1, 2,1, 5)| ds
i
7 ) .
+ / ‘D:ElSl(t - 3) [Z(ylaﬂabé)]ﬂ ‘ ds = Il + IZ + I3-
0
Let0<vy<aand0<s<t<t<T. By (9.30) with 3 =~ and (9.31) we have

? t=t T I I e R _
‘[Dfﬂlsl(t_S)Z(ylvﬂiﬁﬁ)]t:f’ = C(t—s) - QW‘t_t"Y/QHgHCyo‘lv
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hence
(9.37) L < ClE—=1""gles, 0<v<a,
By (9.30) with 8 =0 and (9.31), we get
| D, S1(E = 8)2(y1, 22,8, 5)| < CE— )2 |g]l e,
hence
(9.38) |Io| < Clt = 8°7?||g]| o, -

For given 0 < s <t < T, set lef = {(y1,x2,t); x1 € Q1, w2 € Qo, t € (t,T)}. By (9.15),
(9.31) and (9.33) with 5 = ~, we have

hence, using (9.30) with g =0,

[Z(yl,ﬂfg,t, S)j|::

— < 2||z(y1, x2,t, s
F— I )

<C(t—s)"2 |lglleg

Y1

o Hcav"//2 A1
Cyl/Q(Ql) Y1t (Qs,t)

D2y 1 = ) 21, 20,1, )] < CE =) = 17 gl

Y1
so that
~ o — /4 _
(9.39) 3] < Clt =t lglleg . 0<vy<a
Combining (9.36)-(9.39) yields
(9.40) [Dxlvl}cg < Cllglleg . 0<v<a/4,
and this along with (9.34)-(9.35) gives (9.27).

Step 4. Volume term and conclusion. Owing to G = G1G2, and the estimates in [56,
Theorem 2.2] for G1, G2, we have

1D,G(2,y,1) — DuGla,y,t)| < Ct~ 5~ 2" e~/ (|5 — | 4 |f — ]*/?)

for #,2,y € Q,0 <t <t <T, where d = |& — y| A |z — y|. Using this estimate, (3.3) with
i =1, j =0, and similar (but simpler) argument as in Step 3, it follows that the volume
term V in (9.13) satisfies

(9.41) 1DVl goar2 gy < CllBloe.

Q

Gathering estimates (9.19), (9.27) and (9.41), we conclude that u extends by continuity to
a C! function on © x (0,7*) and, also using (9.14), u satisfies the estimate in (9.11). O

The proof of Proposition 9.1 will also make use of the following property of the Neumann
heat semigroup. This is well known for smooth domains but, again, we could not find a
reference for cylinders.

Lemma 9.4. Let Q be given by (1.2), p € [1,00) and T > 0. Then
(9.42) IS@lp < Clolip & €WP(Q), 0<t<T

Proof. By (3.3) with ¢ = j = 0, we have
(9.43) IS®l, < CISOBl, 6 €L/, 0<t<T.
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Write © = (z1,22) with 21 € Q1 = (0,L) and 2 € Qy = By. Let t € (0,7] and ¢ €
WLP(Q). Owing to (3.8), we may write v = V., S(¢)1 as

v(x, z9,t) = Gi(x1,y1,1) (

Vs Ga(a, o, b (y1, y2)dy ) o
1951

Qo

w(y1,72,t)
Denote by S;(t) the Neumann heat semigroup on €2;. Since Q9 is smooth, we know (see,
e.g., [59, Theorem 51.1(iv) and Example 51.4(ii)]) that (9.42) is true for Q replaced by Qs.
For a.e. y1 € €1, since w(y1,-,t) = Vi, (S2(t)1(y1,-)), it follows that [|w(y1, ;)| zr(,) <
Cll¥(y1,)llwrr(a,)- On the other hand, for a.e. z2 € Q, by (9.43) applied with Q replaced
by Qi, since v(-,w2,t) = Si(t)w(-, w2,t), we have |[v(-,z2,1)|1r(0,) < Cllw(:, x2, )| Lr(0,)-
By Fubini’s theorem, we then deduce that

IVa.s@ulp= | |

|U(x1,x2,t)|pdx1)dx2 <C < |w(y1,x2,t)|pdy1>d:c2
Qo Q1 Qo 931

=C o (/Q2 \w(y1,x2,t)!pd:r:2>dy1 < C/Ql (/QQ(W‘P + \V¢|p)(y1,y2)dy2>dy1 _ C||¢||;1)7p.

Applying the same argument upon exchanging the roles of z1, z2, and combining with (9.43)
yields (9.42). O

Proof of Proposition 9.1. We divide it in several steps.

Step 1. Emistence of a mild solution. We prove the existence of a unique, maximal

solution u in the (larger) class L*°(0,7;C(€2)) of (9.1) by a fixed point argument. For
R, 7 > 0 to be chosen, we set

Ay = L>(0,7;,C(), el = sup le@®lloo;  Xrr={c€Xr, [lc]lx, < R}
te(0,7

and note that X, g is a complete metric space. We define the fixed point operator:
t
[@(0)](t) = S(t)eo +/ Ky (t —s)[A(c(s))e(+, s)]ds, 0<t<T.
0

Set Mr = supjg<p|f(s)|, Lr = sup{\%g(y)h |s1], [s2] < R, s1 # 32} and let u,v € X g
and 0 < s <t < 7. Since z — D,G(x,y,t) is continuous in {2 for each y € Q, it follows from
(3.5) with ¢ = r = co and dominated convergence that Kv (t—s)[A(u(s))u(:,s)] € C(£2). On
the other hand, we easily get ||A(u(s))u(:, s)|loc < CaMp||lu(-,s)||e and ||A(u(s))u(-,s) —

A(v(s)v(+, 8)||oo < CaMp(Lgr + 1)||u — v||x, with Cq > 0. Recall that
(9.44) S(t)eo € C([0, 00); C()),

owing to ¢ € C(Q), and that ||S(t)colleo < ||colloo- Using this and (3.5) with ¢ = r = oo,
we obtain ®(u) € X; and

1@ (w)llar < leolloo + CaMpr?|lullx,, [@(u) = 2(v)llar < CoMp(Lr + 1)7"?|lu — vl

Choosing R = 1+ ||cp|loc and 7 = (2CqMRg(Lg + 1))72, it follows that ® is a contraction
on X; g and the Banach fixed point theorem yields the existence of a unique solution ¢ of
(9.1) on (0, 7).

Denoting by ¢ € L ([0,7%); C(Q)) the maximally defined mild solution, we see that

loc
the maximal existence time satisfies

(9.45) T* > C(Q)(Mr(Lr+1))"2, R=1+|collse.
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The continuous dependence property (assertion (iv)) follows from standard arguments based
on the above fixed point estimates and Gronwall’s lemma.

Step 2. WP regularity. Let p € [1,00), Tp > 0, 0 < T < min(Tp, T*), € € (0,T) and
assume (9.6). We claim that
(9.46) ¢ € L ((0,T*); WH(Q)), el oo e rwrve)) < C(Nos e, To).
(here and below the constants may also depend on Q, f,p).
For any k € [0, 1), using (3.6) for ¢ = p and £ = 0, we get
(9.47) le(t) — S(t)collnp < C(No, To)tI=0/2 t e (0,T).

For t € (0,T), by (3.4) with ¢ = r = p, it follows that [c(t)|lx, < C(No,To)t™*/2. Then
using (3.6) for £ = 1/2p, we obtain

1
o) = S)eolip < sup 14G) / ) le(s) |1 2pp ds
(9.48) s€(0.1)

< C(No,T())/ (t—S) 1+4P8 1/4pd8 < C(NO,T())
0

Combining with (3.4) for ¢ = r = p and k = 1, we deduce (9.46).

Next assume ¢y € W'P(Q). Using Lemma 9.4 to estimate S(t)co in (9.47), we get
K = supco.1) [le(t)||k,p < oo for k € [0,1). The first inequality in (9.48) then implies
(9.49) le(t) = S(t)coll1p < C(No, To) K t'/*,

and a second application of Lemma 9.4 yields (9.4). On other hand, in the case p = 2,
inequality (9.49) combined with the last part of (9.9) (applied with h = g = 0) gives (9.3).

Step 3. Holder regularity. Let o € (0,1), Tp > 0, 0 < T < min(Tp,T*), ¢ € (0,7)
and assume (9.6). In the rest of the proof we denote by N. a generic positive constant
depending only on Ny, e, Ty (and €, f, a).

We claim that
(9.50) ce C’g’caﬂ(ﬁ x(0,77)), el ganrz@xper < N. and ce€ C(Qx[0,T%)).
Let 0 <t <t <T and set h =t —t. From (9.16) with ¢ = 1 and ¢ = 0 we deduce, for all
€ L>®(Q) and z € Q,

Colz—y|? -
sy~ Ks @) < onl [ [ @ om~ e S5 v ayas] < ool
For any v € [0, 1], this combined with (3.5) for ¢ = r = oo, implies
|(Kv(t) — Kv(®)y| < Ch 29|

Set V(-,5) = [A(c(s))e(-, 5)], &x,t) = [y Kv(t — s)V(s)ds. Using sup,eior [V ()]loo <
C(Np) and (3.5) for ¢ = r = o0, it follows that, for any v € (0,1/2) and z € Q,

16() — &) oo = H/t Kot — s)V(s)ds + /Ot(Kv(t’ )~ Klt —)V(s)ds|_

t t
< N. / )2 ds + N.(t' —t)” / (t—s)"v"Y2ds < N.(' — ).
0

This, along with similar arguments for S(¢)co using (9.16) with ¢ = 0, guarantees that
||c||006/2(E T:o@) < N.. Combining with (9.46) and Morrey’s imbedding (Whlch holds since
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Q admits a C'! extension operator), we deduce the Hélder part of (9.50). On the other hand,
from (3.5) with ¢ = r = oo, we have ||c(t) — S(t)colloo = || fg Ky (t — )V (s)ds|e < CtV/2.
In view of (9.44), the continuity statement of (9.50) follows.

In particular we have proved assertion (i).

Step 4. H? regularity and strong solution We shall now prove (9.2). Fix any t1,T
with 0 <t < T < T*, set to = T —t1, a(t) = [3o f(c)vdo, ci(t) = c(t + t1), ar1(t) =
a(t + t1) and consider problem (9.8) with h = —aj - Vcl, g = (a1 - v)er and ug = c(ty).
By (9.46), (9.50) and standard imbedding and trace theorems, we have in particular g €
L2(0,to; HY2(0Q)) N HY4(0, to; L2(09)), as well as h € L*(Q x (0,t2)). Also, by (9.46),
(9.50), we have sup {| [, c(t1)Vv|, v € H', ||[v|zn = 1} < oo hence c(-, 1) € H'(Q2) (whereas
(9.46) alone, being an a.e. in time property, would not be sufficient). We may then apply
Proposition 9.2 to deduce the existence of a unique strong solution u of (9.8) on (0,%2),
and u satisfies the representation formula (9.10) with 7 = ¢2. Since h = —a; - Ve; and
g = (a1 - v)c1, integrating by parts as in the proof of Lemma 3.2, we get

u(z,t) = /QG(m,y,t)c(y,tl) dy +/0 /QVyG(x,y,t —5) - (a1(y, s)ai(s)) dyds.

On the other hand, by standard manipulations on the Duhamel formula (9.1), using Fubini’s
theorem and the fact that V,G(z,y, s1+s2) = [ G(x, 2, 51)VyG(2,y, s2)dz for all s1, s2 > 0,
we see that

tr+t
clx,t1 +1t) = /QG(x,y,t)c(y,tl)dy—f—/ /V G(z,y, t1 +t—s)- (c(y,s)a(s)) dyds

hence, after a time shift, ©v = ¢; in Q2. Since 0 < t; < T < T* are arbitrary, this
proves (9.2) and ¢ is moreover a strong solution. This, along with Step 2, completes the
proof of assertion (iii).

Step 5. Proof of assertion (vi) (Schauder regularity). As a consequence of (9.50) and
Proposition 9.2(ii) we have

(9.51) IVellos@uiery < New 0<B<1/4.
It thus remains to prove that, for any compact subset ¥ C QUT,
(9.52) lellczssarerzmupery < C(Ne, 2).

Fix a smooth domain Q" such that Q C @' C (—L,2L) x Bj. Pick any ¢ €
and a function § € C*°(R) such that § = 1 on [0, L — 4] and (9 =0on R\ ( % - %)

Also pick a function 7 € C*°(R) such that » = 1 on [¢,00) and 7 = 0 on (—o0, 5]. Then

¢ := Onc = 0(x1)n(t)c(x,t) is a strong solution of (9.8) in Q' x (0,7) with up =0 and
h=00-n0")c—n(ad+20e1) Ve, g=nlla+0e]- ve

Owing to (9.50) and (9.51_), the functions h, g satisfy Hh”cﬁ»ﬂ/?(ﬁ’x[o,T]) < O(N.,6) and

9]l cr+.8/2(000 x[0,77) < C(Ne, 6). 1t then follows from [47, Theorem 4.31] that (9.8) admits

a classical (hence strong) solution v, such that ||v||c2+s.146/2(0rx[0,77) < C(N.,d). By unique-

[6,L—38]xB'r)x[e,T]) < C(Ne, 9).

Applying this argument with 6 replaced by a spatial cut-off in the radial direction |2'|, we

thus obtain (9.52). Since u is a strong solution by Step 4, it follows from Step 5 and (9.52)
that c is a classical solution.

ness of the strong solution, we get u = v, hence HUH02+ﬁ,1+ﬁ/2((

Step 6. Proof of assertions (ii) and (v). The nonnegativity statement in assertion
(ii) is similar to that of Lemma 4.5(i) (using the regularity property (9.2)). To prove the
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positivity part, thus assume og = mingco > 0, let T € (0,7*) and set K = sup;¢ o1y [A(t)]-
Fix a positive function ¢ € C?(Q) such that ¢, > K¢ on 99 (it suffices to consider
o(z1,7") = @1(x1)p2(2'), where the positive C? functions ¢1, o satisfy the required prop-
erty on {0,L} and OB}, respectively). Set o1 = mingy > 0, b = —A — 2p"'Vy and
A= supQX(OVT)(goflALp +b- V). The function v := eMpc > 0 satisfies

v — Av = eM [p(ct — Ac+ M) — 2V - Ve — cAp| = (A — o 1A)v 4 eN(b- pVe)
=b-Vo+ A= 1Ap—b-Vp)o>b- Vo,

along with v, = eM(p,c+ c,0) > (K + A(t) - v)v > 0 on I, and v(-,0) > o9 1= 0goy.
Multiplying (1.1) by —(v — 02)— and applying the Stampacchia argument in the proof of
Lemma 4.5(i), we obtain (v — o9)_ = 0, hence ¢ > o3||¢||zle™ on (0,T), which implies
the conclusion.

To prove assertion (v), let ¢ € Ep be a classical solution of (1.1). We shall show that
u satisfies (9.1). The idea of the proof is similar to that of (9.10) (and of Lemma 3.2),
but since u is assumed to be only C' up to the boundary (and C? only outside of the
corners), Au need not be integrable in Q. To overcome this, we use an approximation of {2
by subdomains which avoid the corners. Namely, denoting I' = {0, L} x 0B, the nonsmooth

part of 9Q and Q, = {z € Q; dist(z,T) > r}. We may select a sequence {Q;};>1 of smooth
domains such that

(9.53) Q;CcQCcQ and lim doj =0,
=00 J9Q,;\00
where day denotes the surface measure on 0€2;.
Fix 7 € (0,T) and set ¢, (t) = ¢(t +7), a-(t) = [oV(f(cr))dz, h = —ar - Ver. Let
€ (0,7 —71),e € (0,t), z € Qand j > 1 Integratmg by parts in time and space the
expression fgis fQj G(x,y,t — s)(uy — Au)(y, s) dy ds (where G still denotes the Neumann
heat kernel of 2), we obtain

t—e
/ G(z,y,e)er(y, t —e) dy—/ G(z,y,t)c(y,7) dy:/ / G(z,y,t —s)h(y,s)dyds
Q; Q; 0 Q;

t—e
+ / / ler(y, s)DyG(x,y,t —s) — G(z,y,t — 5)Ver(y,s)] - vj dai ds
0 0%

where v; denotes the outer normal to ;. Using (3.3), (9.53), supg, (. 7y(lc| + [V¢]) < oo,
0,G = 0 on 02, we may pass to the limit j — oo, to obtain

t—e
/ G, y,e)er(y,t — <) dy — / Gy, t)ely, ) dy = / / G(a,y,t — s)hy, s) dy ds
Q Q 0 Q
t—e

/ G(z,y,t — s)0,cr(y, s) doy ds.
o0

Using the boundary conditions in the last integral, passing to the limit ¢ — 0, then inte-
grating by parts as in the proof of Lemma 3.2 and finally letting 7 — 0, we conclude that
c satisfies (9.1).

To show (9.5), assume for contradiction that sup; [|c(tj)[lcc < oo for some sequence
t; — T*. For j sufficiently large, by Step 1 and in view of (9.45), we may find a mild
solution ¢, with initial data c(t;), on some interval [t;, T1] with T} > T™*. Since ¢ is classical
by assertion (i) and coincides with ¢ on [t;, T%) by the already established uniqueness part
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of assertion (v), this produces a classical solution on [0,77], which is also a mild solution

by (9.1), hence contradicting the definition of 7. O
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