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Abstract. We prove that the boundary of an almost minimizer of the intrinsic perime-
ter in a plentiful group can be approximated by intrinsic Lipschitz graphs. Plentiful
groups are Carnot groups of step 2 whose center of the Lie algebra is generated by any
co-dimension one horizontal subspace. For example, H-type groups not isomorphic to
the first Heisenberg group are plentiful. Our results provide the first extension of the
regularity theory of intrinsic minimal surfaces beyond the family of Heisenberg groups.

1. Introduction

1.1. Framework. A Carnot group is a Lie group whose Lie algebra admits a suitable
stratification in which the first layer—the so-called horizontal distribution—generates all
the other layers [3, 31]. Non-commutative Carnot groups, endowed with the Carnot–
Carathéodory distance naturally induced by the horizontal distribution, are not Riemann-
ian at any scale, hence providing an interesting and rich setup for Analysis.

The study of Geometric Measure Theory in Carnot groups started from the pioneering
work [12], and the regularity of sets that are local minimizers for the horizontal perimeter,
i.e., the perimeter naturally induced by the horizontal distribution, is one of the most
important open problems in the field. All regularity results known so far are limited to
the Heisenberg groups Hn, n ≥ 1, and assume some additional strong a priori regularity
and/or some restrictive geometric structure of the minimizer [4–6, 24, 32]. On the other
hand, there are examples of minimal surfaces in the first Heisenberg group H1 that are
only Lipschitz continuous in the standard sense [28,29].

The first step in the celebrated De Giorgi’s regularity theory for sets of finite perimeter
in Rn is based on a good approximation of the boundary of minimizing sets [15,20], namely,
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the so-called Lipschitz approximation. In the original strategy, the approximation is made
by convolution and the estimates strongly rely on a monotonicity formula. However, the
validity of such a formula is an open problem in the sub-Riemannian setting [9]. A more
flexible approach has been proposed in [30] by means of Lipschitz graphs. Although the
boundary of sets with finite horizontal perimeter may be quite irregular from an Euclidean
point of view [17], the natural notion of intrinsic Lipschitz graphs [11,14] turns out to be
effective in the approximation within this framework [23,24,26].

1.2. Main result. In the present paper, we provide an extension of the approximation
by means of intrinsic Lipschitz graphs in the Heisenberg groups Hn for n ≥ 2, achieved
in [23,26], in a more general class of Carnot groups of step 2, that we call plentiful groups.

In a nutshell, plentiful groups are characterized by the property that any co-dimension 1
subspace of the first layer of their Lie algebra still generates the second layer (see Sec-
tion 3). The class of plentiful groups not only includes the important family of H-type
groups [16], but also other interesting examples (see Example 3.4 below).

Our main result can be stated as follows, see Sections 2 and 4 for the notation. For an
even more general result concerning almost minimizers, see Theorem 5.2.

Theorem 1.1 (Intrinsic Lipschitz approximation). Let G be a plentiful group. For any
L ∈ (0, 1), there exist ε, C > 0, depending on L only, with the following property. If ν is
a horizontal direction and E ⊂ G is a minimizer of the G-perimeter in the cylinder C324
with intrinsic cylindrical excess e(E, 0, 324, ν) ≤ ε and 0 ∈ ∂E, then, letting

M = C1 ∩ ∂E, M0 =
{
q ∈ M : sup

0<r<16
e(E, q, r, ν) ≤ ε

}
,

there exists an intrinsic Lipschitz function φ : W → R such that

sup
W

|φ| ≤ L, LipW(φ) ≤ cG L,

M0 ⊂ M ∩ Γ, Γ = gr(φ;D1),

S Q−1
∞ (M △ Γ) ≤ C e(E, 0, 324, ν),∫

D1
|∇φφ|2 dL n−1 ≤ C e(E, 0, 324, ν),

where cG > 0 is a structural constant independent of L.

Theorem 1.1 perfectly generalizes [23, Th. 5.1] to plentiful groups, in fact providing a
sub-optimal version of the Lipschitz approximation proved in [26, Th. 3.1] in Hn for n ≥ 2
(also see [20, Th. 23.7] for the analogous result in the Euclidean setting).

In Theorem 1.1, differently from the corresponding result in [26], the constants ε and
C may depend on the chosen Lipschitz constant L. This is due to the current lack of an
analog of the deep height estimate proved in [27] for Hn, with n ≥ 2, in plentiful groups.
However, we believe that the algebraic framework provided by plentiful groups is the
correct setting where to possibly extend Theorem 1.1 to its optimal version. The validity
of the height estimate in the context of plentiful groups will be the object of future works.
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1.3. Organization of the paper. The rest of the paper is organized as follows. In
Section 2, we fix the notation and we recall some basic preliminaries. In Section 3, we
introduce the class of plentiful groups and we study their main properties. In Section 4,
we recall some facts about intrinsic cones, intrinsic Lipschitz graphs and the intrinsic area
formula. Finally, in Section 5, we prove our main result.

2. Preliminaries

We recall the main notation and results used throughout the paper. For a thorough
introduction on the subject, we refer to [3,13,31] concerning Carnot groups, and to [20] for
the usual approach to the regularity theory for minimal surfaces in the Euclidean setting.

2.1. Carnot groups. A Carnot group (G, ⋆) is a connected, simply connected and nilpo-
tent Lie group whose Lie algebra g of left-invariant vector fields has dimension n and
admits a stratification of step s ∈ N, that is,

g = V1 ⊕ V2 ⊕ · · · ⊕ Vs,

where the vector spaces V1, . . . , Vs ⊂ g satisfy
Vi = [V1, Vi−1] for i = 1, . . . , s− 1, [V1, Vs] = {0}.

We set mi = dim(Vi) for i = 1, . . . , s. Moreover, we set h0 = 1 and hi = m1 + . . .+mi for
i = 1, . . . , s. We fix an adapted basis of g, i.e. a basis X1, . . . , Xn such that

Xhi−1+1, . . . , Xhi
is a basis of Vi, i = 1, . . . , s.

We endow the algebra g with the left-invariant Riemannian metric ⟨·, ·⟩ that makes the ba-
sisX1, . . . , Xn orthonormal. Exploiting the exponential identification p = exp (∑n

i=1 piXi),
we can identify G with Rn, endowed with the group law determined by the Campbell–
Hausdorff formula. In particular, the identity e ∈ G corresponds to 0 ∈ Rn and the
inversion map becomes ι(p) = p−1 = −p for any p ∈ G. Moreover, it is not restrictive to
assume that Xi(0) = ei for any i = 1, . . . , n. Therefore, by left-invariance, we get

Xi(p) = dτpei, i = 1, . . . , n,
where τp : G → G is the left-translation by p ∈ G, i.e. τp(q) = p ⋆ q for any q ∈ G.

For any i = 1, . . . , n, the degree d(i) ∈ {1, . . . , κ} of the basis vector field Xi is d(i) = j
if and only if Xi ∈ Vj. The group dilations (δλ)λ≥0 : G → G are hence given by

δλ(p) = δλ(p1, . . . , pn) = (λp1, . . . , λ
d(i)pi, . . . , λ

spn) for all p ∈ G.

The pushforward of the n-dimensional Lebesgue measure L n via the aforementioned
exponential identification is a Haar measure of G, see [31] for more details. The homo-
geneity property L n(δλ(E)) = λQL n(E) holds for any measurable set E ⊂ G, where
Q = ∑κ

i=1 i dim(Vi) ∈ N is the homogeneous dimension of G. For notational convenience,
we use the shorthand |E| = L n(E).

Following [13, Th. 5.1], we fix the left-invariant and homogeneous distance d∞(p, q) =
d∞(q−1 · p, 0) for p, q ∈ G, where, identifying G = Rn = Rm1 × · · · × Rms as above and
letting πRmi : Rn → Rmi be the canonical projection for i = 1, . . . , s,

d∞(p, 0) = max
{
ϵi|πRmi (p)|1/i

Rmi : i = 1, . . . , s
}

for all p ∈ G, (2.1)
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with constants ϵ1 = 1 and ϵi ∈ (0, 1) for all i = 2, . . . , s depending on the structure of G.
We use the shorthand ∥p∥∞ = d∞(p, 0) for p ∈ G. Consequently, for p ∈ G and r > 0, we
define the open and closed balls

Br(p) = {q ∈ G : d(q, p) < r}, B̄r(p) = {q ∈ G : d(q, p) ≤ r},
with the shorthands Br = Br(0) and B̄r = B̄r(0).

2.2. Sets of finite perimeter. A set E ⊂ G is of locally finite G-perimeter in an open
set Ω ⊂ G if there exists a Rm1-valued Radon measure µE on Ω such that∫

E
divGϕ dx = −

∫
Ω
⟨ϕ, dµE⟩ for all ϕ ∈ C1

c (Ω;Rm1).

Here and in the following, divGϕ = ∑m1
i=1 Xiϕi is the horizontal divergence of ϕ. If

|µE|(Ω) < +∞, then E has finite G-perimeter in Ω. We also use the notation P (E;A) =
|µE|(A) for any Borel A ⊂ G and the shorthand P (E) = P (E;G). If E ⊂ G has (Eu-
clidean) Lipschitz topological boundary ∂E, then

P (E; Ω) =
∫

∂E∩Ω

(
m1∑
i=1

⟨NE, Xi⟩2
)1/2

dH n−1, (2.2)

where NE is the standard (inner) unit normal to ∂E and H s is the standard s-Hausdorff
measure in Rn, s ∈ [0, n]. By the Radon–Nykodim Theorem, there is a Borel function
νE : Ω → Rm1 , called (measure-theoretic) inner horizontal normal of E in Ω, such that
µE = νE|µE| with |νE| = 1 µE-a.e. in Ω. The reduced boundary of E is the set ∂∗E of
p ∈ G such that

p ∈ supp|µE| and νE(p) = lim
r→0+

µE(Br(p))
|µE|(Br(p))

∈ Sm1 .

The (measure-theoretic) boundary of a measurable set E ⊂ G is
∂E = {p ∈ G : |E ∩Br(p)| > 0 and |Ec ∩Br(p)| > 0 for all r > 0}. (2.3)

Up to modifying a set E ⊂ G of locally finite G-perimeter in an L n-negligible way,
arguing verbatim as in [20, Prop. 12.19], we can always assume that ∂E coincides with
the topological boundary of E.

2.3. Perimeter minimizers. Let Ω ⊂ G be a (non-empty) open set and let E ⊂ G be
a set with locally finite G-perimeter in G. We say that the set E is a (Λ, r0)-minimizer
of the G-perimeter in Ω if there exist Λ ∈ [0,+∞) and r0 ∈ (0,+∞] such that

P (E;Br(p)) ≤ P (F ;Br(p)) + Λ |E △ F |
for any measurable set F ⊂ G, p ∈ Ω and r < r0 such that E △F ⋐ Br(p) ⋐ Ω. If Λ = 0
and r0 = ∞, then E is a locally G-perimeter minimizer in Ω, that is,

P (E;Br(p)) ≤ P (F ;Br(p))
for any measurable set F ⊂ G, p ∈ Ω and r > 0 such that E △ F ⋐ Br(p) ⋐ Ω.

Remark 2.1 (Scaling of (Λ, r0)-minimizers). If the set E is a (Λ, r0)-minimizer of the
G-perimeter in Ω ⊂ G, then the set Ep,r = δ 1

r
(τp−1(E)) is a (Λ′, r′

0)-minimizer of the G-
perimeter in Ωp,r = δ 1

r
(τp−1(Ω)) for every p ∈ G and r > 0, where Λ′ = Λr and r′

0 = r0/r.
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In particular, the product Λr0 is invariant by dilation, and thus it is convenient to assume
that Λr0 ≤ 1, as we shall always do in the following.

2.4. Carnot groups of step 2. From now on, we work in a Carnot group (G, ⋆) of
step s = 2, so that g = V1 ⊕ V2, [V1, V1] = V2, [V1, V2] = {0}, n = m1 + m2 and
Q = m1 + 2m2. We fix an adapted orthonormal basis X1, . . . , Xm1 , T1, . . . , Tm2 of g, so
that X1, . . . , Xm1 and T1, . . . , Tm2 are orthonormal bases of V1 and V2, respectively. As
it is well-known (see [3, Sec. 3.2] for instance), exploiting the exponential coordinates
associated to X1, . . . , Xm1 , T1, . . . , Tm2 , we can write

p ⋆ q = (x, t) ⋆ (ξ, τ) =
(
x+ ξ, t+ τ + 1

2⟨Bx, ξ⟩
)

(2.4)

for p, q ∈ G, with p = (x, t), q = (ξ, τ), x, ξ ∈ Rm1 , t, τ × Rm2 , where B = (B1, . . . ,Bm2)
is an m2-tuple of linearly independent skew-symmetric m1 ×m1 matrices and

⟨Bx, ξ⟩ =
(〈

B1x, ξ
〉
, . . . , ⟨Bm2x, ξ⟩

)
∈ Rm2 .

With this notation, we recognize that ∥p∥∞ = max
{
|x|, ϵ2

√
|t|
}

and δλ(p) = δλ(x, t) =
(λx, λ2t) for λ ≥ 0 and p = (x, t) ∈ G. Finally, we let C ∈ (0,+∞) be such that

|⟨Bx, ξ⟩| ≤ C |x| |ξ| for all x, ξ ∈ Rm1 . (2.5)

2.5. Stratified changes of coordinates. Let X ′
1, . . . , X

′
m1 be another orthonormal basis

of V1. Given p ∈ G, let p = (x′, t) be the exponential coordinates associated with the
adapted basis X ′

1, . . . , X
′
m1 , T1, . . . , Tm2 . Then x′ = Mx, for a suitable orthogonal m1 ×m1

matrix M . Being M orthogonal, ∥ · ∥∞ is not affected by this change of coordinates.
Moreover, in these new coordinates,

p ⋆ q = (x′, t) ⋆ (ξ′, τ) =
(
x′ + ξ′,+1

2

〈
B̃x′, ξ′

〉)
,

where B̃ = (B̃1, . . . , B̃m2) and B̃j = MBjMT for any j = 1, . . . ,m2. Notice that

sup
x′ ̸=0

|B̃jx′|
|x′|

= sup
x′ ̸=0

|MBjMTx′|
|x′|

= sup
x′ ̸=0

|BjMTx′|
|x′|

= sup
x′ ̸=0

|BjMTx′|
|MTx′|

= sup
x ̸=0

|Bjx|
|x|

for any j = 1, . . . ,m2, which in turn implies that∣∣∣〈B̃x′, ξ′
〉∣∣∣ ≤ C |x′| |ξ′|, (2.6)

with the same constant C as in (2.5). We stress that, although the above change of
coordinates induces an isometry of g, it may not be a group morphism (e.g., see [21,
Ex. 2.15]). In fact, a simple computation shows that M induces a group morphism if and
only if BjM = MBj for every j = 1, . . . ,m2.

2.6. Further properties of perimeter minimizers. In a Carnot group G of step 2,
locally finite G-perimeter sets enjoy further regularity properties, see [13, Sec. 3]. In
particular, for any set E ⊂ G with locally finite G-perimeter,

P (E;A) = S Q−1
∞ (∂∗E ∩ A) for each Borel A ⊂ G,

see [13, Th. 3.10] and [22, Th. 1.3] (as well as the discussion around [31, Th. 5.18]). Here
and in the rest of the paper, for any E ⊂ G, we let

S s
∞(E) = sup

δ>0
S s

∞,δ(E),
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be the spherical s-Hausdorff measure of E (relative to d∞ in (2.1)), where, for any δ > 0,

S s
∞,δ(E) = inf

cG∑
i∈N

(diamd∞Bi)s : E ⊂
⋃
i∈N

Bi, Bi d∞-ball with diamd∞Bi < δ

,
where cG > 0 is a renormalizing constant that we do not need to specify here. We can state
the following results concerning the properties of (Λ, r0)-minimizers of the G-perimeter in
Carnot groups of step 2 (see [19] for similar estimates for isoperimetric sets). The proofs
are straightforward adaptations of those for (Λ, r0)-minimizers of the Euclidean perimeter
in Rn, see [20, Ch. 21].

Theorem 2.2 (Density estimates). There exist c1, c2, c3, c4 > 0 such that, if E ⊂ G is
a (Λ, r0)-minimizer of the G-perimeter in the open set Ω ⊂ G, Λr0 ≤ 1, p ∈ ∂E ∩ Ω,
Br0(p) ⊂ Ω, then

c1 ≤ |E ∩Br(p)|
rQ

≤ c2 and c3 ≤ µE(Br(p))
rQ−1 ≤ c4 for r ∈ (0, r0).

In particular, S Q−1
∞

(
(∂E \ ∂∗E) ∩ Ω

)
= 0.

Proof. The result follows by adapting the proof of [20, Th. 21.11], invoking [13, Lem. 2.21
and Prop. 2.23]. Details are omitted. □

Theorem 2.3 (Compactness). If (Ej)j∈N is a sequence of (Λ, r0)-minimizers of the G-
perimeter in the open set Ω ⊂ G, Λr0 ≤ 1, then there exist a subsequence (Ejk

)k∈N and a
(Λ, r0)-minimizer of the G-perimeter E ⊂ G in Ω such that

Ejk
→ E in L1

loc(Ω) and |µEjk
| ∗
⇀ |µE| as k → +∞.

Moreover, (∂Ejk
)k∈N converges to ∂E in the sense of Kuratowski, i.e.:

(i) if pjk
∈ ∂Ejk

∩ Ω and pjk
→ p ∈ Ω as k → +∞, then p ∈ ∂E;

(ii) if p ∈ ∂E ∩ Ω, then there exist pjk
∈ ∂Ejk

∩ Ω such that pjk
→ p as k → +∞.

Proof. The result follows by adapting the proof of [20, Prop. 21.13 and Th. 21.14], ex-
ploiting the density estimates provided by Theorem 2.2 and applying a standard diagonal
argument. Details are omitted. □

We underline that Theorems 2.2 and 2.3 contain the only properties concerning (Λ, r0)-
minimizers of the G-perimeter needed in the rest of the paper.

2.7. Complementary subgroups. As in [11, Sec. 4], we consider two complementary
subgroups W and V of G, i.e., such that V ∩ W = {0} and G = W ⋆ V. We also assume
that V is a 1-dimensional and, consequently, horizontal subgroup of G. Precisely, we have

V = {exp(sV ) : s ∈ R} for some V ∈ V1 with |V1| = 1.
In the following, in the spirit of Section 2.5, we will often choose an orthonormal basis
X1, X2 . . . , Xm1 of V1 adapted to the decomposition W ⋆ V, that is X1 = V1 and

V = exp(span{X1}), W = exp(span{X2, . . . , Xm1 , T1, . . . , Tm2}).
We naturally identify

V ≡ R, W ≡ {p = (x, t) ∈ G : x1 = 0} ≡ Rn−1.
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In particular, w ∈ Rn−1 is identified with (0, w) ∈ G. Consequently, given A ⊂ W ≡ Rn−1,
any function φ : A ⊂ W → V can be identified with a function φ : A ⊂ Rn−1 → R.

2.8. Height function and projections. For a given ν ∈ Rm1 with |ν| = 1, we let the
group homomorphism

h : G → R, h(p) = ⟨ν, x⟩ for p = (x, t) ∈ G,

be the height function. We let πV : G → V, πV(p) = h(p)ν for p ∈ G, be the projection
on V, where, with a slight abuse of notation, we identify ν with (ν, 0) ∈ G. Moreover, we
let πW : G → W, uniquely given by the relation

p = πW(p) ⋆ πV(p) for p ∈ G, (2.7)
be the projection on W. Using the shorthands x∥ = h(p)ν and x⊥ = x− x∥ for x ∈ Rm1 ,
and exploiting (2.4) we easily get that, for p = (x, t) ∈ G,

πV(p) = (x∥, 0), πW(p) =
(
x⊥, t− 1

2

〈
Bx⊥, x∥

〉)
,

owing to the fact that ⟨By, y⟩ = 0 for any y ∈ Rm1 by skew-symmetry. Let us also observe
that, for w ∈ Rn−1 and s ∈ R,

w ⋆ (sν) = exp(sν)(w) in G,

where, again with an abuse of notation, we identify ν with its associated left-invariant
vector field. Finally, by definition, we can estimate

∥πV(p)∥∞ = |⟨x, ν⟩| ≤ |x| ≤ ∥p∥∞ (2.8)
and, consequently,
∥πW(p)∥∞ = ∥p ⋆ πV(p)−1∥∞ ≤ ∥p∥∞ + ∥πV(p)−1∥∞ = ∥p∥∞ + ∥πV(p)∥∞ ≤ 2∥p∥∞. (2.9)

2.9. Disks and cylinders. We let
Dr = {w ∈ W : ∥w∥∞ < r}

be the open disk centered at 0 ∈ W of radius r > 0, and we set Dr(w) = w ⋆ Dr for any
w ∈ W. Note that L n−1(Dr(w)) = L n−1(D1) rQ−1 for all r > 0 and w ∈ W. We also let

Cr = Dr ⋆ (−r, r) = {w ⋆ (sν) : w ∈ Dr, s ∈ (−r, r)}
be the open cylinder with central section Dr and height 2r, and we set Cr(p) = p ⋆ Cr for
any p ∈ G. We also let

A ⋆ R = {w ⋆ (sν) : w ∈ A, s ∈ R}
be the open infinite cylinder with central section A ⊂ W. In virtue of (2.7), we have that

p ∈ Cr ⇐⇒ πW(p) ∈ Dr, h(p) ∈ (−r, r) ⇐⇒ ∥πW(p)∥∞ < r, |h(p)| < r.

Thanks to the inequalities (2.8) and (2.9), the left-invariant map ∥ · ∥C : G → [0,+∞),

∥p∥C = max
{
∥πW(p)∥∞, |h(p)|

}
for p ∈ G, (2.10)

is a quasi-norm such that Cr = {p ∈ G : ∥p∥C < r} and
∥p∥C ≤ 2∥p∥∞, ∥p∥∞ ≤ 2∥p∥C , for p ∈ G. (2.11)
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Consequently, dC : G×G → [0,+∞), dC(p, q) = ∥q−1 ⋆p∥C for p, q ∈ G, is a left-invariant
quasi-distance on G and

Br/2(p) ⊂ Cr(p) ⊂ B2r(p) for all p ∈ G, r > 0. (2.12)

2.10. Cylindrical excess. A concept which plays a key role in the regularity theory of
(Λ, r0)-minimizers of the G-perimeter is that of the cylindrical excess, see [20, Ch. 22] for
the Euclidean setting and [23,24,26,27] for the Heisenberg groups.

Definition 2.4 (Cylindrical excess). The cylindrical excess of a locally finite G-perimeter
set E ⊂ G at p ∈ ∂E, at scale r > 0, and with respect to the horizontal direction ν, is

e(E, p, r, ν) = 1
2 rQ−1

∫
Cr(p)

|νE(p) − ν|2 dµE(p)

= 1
rQ−1

∫
Cr(p)∩∂∗E

(
1 − ⟨νE(p), ν⟩2

)
dS Q−1

∞ (p).

If no confusion arises, we set e(p, r) = e(E, p, r) = e(E, p, r, ν) and e(r) = e(0, r).

The basic properties of the cylindrical excess introduced in Definition 2.4 can be plainly
recovered from the corresponding ones known in the Euclidean setting, see [20, Ch. 22],
and in the Heisenberg groups, see [23, Sec. 3] and [27, Sec. 3B]. We omit the statements.

The following result corresponds to [27, Lem. 3.4 and Cor. 3.5], which were stated in
the setting of the Heisenberg groups Hn, n ≥ 2 (also see [20, Lem. 22.11] for the Euclidean
case). The very same results hold for any Carnot group of step 2, with identical proof.

Lemma 2.5 (Excess measure). Let E ⊂ G be a set with locally finite G-perimeter with
0 ∈ ∂E. If there exists s0 ∈ (0, 1) such that

sup
{
|h(p)| : p ∈ C1 ∩ ∂E

}
≤ s0,

L n−1
({
p ∈ E ∩ C1 : h(p) > s0

})
= 0,

L n−1
({
p ∈ C1 \ E : h(p) < −s0

})
= 0,

then, for a.e. s ∈ (−1, 1) and any ϕ ∈ Cc(D1), letting

M = C1 ∩ ∂∗E, Ms = M ∩
{
h > s

}
, Es = {w ∈ W : w ⋆ (sν) ∈ E},

we have ∫
Es∩D1

ϕ dL n−1 =
∫

Ms

ϕ ◦ πW ⟨νE, ν⟩ dS Q−1
∞ .

Consequently, for any Borel set G ⊂ D1,

L n−1(G) =
∫

M∩π−1
W (G)

⟨νE, ν⟩ dS Q−1
∞ ,

L n−1(G) ≤ S Q−1
∞

(
M ∩ π−1

W (G)
)
. (2.13)

Moreover, we have
0 ≤ S Q−1

∞ (Ms) − L n−1(Es ∩D1) ≤ e(E, 0, 1) for a.e. s ∈ (−1, 1),

S Q−1
∞ (M) − L n−1(D1) = e(E, 0, 1).
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3. Plentiful groups

Contrarily to what happens in Rn, the fact that e(E, p, r) = 0 for some p ∈ ∂E
and r > 0 does not necessarily imply that ∂E is flat in a neighborhood of p. This
indeed happens in the first Heisenberg group H1, see the example in [25, Th. 1.5] and
the characterization provided by [23, Prop. 3.7]. Nevertheless, this is not the case for any
Heisenberg group Hn with n ≥ 2, as proved in [23, Prop. 3.6]. Consequently, in order to
avoid minimal surfaces with zero excess that are not flat, we need to restrict our attention
to a special class of Carnot groups, defined as follows.
Definition 3.1 (Plentiful group). We say that a Carnot group G of step 2 is plentiful if
any V ⊂ V1 with dim V = m1 − 1 satisfies [V, V ] = V2.

The property of being plentiful is well behaved with respect to Lie group isomorphisms.
Proposition 3.2. Let G1 and G2 be two Carnot groups of step 2. If G1 is plentiful and
ϕ : G1 → G2 is a Lie group isomorphism, then also G2 is plentiful.
Proof. Set g1 = V1 ⊕ V2 and g2 = W1 ⊕ W2, with V2 = [V1, V1] and W2 = [W1,W1]. Note
that dϕ : g1 → g2 is an isomorphism preserving the stratification of the corresponding
algebras. Hence, letting W ⊂ W1 be as in Definition 3.1 for G2, V = (dϕ)−1(W ) is an
(m− 1)-dimensional vector subspace of V1. Thus, since G1 is plentiful, we get that

[W,W ] = [dϕ(V ), dϕ(V )] = dϕ([V, V ]) = dϕ(V2) = W2,

proving that also G2 is plentiful. □

We observe that the first Heisenberg group H1 is not plentiful. More generally, every
free Carnot group of step 2 (see [3, Sec. 3.3] for the precise definition) is not plentiful. On
the other hand, the Heisenberg group Hn is plentiful for any n ≥ 2. More in general, we
have the following result.
Theorem 3.3. An H-type group is plentiful if and only if it is not isomorphic to H1.

We recall that a Carnot group G of step 2 is of H-type if, for any Z ∈ V2, the map
JZ : V1 → V1 given by

⟨JZ(X), Y ⟩ = ⟨Z, [X, Y ]⟩ for any X, Y ∈ V1 (3.1)
is orthogonal whenever |Z| = 1. Notice that Hn is of H-type for all n ≥ 1.
Proof of Theorem 3.3. Let T1, . . . , Tm2 be an orthonormal basis of V2 and let X ∈ V1.
By [3, Prop. 18.1.8], for any X ∈ V1, it holds that X, JT1(X), . . . , JTm2

(X) is an orthonor-
mal subfamily of V1, hence yielding that m1 ≥ m2 + 1. Fix V ⊂ V1 as in Definition 3.1
and let v ∈ V1 ∩ V ⊥ be such that |v| = 1. We now distinguish two cases.

Case 1. Let us assume that m1 > m2 + 1. In view of (3.1) and [3, Prop. 18.1.8],
JT1(v), . . . , JTm2

(v) is hence an orthonormal subfamily of V . Moreover, again owing to
the fact that m1 > m2 + 1, there exists w ∈ V which is orthogonal to JT1(v), . . . , JTm2

(v)
and satisfies |w| = 1. Again by [3, Prop. 18.1.8], we get〈

v, JTj
(w)

〉
= −

〈
w, JTj

(v)
〉

= 0
for any j = 1, . . . ,m2, which implies that JTj

(w) ∈ V for any j = 1, . . . ,m2. Since
[w, JTj

(w)] = Tj for each j = 1, . . . ,m2 by (3.1), we conclude that [V, V ] = V2, as desired.



10 A. PINAMONTI, G. STEFANI, AND S. VERZELLESI

Case 2. Now assume that m1 = m2 + 1. We can assume that m1 > 2, since otherwise
G is isomorphic to H1. We recall that G is of H-type if and only if, for any X ∈ V1
with |X| = 1, the map adX = [X, · ] is a surjective isometry from ker(adX)⊥ ∩ V1 to V2,
see [8, 16]. Since m1 = m2 + 1, we infer that ker(adX)⊥ ∩ V1 = X⊥ ∩ V1. Let X ∈ V be
such that |X| = 1. By the previous considerations, dim(adX(V ∩ X⊥)) = m2 − 1. Let
T ∈ V2 ∩ adX(V ∩X⊥)⊥ be such that |T | = 1. Since [X, JT (X)] = T and adX is injective,
we infer that, up to a sign, v = JT (X). Since m1 > 2, and hence dim(V ) > 1, let Y ∈ V
be such that |Y | = 1 and ⟨X, Y ⟩ = 0. By [16], we infer that

⟨JT (Y ), v⟩ = ⟨JT (Y ), JT (X)⟩ = −
〈
Y, J2

T (X)
〉

= ⟨Y,X⟩ = 0,

and so JT (Y ) ∈ V . Since [Y, JT (Y )] = T , we get [V, V ] = V2, concluding the proof. □

We point out that the class of plentiful groups is broader than that of H-type groups.

Example 3.4. Consider the stratified Lie algebra g7,5,2 of dimension 7, rank 5 and step 2,
with only non-trivial commutation relations given by

[X1, X2] = [X3, X4] = T1, [X1, X5] = [X2, X3] = T2

(for a construction, see [18, (27B)]). Let G7,5,2 be its associated Carnot group. In view
of [3, Prop. 18.1.5], G7,5,2 is not of H-type.

We claim that G7,5,2 is plentiful. To this aim, let us fix V ⊂ V1 as in Definition 3.1 and
let v ∈ V1 ∩ V ⊥ be such that |v| = 1. We let v = ∑5

j=1 ajXj, where aj = ⟨v,Xj⟩. We now
observe that Wj = Xj − ajv ∈ V for j = 1, . . . , 5 are such that

[W1,W4] + [W2,W3] = αT2, with α =
(
a2

1 +
(
a2

4 − a4a5 + a2
5

))
≥ 0, (3.2)

and
[W1,W2] =

(
1 − a2

1 − a2
2

)
T1 + (a1a3 − a2a5)T2,

[W1,W5] = −a2a5 T1 +
(
1 − a2

1 − a2
5

)
T2,

[W3,W4] =
(
1 − a2

3 − a2
4

)
T1 + a2a4 T2.

(3.3)

We now distinguish two cases, depending on whether α = 0 or α > 0 in (3.2).
If α = 0, then a1 = a4 = a5 = 0. Due to (3.3), we get [W1,W5] = T2, [W1,W2] = a2

3 T1
and [W3,W4] = a2

2 T1, proving the claim, since either a2 ̸= 0 or a3 ̸= 0.
If α > 0 instead, then T2 ∈ [V, V ] by (3.2). Therefore, by (3.3), we get (1−a2

3−a2
4)T1 ∈ V

and (1−a2
1−a2

2)T1 ∈ V . If a2
3+a2

4 ̸= 1, then T1 ∈ V . If a2
3+a2

4 = 1 instead, then a1 = a2 = 0
and so T1 ∈ V , proving the claim.

Our interest for plentiful groups is encoded in the following result, which is a sort of
localized version of [13, Lem. 3.6]. This is essential in the proof of Theorem 3.6 below,
where we prove that plentiful groups do not admit non-flat surfaces with zero excess.

Lemma 3.5. Let G be a plentiful Carnot group. Let Ω ⊂ G be a non-empty connected
open set and let Z1, . . . , Zm1 be an orthonormal basis of V1. If f ∈ L1

loc(G) is such that
Z1f ≥ 0 and Zif = 0 for i = 2, . . . ,m1 in Ω, then the level sets of f in Ω coincide with
left translations of {p ∈ G : ⟨p, Z1(0)⟩ = 0}.
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Proof. We can assume f ∈ C∞(G), since the general case can be recovered by approxi-
mation. Clearly, ZiZjf = 0 for all i, j = 2, . . . ,m1 and thus, since G is plentiful, Tf = 0
in Ω for any T ∈ V2. Since the left-invariant distribution D generated by the vector fields
g \ span{Z1} is involutive, G is foliated by smooth (n− 1)-dimensional manifolds tangent
to D which, in Ω, coincide with the level sets of f . Since Z1, . . . , Zm1 are orthonormal
and left-invariant, each leaf of the foliation coincides with the leaf passing through 0 ∈ G,
that is, {p ∈ G : ⟨p, Z1(0)⟩ = 0}, up to a left translation. □

The following crucial result extends [23, Prop. 3.6] to plentiful groups. We notice that
Theorem 3.6 below can be achieved as [23, Prop. 3.6] by a straightforward adaptation
of [23, Lem. 3.5]. However, we prove Theorem 3.6 via a different and plainer argument,
somewhat reminiscent of the proof of [13, Claim 3.7], by exploiting Lemma 3.5.

Theorem 3.6 (Locally constant normal). Let G be a plentiful Carnot group. Let E ⊂ G
be a set with finite G-perimeter in Br(p), for p ∈ ∂E and r > 0. If νE(q) = ν for µE-a.e.
q ∈ Br(p), then

E ∩Br(p) =
{
q ∈ Br(p) : h(q) > h(p)

}
up to L n-negligible sets.

Proof. We can clearly assume that p = 0 up to a translation. Take ζ ∈ Rm1 and consider
the left-invariant differential operator Lζ = ∑m1

j=1 ζjXj and the test horizontal vector field
ϕ = ζψ ∈ C1

c (Br;Rm1) for some arbitrary ψ ∈ C1
c (Br;R). By assumption, we can compute∫

E
Lζψ dL n =

∫
E

divGϕ dL n = −
∫

Br

⟨ϕ, νE⟩ dµE = −
∫

Br

ψ ⟨ζ, ν⟩ dµE,

yielding that Lζ1E = 0 if ⟨ζ, ν⟩ = 0 and Lζ1E ≥ 0 if ζ = ν in Br. By Lemma 3.5,

E ∩Br = τq

({
q̃ ∈ G : h(q̃) > 0

})
∩Br for some q ∈ G.

To conclude, we just need to show that h(q) = 0, as this yields

τq

({
q̃ ∈ G : h(q̃) > 0

})
=
{
q̃ ∈ G : h(q̃) > 0

}
.

Indeed, if h(q) > 0, then Bρ ∩ τq

({
q̃ ∈ G : h(q̃) > 0

})
= ∅ for some ρ ∈ (0, r), yielding

|Bρ ∩ E| =
∣∣∣Bρ ∩ τq

({
q̃ ∈ G : h(q̃) > 0

})∣∣∣ = 0,

against the assumption that 0 ∈ ∂E, recall (2.3). The case h(q) < 0 can be similarly
addressed by considering Ec in place of E. The proof is complete. □

4. Intrinsic cones, Lipschitz graphs and area formula

Throughout this section, we assume that (G, ⋆) is a Carnot group of step 2 as in
Section 2.4. For a general introduction about the topics of this section, we refer to [11].
Moreover, here and for the rest of the paper, we fix an horizontal direction ν and we
choose an adapted basis ν = X1, X2, . . . , Xm1 , T1, . . . , Tm2 of g as in Sections 2.5 and 2.7.
In the induced exponential coordinates, we write p = (x, t) for any p ∈ G.
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4.1. Intrinsic cones. The following definition rephrases [23, Def. 4.3] and [11, Def. 9].

Definition 4.1 (Intrinsic cones). The open X1-cone with vertex 0 ∈ G and aperture
α ∈ (0,+∞] is the set

C(0, α) = {p ∈ G : ∥πW(p)∥∞ < α∥πV(p)∥∞}.
The corresponding negative and positive cones are

C±(0, α) = {p = (x, t) ∈ G : ∥πW(p)∥∞ < α∥πV(p)∥∞, x1 ≷ 0}.
Consequently, we let C(p, α) = p ⋆ C(0, α) and C±(p, α) = p ⋆ C±(0, α) for p ∈ G.

Note that, given p = (x, t) ∈ G and α ≥ 0, ∥πW(p)∥∞ ≤ α∥πV(p)∥∞ rewrites as

max
{∣∣∣x⊥

∣∣∣, ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥

〉 ∣∣∣1/2
}

≤ α|x1|, (4.1)

where ϵ2 > 0 is as in (2.1). The following result collects some elementary properties of
cones in Carnot groups of step 2, generalizing [23, Lem. 4.5]. We briefly detail its proof
for the ease of the reader.

Lemma 4.2 (Properties of cones). The following hold:
(i)

⋃
s<s0

C+(p ⋆ se1, α) = G for all α > 0, p ∈ G and s0 ∈ R;

(ii) C−(0, α) ⊂ ι
(
C+

(
0, α+ ϵ2

√
αC
))

for all α > 0, where ι(p) = p−1 for any p ∈ G;

(iii) C±(p, β) ⊂ C±(0, γ) for all p ∈ C±(0, α), with α, β ≥ 0 and

γ = max
{
α, β, ϵ2

2

√
(αβ + 2β) C

}
,

where C > 0 is the constant in (2.5).

Proof. We prove each statement separately.
Proof of (i). Assume p = 0 and note that, in virtue of (2.6) and (4.1), we can compute
C+(se1, α) = se1 ⋆ C

+(0, α)

= se1 ⋆
{

(x, t) ∈ G : max
{∣∣∣x⊥

∣∣∣, ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2
}
< αx1

}
=
{

(x, t) ∈ G : max
{∣∣∣x⊥

∣∣∣, ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥ − 2se1

〉∣∣∣1/2
}
< α(x1 − s)

}
.

Hence (i) for p = 0 follows from the fact that, for any (x, t) ∈ G, there is σ ∈ R such that

ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥ − 2se1

〉∣∣∣1/2
< α(x1 − s) for all s < σ.

By left translation, (i) holds for any p ∈ G.
Proof of (ii). For any β > 0 we have that

ι
(
C+(0, β)

)
=
{

(x, t) ∈ G : max
{∣∣∣x⊥

∣∣∣, ϵ2

∣∣∣t+ 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2
}
< −βx1

}
.

Hence, if (x, t) ∈ C−(0, α), then
∣∣∣〈Bx⊥, x∥

〉∣∣∣ ≤ C
∣∣∣x⊥

∣∣∣∣∣∣x∥
∣∣∣ < αC

∣∣∣x∥
∣∣∣2 and so

ϵ2

∣∣∣t+ 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2
≤ ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2
+ ϵ2

∣∣∣〈Bx⊥, x∥
〉∣∣∣1/2

< −
(
α + ϵ2

√
αC
)
x1,
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proving (ii).
Proof of (iii). If p = (x, t) ∈ C+(0, α), then

max
{∣∣∣x⊥

∣∣∣, ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2
}

≤ αx1. (4.2)

Moreover, if q ∈ C+(p, β), then q = p ∗ w with w = (ξ, τ) ∈ G such that

max
{∣∣∣ξ⊥

∣∣∣, ϵ2

∣∣∣τ − 1
2

〈
Bξ⊥, ξ∥

〉∣∣∣1/2
}

≤ βξ1. (4.3)

Now, since q = (x, t) ⋆ (ξ, τ) =
(
x+ ξ, t+ τ + 1

2⟨Bx, ξ⟩
)
, we can write

∥πW(q)∥∞ = max
{∣∣∣x⊥ + ξ⊥

∣∣∣, ϵ2

∣∣∣∣t+ τ + 1
2⟨Bx, ξ⟩ − 1

2

〈
B(x⊥ + ξ⊥), x∥ + ξ∥

〉1/2
∣∣∣∣}.

Since
〈
Bx∥, ξ∥

〉
= 0, by (2.6) we easily see that∣∣∣⟨Bx, ξ⟩ −

〈
Bx⊥, ξ∥

〉
−
〈
Bξ⊥, x∥

〉∣∣∣ =
∣∣∣〈Bx⊥, ξ⊥

〉
+ 2

〈
Bx∥, ξ⊥

〉∣∣∣
≤ C

(∣∣∣x⊥
∣∣∣∣∣∣ξ⊥

∣∣∣+ 2
∣∣∣x∥
∣∣∣∣∣∣ξ⊥

∣∣∣)
≤ C (αβ + 2β)

∣∣∣x∥
∣∣∣∣∣∣ξ∥

∣∣∣.
(4.4)

Therefore, by the triangle inequality, (4.2), (4.3) and (4.4) yield that

ϵ2

∣∣∣t+ τ + 1
2⟨Bx, ξ⟩ − 1

2

〈
B(x⊥ + ξ⊥), x∥ + ξ∥

〉∣∣∣1/2
≤ ϵ2

∣∣∣t− 1
2

〈
Bx⊥, x∥

〉∣∣∣1/2

+ ϵ2

∣∣∣τ − 1
2

〈
Bξ⊥, ξ∥

〉∣∣∣1/2
+ ϵ2

2

∣∣∣⟨Bx, ξ⟩ −
〈
Bx⊥, ξ∥

〉
−
〈
Bξ⊥, x∥

〉∣∣∣1/2

≤ αx1 + βξ1 + ϵ2
2

√
C (αβ + 2β)x1/2

1 ξ
1/2
1 ,

immediately implying that q ∈ C+(0, γ). The case of negative cones is similar. □

4.2. Intrinsic Lipschitz graphs and functions. The following definition rephrases [23,
Def. 4.6] and [11, Def. 11 and Prop. 3.3].

Definition 4.3 (Intrinsic Lipschitz graph and function). The intrinsic graph of φ : A → R
over the non-empty set A ⊂ W is

gr(φ;A) = {Φ(w) : w ∈ A} = {w ⋆ φ(w) : w ∈ A} ⊂ G,

where Φ: A → G, Φ(w) = w⋆φ(w) for w ∈ A, is the graph map. We say that φ is intrinsic
Lipschitz on A with intrinsic Lipschitz constant L ∈ [0,+∞), and we write φ ∈ LipW(A)
and L = LipW(φ;A), if, for L > 0,

gr(φ;A) ∩ C(p, 1/L) = ∅ for all p ∈ gr(φ;A),

and φ constant on A for L = 0. Equivalently, for all p, q ∈ gr(φ;A), it holds that

|φ(πW(p)) − φ(πW(q))| ≤ L∥πW(q−1 ⋆ p)∥∞.

We use the shorthand LipW(φ) = LipW(φ;W).
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As established in [11, Prop. 3.8], intrinsic Lipschitz functions are continuous—in fact,
1
2 -Hölder continuous, since G is a Carnot group of step 2.

The following result, which generalizes [23, Prop. 4.8], is a particular instance of [11,
Th. 4.1] and [33, Th. 1.5]. The key point here is to provide an explicit bound on the
intrinsic Lipschitz constant of the intrinsic Lipschitz extension.
Theorem 4.4 (Intrinsic Lipschitz extension). There is c = c(ϵ2, C) > 0 with the following
property. If φ ∈ LipW(A) for some ∅ ̸= A ⊂ W, with L = LipW(φ;A), then there exists
ψ ∈ LipW(W) such that ψ(w) = φ(w) for all w ∈ A, ∥ψ∥L∞(W) = ∥φ∥L∞(A) and

LipW(ψ) ≤ c max
{
L,L4

}
.

Here C > 0 is the constant in (2.5).
Proof. Assume L > 0 to avoid trivialities, let α = 1/L, and define the open set

E =
⋃

w∈A

C+(Φ(w), α) ̸= ∅.

Setting β = α2

α+2
4

4+Cϵ2
2
, by Lemma 4.2(iii) we get that, if q ∈ E, then C+(q, β) ⊂ E. By

an elementary continuity argument, the latter inclusion also holds for any q ∈ ∂E, the
topological boundary of E. Consequently, if p, q ∈ ∂E, then p /∈ C+(q, β). As in the proof
of [23, Prop. 4.8], we thus get that ψ : W → R, given by

ψ(w) = swe1, where sw = min
{
inf{s ∈ R : w ⋆ se1 ∈ E}, ∥φ∥L∞(A)

}
for w ∈ W,

is well defined and such that ψ(w) = φ(w) for all w ∈ A, gr(ψ;W) ⊂ ∂E and ∥ψ∥L∞(W) =
∥φ∥L∞(A). Finally, given p, q ∈ gr(ψ;W), arguing as in the proof of [23, Prop. 4.8] and
in virtue of Lemma 4.2(ii), we get that, if p /∈ C+(q, β), then q /∈ C−(p, γ), where

γ > 0 is chosen such that β = γ + ϵ2
√
γC, that is, γ = 1

4

(√
ϵ2

2C + 4β − ϵ2
√

C
)2

. In
particular, ψ ∈ LipW(W) with LipW(ψ) = 1/γ, and a simple computation yields that
LipW(ψ) ≤ cmax{L,L4} with c = c(ϵ2, C)>0, concluding the proof. □

4.3. Intrinsic gradient. The following definition rephrases [2, Def. 3.1].
Definition 4.5 (φ-gradient). Let A ⊂ W be a non-empty open set and φ ∈ C(A). The
φ-gradient of f ∈ C∞(W) is ∇φf = (∇φ

1 f, . . .∇
φ
m1−1f) : A → Rm1−1, where

∇φ
i f(w) = Xi+1(f ◦ πW)(Φ(w))

for all w ∈ A and each i = 1, . . . ,m1 − 1.
We can hence give the following definition, see the first lines of the proof of [2, Prop. 4.10]

and [10, Def. 3.2].
Definition 4.6 (Intrinsic gradient). Let A ⊂ W be a non-empty open set. The intrinsic
gradient of φ ∈ C(A) is the distribution ∇φφ = (∇φφ1, . . . ,∇φφm1) acting as

⟨∇φ
i φ, ϑ⟩ =

∫
A
φ (∇φ

i )∗ϑ dL n−1 for any ϑ ∈ C1
c (A),

where (∇φ
i )∗ is the formal adjoint of ∇φ

i , for each i = 1, . . . ,m1.
The following result, which is an immediate consequence of [10, Prop. 5.3], general-

izes [7, Prop. 4.4] to any Carnot group of step 2.
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Theorem 4.7 (Bound on the intrinsic gradient). Let A ⊂ W be a non-empty open set.
If φ ∈ LipW(A), then ∇φφ ∈ L∞(A;Rm1−1), with ∥∇φφ∥L∞(A) ≤ CL, for some CL > 0
depending on L = LipW(φ;A) only.

4.4. Intrinsic area formula. The following result follows from [10, Lem. 5.2 and Th. 5.7]
(also see [2, Prop. 4.10(d)] for more regular functions).

Theorem 4.8 (Intrinsic area formula). Let A ⊂ W be an non-empty open set. The
intrinsic epigraph of φ ∈ LipW(A) over A,

Eφ,A = {exp(sX1) : w ∈ A, s > φ(w)} ⊂ G,

has locally finite G-perimeter in A ⋆ R, its inner horizontal normal is given by

νEφ,A
(w ⋆ φ(w)) =

 1√
1 + |∇φφ(w)|2

,
−∇φφ(w)√

1 + |∇φφ(w)|2

 for L n−1-a.e. w ∈ A,

and its G-perimeter satisfies the intrinsic area formula

P (Eφ,A;A′ ⋆ R) =
∫

A′

√
1 + |∇φφ(w)|2 dL n−1(w) for any A′ ⊂ A. (4.5)

It is worth noticing that, via well-known standard arguments, the area formula (4.5)
can be generalized as∫

∂Eφ,A∩A′⋆R
g(p) dµE(p) =

∫
A′
g(Φ(w))

√
1 + |∇φφ(w)|2 dL n−1(w)

whenever g : ∂Eφ,A → R is a Borel function.

5. Intrinsic Lipschitz approximation

Throughout this section, we assume that (G, ⋆) is a plentiful group as in Definition 3.1.
Our approach adapts some ideas of [23,26,27] to the present more general setting.

5.1. Small-excess position. The following result corresponds to [27, Lem. 3.3], which
was stated in the setting of the Heisenberg groups Hn, n ≥ 2 (also see [20, Lem. 22.10]
for the Euclidean case). The very same result holds for any plentiful group, with identical
proof, thanks to Theorem 3.6.

Lemma 5.1 (Small-excess position). For any s ∈ (0, 1), Λ ∈ [0,+∞) and r ∈ (0,+∞]
with Λr0 ≤ 1, there exists ω(s,Λ, r0) > 0 with the following property. If E ⊂ G is a
(Λ, r0)-minimizer of the G-perimeter in C2, with 0 ∈ ∂E and e(2) ≤ ω(s,Λ, r0), then

sup
{
|h(p)| : p ∈ C1 ∩ ∂E

}
≤ s,

L n−1
({
p ∈ E ∩ C1 : h(p) > s

})
= 0,

L n−1
({
p ∈ C1 \ E : h(p) < −s

})
= 0.
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5.2. Intrinsic Lipschitz approximation. We are now finally ready to state and prove
our main result, which generalizes [23, Th. 5.1] and—only partially—[26, Th. 3.1] to the
setting of plentiful groups. Its proof revisits that of [26, Th. 3.1], closely following the
usual approach in the Euclidean setting, see [20, Th. 23.7].

Theorem 5.2 (Intrinsic Lipschitz approximation). For any L ∈ (0, 1), Λ ∈ [0,+∞) and
r0 ∈ (0,+∞], with Λr0 ≤ 1, there exist ε, C > 0, depending on L, Λ and r0 only, with
the following property. If E ⊂ G is a (Λ, r0)-minimizer of the G-perimeter in C324 with
e(324) ≤ ε and 0 ∈ ∂E, then, letting

M = C1 ∩ ∂E, M0 =
{
q ∈ M : sup

0<r<16
e(q, r) ≤ ε

}
,

there exists an intrinsic Lipschitz function φ : W → R such that
sup
W

|φ| ≤ L, LipW(φ) ≤ c(ϵ2, C)L, (5.1)

M0 ⊂ M ∩ Γ, Γ = gr(φ;D1), (5.2)
S Q−1

∞ (M △ Γ) ≤ C e(324), (5.3)∫
D1

|∇φφ|2 dL n−1 ≤ C e(324), (5.4)

where c(ϵ2, C) > 0 is the constant given by Theorem 4.4.

Proof. Let L ∈ (0, 1), Λ ∈ [0,+∞) and r0 ∈ (0,+∞] be fixed and let E, M and M0 be as
in the statement. With the notation of Lemma 5.1, we choose

ε = min
{
ω(L,Λ, r0)

162Q−1 , ω
(
L, 8Λ, r0

8

)}
. (5.5)

The proof is then divided into three steps.
Step 1: construction of φ. Since e(324) ≤ ω(L,Λ, r0) by (5.5), by Lemma 5.1 we have

sup
{
|h(p)| : p ∈ C1 ∩ ∂E

}
≤ L. (5.6)

Given p ∈ M and q ∈ M0, we have p, q ∈ C1, so that λ = dC(p, q) < 8 by (2.12). By
Remark 2.1, the set F = δλ−1(q−1 ⋆ E) is a (λΛ, r0

λ
)-minimizer of the G-perimeter in

C 324
λ

(q−1) with 0 ∈ ∂F . Since C 324
λ

(q−1) ⊃ C 81
2

(q−1) ⊃ C2 for all q ∈ C1, by the invariance
properties of the excess and by definition of M0, we infer that

e(F, 0, 2) = e(E, q, 2λ) ≤ ε. (5.7)
Recalling that λ < 8, F is a (8Λ, r0

8 )-minimizer of the G-perimeter in C 324
λ

(q−1). Since
ε ≤ ω(L, 8Λ, r0

8 ) due to (5.5), by (5.7) and again by Lemma 5.1, we infer that

sup
{
|h(v)| : v ∈ C1 ∩ ∂F

}
≤ L.

In particular, choosing v = δλ−1(q−1 ⋆ p) ∈ C1 ∩ ∂F , we get that
|h(q−1 ⋆ p)| ≤ LdC(p, q).

Since L < 1, the above inequality, combined with the definition in (2.10), yields that
dC(p, q) = ∥πW(q−1 ⋆ p)∥∞, so that

|h(q−1 ⋆ p)| ≤ L ∥πW(q−1 ⋆ p)∥∞ for all p ∈ M, q ∈ M0. (5.8)
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As a consequence, the projection πW is invertible on M0, and we can thus define a function
φ : πW(M0) → R by letting φ(πW(p)) = h(p) for all p ∈ M0. Due to (5.8), we get that

|φ(πW(p)) − φ(πW(q))| ≤ L ∥πW(q−1 ⋆ p)∥∞ for all p, q ∈ M0,

so that φ ∈ LipW(πW(M0)) with LipW(φ; πW(M0)) ≤ L < 1, in virtue of Definition 4.3.
SinceM0 ⊂ M , from (5.6) we also get that |φ(πW(p))| ≤ L for all p ∈ M0. By Theorem 4.4,
we can find an extension of φ to the whole W (for which we keep the same notation) such
that LipW(φ) ≤ c(ϵ2, C)L and |φ(w)| ≤ L for all w ∈ W. By construction, we also get
that M0 ⊂ M ∩ Γ, where Γ = gr(φ;D1). This proves (5.1) and (5.2).

Step 2: covering argument. We now prove (5.3) via a covering argument. By definition
of M0, for each q ∈ M \M0 there exists rq ∈ (0, 16) such that∫

Crq (q)∩∂E

|νE − ν|2

2 dS Q−1
∞ > ε rQ−1

q . (5.9)

The family of balls
{
B2rq(q) : q ∈ M \M0

}
is a covering of M \ M0. By Vitali’s Cov-

ering Lemma, there exists qh ∈ M \ M0, for h ∈ N, such that the countable subfamily
{B2rh

(qh) : rh = rqh
, qh ∈ M \M0, h ∈ N} is disjoint, and the family {B10rh

(qh) : h ∈ N}
is still a covering of M \M0. Therefore, by Theorem 2.2, we can estimate

S Q−1
∞ (M \M0) ≤

∑
h∈N

S Q−1
∞

(
(M \M0) ∩B10rh

(qh)
)

≤
∑
h∈N

S Q−1
∞ (M ∩B10rh

(qh)) ≤ c
∑
h∈N

rQ−1
h ,

(5.10)

where c > 0 is a constant that does not depend on L, Λ or r0. Now note that B10rh
(qh) ⊂

C324 for all h ∈ N, since, in virtue of (2.11), any p ∈ B10rh
(qh) satisfies

∥p∥C ≤ 2∥p∥∞ ≤ 2d∞(p, qh) + 2∥qh∥∞ < 20rh + 4∥qh∥C < 324.
Moreover, since Crh

(qh) ⊂ B2rh
(qh) by (2.12), also the cylinders {Crh

(qh) : h ∈ N} are
disjoint and contained in C324. Therefore, by combining (5.9) with (5.10), we get that

S Q−1
∞ (M \M0) ≤ c

ε

∑
h∈N

∫
Crh

(qh)∩∂E

|νE − ν|2

2 dS Q−1
∞ ≤ c

ε
e(324).

Consequently, since M \ Γ ⊂ M \M0, we conclude that

S Q−1
∞ (M \ Γ) ≤ c

ε
e(k),

which is the first half of (5.3). To prove the second half of (5.3), we observe that

e(2) ≤
(324

2

)Q−1
e(324) ≤ ω(L,Λ, r0),

thanks to the properties of the excess and (5.5). Hence, by (2.13) in Lemma 2.5,

S Q−1
∞ (Γ \M) =

∫
πW(Γ\M)

√
1 + |∇φφ|2 dL n−1

≤
√

1 + ∥∇φφ∥2
L∞(W) L n−1(πW(Γ \M))

≤
√

1 + ∥∇φφ∥2
L∞(W) S Q−1

∞

(
M ∩ π−1

W (πW(Γ \M))
)
.
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In virtue of Theorem 4.7, we can estimate√
1 + ∥∇φφ∥2

L∞(W) ≤ CL,

where CL > 0 depends on L only. Since M ∩ π−1
W (πW(Γ \M)) ⊂ M \ Γ, we get that

S Q−1
∞ (Γ \M) ≤ CL S Q−1

∞ (M \ Γ) ≤ CL

ε
e(k),

completing the proof of (5.3).
Step 3: estimate on the L2 energy. Finally, we prove (5.4). By Theorem 4.8 and [1,

Cor. 2.6], for S Q−1
∞ -a.e. p ∈ M ∩ Γ there exists σ(p) ∈ {−1, 1} such that

νE(p) = σ(p)

(
1,−∇φφ(πW(p))

)
√

1 + |∇φφ(πW(p))|2
.

Taking into account that, for S Q−1
∞ -a.e. p ∈ M ∩ Γ,

|νE(p) − ν(p)|2
2 = 1 − ⟨νE(p), ν(p)⟩ ≥ 1 − ⟨νE(p), ν(p)⟩2

2 ,

we get that

e(1) ≥
∫

M∩Γ

1 − ⟨νE(p), ν(p)⟩2

2 dµE(p) = 1
2

∫
M∩Γ

|∇φφ(πW(p))|2
1 + |∇φφ(πW(p))|2 dµE(p)

= 1
2

∫
πW(M∩Γ)

|∇φφ(w)|2
1 + |∇φφ(w)|2 dL Q−1(w).

By Theorem 4.7 and the scaling property of the excess, we get that∫
πW(M∩Γ)

|∇φφ|2 dL Q−1 ≤ CL e(324),

where CL > 0 depends on L only. Moreover, by Theorem 4.8, we can estimate∫
πW(M△Γ)

|∇φφ|2 dL Q−1 ≤
∫

M△Γ

|∇φφ(πW(p))|2
1 + |∇φφ(πW(p))|2 dµE(p) ≤ S Q−1

∞ (M △ Γ),

and (5.4) immediately follows from (5.3). The proof is complete. □
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