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Abstract. We establish the Schauder estimates at the boundary away from

the characteristic points for the Dirichlet problem by means of the double layer
potential in a Heisenberg-type group G. Despite its singularity we manage
to invert the double layer potential restricted to the boundary thanks to a
reflection technique for an approximate operator in G. This is the first instance

where a reflection-type argument appears to be useful in the sub-Riemannian
setting.

1. Introduction

Schauder estimates at the boundary are important tools in regularity theory
and applications to PDEs. On an Euclidean (smooth) domain, they are obtained
classically by combining a flattening of the boundary together with a reflection
argument that allows to use interior estimates.

This classical reflection technique does not work when the ambient space, instead
of Rn, is the simplest sub-Riemannian manifold: the Heisenberg Hn, n ≥ 1. Given
f, g ∈ C∞ Kohn and Nirenberg in [21] proved that the solution is smooth up to the
boundary at the non-characteristic points of the boundary ∂Ω, where the projection
of the Euclidean normal to ∂Ω onto the horizontal distribution is different from
zero. Then Jerison in [18] using the method of the single layer potential was able to
invert the operator restricted to the boundary to construct a Poisson kernel that
directly yields to the Schauder estimates around a non-characteristic point. Later
in [19] under suitable conditions on the characteristic point Jerison obtained the
Schauder estimates around a strongly isolated characteristic boundary point. On
the other hand, always in [19, Section 3] Jerison showed the celebrated example of
the paraboloid where the Schauder estimate fails, since the solution of the Dirichlet
problem with real analytic datum g and f = 0 may be not better than hölder
continuous near a characteristic boundary point.
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Recently Baldi, Citti and Cupini [3], assuming a geometric hypothesis on the
boundary, obtained Schauder estimates at the boundary in neighborhood of non-
characteristic points for the problem ∆Gu = f in Ω with Dirichlet boundary condition

u = g on ∂Ω. Here ∆G =
∑k
i=1X

2
i is the sub-Laplacian in a generic Carnot group G

with distribution V 1 generated by the vector fields X1, . . . , Xk and Ω is a bounded
open set of G. Here f and g belong to suitable classes of hölderian functions. The
additional hypothesis that Baldi, Citti and Cupini [3] assume is that the induced
distribution on the boundary, generated by the vector fields tangent to the boundary
that belongs to the distribution V 1, verifies the Hörmander condition. However
even in the simplest case of the Heisenberg group H1 this hypothesis is not verified.
Another relevant paper concerning the C1,α Schauder estimates in Carnot groups
near a non-characteristic portion of the boundary of regularity C1,α is [4]. The
full Schauder estimates have been subsequently obtained in the recent paper [5]
where the authors obtain estimates in Γk,α for k ≥ 2 near a Ck,α non-characteristic
portion of the boundary in a Carnot group by means of a compactness method
going back to seminal works of Caffarelli (see e.g. [9]).1

The aim of this work is to establish the Schauder estimates at the boundary away
from the characteristic points for the Dirichlet problem

(1.1)

{
∆Gu = f in Ω

u = g on ∂Ω

by means of the double layer potential in a group of Heisenberg type G. Here Ω ⊂ G
is a bounded open set and f ∈ Cα(Ω̄), g ∈ C2,α(∂Ω). Since the function f in
(1.1) concerns only interior estimates, it is not restrictive to study the associated
homogeneous problem ∆Gu = 0 in Ω and u = g on ∂Ω. By the Green’s representation
formula the solution of the previous problem is given by

u(x) =

∫
∂Ω

g(y)〈∇GG(x, y), ν(y)〉dσ(y),

where ∇G is the horizontal gradient and G(x, y) is the Green’s function such that
G = 0 on ∂Ω. Then we consider an harmonic approximation of u(x) given by D(g)(x)
where instead of ∇GG(x, y) we consider ∇GΓ(x, y), where Γ is the fundamental
solution for ∆G. We will call D(g) the double layer potential. Clearly the harmonic
function D(g) does not assume the boundary datum g, but when x→ ξ ∈ ∂Ω and
ξ is a non-characteristic point, we get that the limit of the double layer potential
coincides with T (g)(ξ) := 1

2g(ξ) + K(g)(ξ), where K is a singular operator from

C2,α into C2,α. Jerison in [18] pointed already the singularity of K and chose to use
instead the single layer potential to derive Schauder estimates up to the boundary.
On one hand in the Euclidean case the analogous of K is a compact operator if
the boundary is smooth, thus T is invertible, by the Fredholm alternative. Then,
we have that D(T−1(g)) is harmonic and assume the boundary datum. Hence the
Schauder estimates follow automatically by the hölder estimates for T . On the other
hand when the boundary ∂Ω is Lipschitz the operator K is singular as well as in the
sub-Riemannian case. However, Verchota in [26] inverted the operator T between
L2 classes on the Lipschitz boundary in an Euclidean domain. He showed that

1A first version of the current paper was only considering the case of the first Heisenberg group.
We decided in this new version to deal with all possible H-type groups; the paper [5] appeared
while this work was in preparation.
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the L2 norm of K is small compared to 1
2 extending the previous result by Fabes,

Jodeit, and Riviére [13] for C1 domains in Rn. The technique developed in [26] was
influenced by the previous seminal papers by Calderón [10] and Coifman, McIntosh,
and Meyer [12] which established the Lp-boundedness of the Riesz transform and
the double layer potential in this Lipschitz Euclidean setting. All these results are
very well explained and (some of them) extended in the book [20] by Kenig. It is
important to keep in mind that in this Euclidean setting, the double layer potential
is singular since the domain is rough. Several extensions of the boundary layer
technique have been developed over the last years in a variety of settings (see e.g.
[2] and references therein for recent developments).

In the present situation, as mentioned above, the situation is more dramatic since
the double layer potential is singular even on smooth domains. Fortunately in the
present work we do not need to develop an L2 theory for singular integrals in the
sub-Riemannian setting as Orponen and Villa did in [23]; instead we need to prove
that K has small C2,α norm with respect to 1

2 in order to use the continuity method
developed by [26] (see also [20, page 56]). Crucial to our strategy is a reflection
argument, special to the sub-Riemannian setting, which we believe will be proved
to be useful for other problems when the lack of commutativity is critical.

We now describe our strategy in the case of the upper half space {x1 > 0} of
the first Heisenberg group H1 with coordinates (x1, x2, x3) in H1. The boundary of
{x1 > 0} is given by the intrinsic plane Π = {x1 = 0}, so called in literature since it
does not contain characteristic points. In this case the singular operator K is an
operator on Π with convolution kernel k given by (3.12). In order to prove that K
has small C2,α norm with respect to 1

2 we use a surprising reflection technique in
the Heisenberg group. Indeed the main obstacle in applying the reflection technique
in the Heisenberg group is the fact that if u satisfies an equation, its reflection
u(−x1, x2, x3) does not satisfy the same equation, because of the non commutation
properties of X1 and X2. As a consequence, while the increments appearing in the
kernel along the horizontal directions are the standard ones, x1 − y1 and x2 − y2, in
the third increment mixed variables show up

x3 − y3 −
1

2
(y1x2 − y2x1).

However this increment, restricted to the boundary x1 = y1 = 0, reduces to the
standard one, and all variables decouple. This allows to apply a reflection technique,
if we are interested in the limit, when the operators tend to the boundary. Hence
we modify the operators on the whole space, removing the mixed term, which is not
present in the limit, and is the cause of preventing reflection. Hence the symmetry
of these new operators on the whole space yields that in the limit the C2,α norm of
1
2I +K and − 1

2I +K coincide. Finally the continuity method allows to prove the

invertibility of 1
2I +K, thus the solution of the Dirichlet problem on the half space

is given by harmonic function D(( 1
2I + K)−1g). Once we obtain the invertibility

of 1
2I + K on the flat space the general case for curved domains follows directly.

Indeed flattening the boundary around a non-charatheristic point involves a compact
operator KR̂ that does not affect the invertibility 1

2I+K+KR̂. Hence the Schauder
estimates around a non-charatheristic point are a direct consequence of the Hölder
estimates for the inverse of 1

2I +K +KR̂.
Even if the result in the present paper, i.e. the Schauder estimates at the boundary

on H1, is known since the works of Jerison and by now thanks to [5], in the full
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generality of any Carnot groups, we want to emphasize that it was not known that
one could achieve such results via the double layer potential. We believe that our
method, being independent of all the previous ones, will be proved to be useful for
other problems and provide a new point of view on singular integrals in groups.

In order to simplify the exposition, we concentrate in the first five sections only
on the case of H1, for which the computations are easier. In the last section 6 we
show that the same technique provides the Schauder estimates in the more general
setting of H-type groups. We emphasize that for the C2,α estimates of the singular
operator K (Theorem 4.9) in the case of H1 we provide a standard proof based on
[16, Lemma 4.4] in order to make the exposition self-contained, whereas in the case
of the H-type group G (Theorem 6.15) we used a deep result by Nagel and Stein
[22].

To be more precise on the boundary ∂Ω the hölder classes are defined by the non-
isotropic Folland-Stein hölder classes Γ2,α(∂Ω) introduced by Jerison [18, Section 4],
see also [22, 15]. Roughly speaking a function belongs to Γ2,α(∂Ω) if at each scale
δ we approximate the function by a second order polynomial in local coordinates
on ∂Ω with an error that goes as δ2+α, this idea in the Euclidean setting goes
back to Campanato [11]. We show that on the plane Π = {x1 = 0} the class
Γ2,α(Π) coincides with the classical sub-Riemannian hölder space C2,α(Π), that
means that the second order horizontal tangential derivatives and the first order
vertical derivatives are hölder continuous with respect to the induced distance on Π.
The control on the first order vertical derivatives is crucial since on Π we do not
verify the Hörmander rank condition such as in [3], thus the vertical derivatives are
not a priori commutators of vector fields that belong to the distribution. To our
knowledge the equivalence of these two classes of functions was known only when
instead of the intrinsic plane Π we consider the whole group G, see [15, Theorem
5.3].

Finally we point out that the Schauder estimates for general H-type groups,
obtained in Section 6, are not consequences of the results in [3] (but of course follow
from the results in [5]); indeed there are several examples of H-type groups, different
from H1, that does not satisfy the Hörmander rank condition on Π, see for instance
Example 6.3. As is usual in layer potential methods, one needs to have a rather
precise formula for the fundamental solution of the operator to be able to conclude.
This is the main issue in our technique to deal with general Carnot groups.

The paper is organized as follows. In Section 2 the Heisenberg group, the
fundamental solution for the sub-Laplacian and the Hölder classes are introduced.
Section 3 deals with the double layer potential and its jump formulas. In Section 4
we provide the invertibility of the double layer potential on the intrinsic plane by
the reflection technique. In Section 5 we show the local Schauder estimates around
a non-characteristic point and the global Schauder estimates for bounded domains
without characteristic points. Examples of such domains are constructed in [1].
Finally in Section 6 we show that all the previous results hold in the more general
setting of H-type groups.

2. Preliminaries

The first Heisenberg group H1 is an analytic, simply connected 3-dimensional
Lie group such that its Lie algebra g admits a stratification

g = V 1 ⊕ V 2, [V 1, V 1] = V 2 and [V 1, V 2] = {0}.
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The stratification induces a natural notion of degree of a vector field

deg(X) = j whenever X ∈ Vj ,

for j = 1, 2. By [8, Theorem 2.2.18] the first Heisenberg group H1 can be identified
with the triple (R3, ◦, δλ), where ◦ is the polynomial group law given by

y ◦ x =

(
y1 + x1, y2 + x2, y3 + x3 +

1

2
(y1x2 − y2x1)

)
,

for any pair of points x = (x1, x2, x3), y = (y1, y2, y3) in R3 and {δλ}λ>0 is a family
of automorphisms of (R3, ◦) such that

δλ(x1, x2, x3) = (λx1, λx2, λ
2x3).

The homogenous dimension Q is given by

Q := dim(V 1) + 2 dim(V 2) = 4.

We call horizontal distribution the subspace V 1 and we choose the basis of left
invariant vector fields

X1 = ∂x1
− x2

2
∂x3

, X2 = ∂x2
+
x1

2
∂x3

.

We denote by ∇H the horizontal gradient ∇H = (X1, X2) and by ∇ = (∂1, ∂2, ∂3)
the standard Euclidean gradient. The sub-Laplacian operator is given by

∆H = X2
1 +X2

2 = divH(∇H),

where divH(φ) = X1(φ1) + X2(φ2) for φ = φ1X1 + φ2X2 ∈ V 1. Is is well known
(see [8, Chapter 5]) that the sub-Laplacian admits a unique fundamental solution

Γ̂ ∈ C∞(R3 r {0}), Γ̂ ∈ L1
loc(R3), Γ̂(x)→ 0 when x tends to infinity and such that∫

R3

Γ̂(x) ∆Hϕ(x) dx = −ϕ(0) ∀ϕ ∈ C∞0 (R3).

Definition 2.1. We call Gauge norm on H1 a homogeneous symmetric norm d
smooth out of the origin and satisfying

∆H(d(x)2−Q) = 0 ∀x 6= 0.

Following [14, 7] a Gauge norm in H1 is given by

|x|H = ((x2
1 + x2

2)2 + 16x2
3)

1
4 .

Therefore we have

Γ̂(x) = (2π)−1|x|2−QH = 1

2π

((
x2

1+x2
2

)2
+16x2

3

)1/2 .

Finally we define the fundamental solution Γ(x, y) = Γ̂(y−1 ◦ x) that is given by

(2.1) Γ(x, y) = 1

2π

((
(x1−y1)2+(x2−y2)2

)2
+16
(
x3−y3− 1

2 (y1x2−y2x1)
)2
)1/2

and the Gauge distance d(x, y) = |y−1 ◦ x|H for all x, y ∈ H1 . The Gauge ball
center at x ∈ H1 of radius r > 0 is given Br(x) := {y ∈ H1 : d(x, y) < r}.
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Definition 2.2. Let 0 < α < 1, Ω ⊂ H1 be an open set and f : Ω→ R be function
on Ω. We say that f ∈ Cα(Ω) if there exists a positive constant M such that for
every x, y in Ω

|f(x)− f(y)| < M dα(x, y).

We set

‖f‖Cα(Ω) = sup
x 6=y

|f(x)− f(y)|
dα(x, y)

+ sup
x∈Ω
|f(x)|.

Iterating this definition, when k > 1 we say that f ∈ Ck,α(Ω) if Xiu ∈ Ck−1,α(Ω)
for all i = 1, 2.

2.1. Smooth domains, characteristic points and holder classes on the
boundary.

Definition 2.3. The set Ω is called a domain of class C∞ if for each ξ ∈ ∂Ω then
there exists a neighborhood Uξ and a function ψξ ∈ C∞(Uξ) with |∇ψξ| ≥ α > 0 in
Uξ such that

Uξ ∩ Ω = {x ∈ Uξ : ψ(x) < 0}
Uξ ∩ ∂Ω = {x ∈ Uξ : ψ(x) = 0}.

We say that ξ in ∂Ω is a characteristic point if ∇Hψ(ξ) = 0.

Let ξ, η in ∂Ω, we define the induced distance d̂ on ∂Ω by

d̂(ξ, η) := d(ξ, η),

where d is the Gauge distance in H1 and for r > 0 we call B̂r(ξ) the induced ball
given by

B̂r(ξ) = Br(ξ) ∩ ∂Ω,

where Br(ξ) is a Gauge ball in H1 centered at ξ.

Definition 2.4. Let 0 < α < 1. We say that a continuous function f belongs to
Cα(∂Ω) if there exists a constant C such that

|f(ξ)− f(η)|
d̂(ξ, η)α

< C,

for each ξ, η in ∂Ω. Then the holder semi-norm [f ]α is defined by

[f ]α = sup
ξ,η∈∂Ω
ξ 6=η

|f(ξ)− f(η)|
d̂(ξ, η)α

and the holder norm is defined by

‖f‖α = [f ]α + sup
ξ∈∂Ω

|f(ξ)|

Definition 2.5. Let 0 < α < 1 and k ∈ N ∪ {0}. We say that a bounded function
f belongs to Γk,α(∂Ω) if for each ξ ∈ ∂Ω and δ > 0 there exist a polynomial Pξ(η)
of degree k in local coordinates on ∂Ω and a uniform constant C such that

|f(η)− Pξ(η)| ≤ Cδk+α, d̂(η, ξ) < δ

Then the Hölder semi-norm [f ]k,α is the least possible C above + the supremum of
the coefficient of Pξ and the holder norm is defined by

‖f‖Γk,α = [f ]k,α + sup
ξ∈∂Ω

|f(ξ)|,



SCHAUDER ESTIMATES UP TO THE BOUNDARY ON H-TYPE GROUPS 7

These classes are the non-isotropic Folland-Stein hölder classes (see [15] or Section
9 of [22]) introduced by Jerison [18, Section 4].

2.2. Polynomial in local coordinates far from the characteristic points.
Let ξ in ∂Ω be a non-characteristic point and ψ be the defining function of the
boundary, see Definition 2.3. Then the horizontal normal to ∂Ω is defined by

νh =
∇Hψ

|∇Hψ|
.

Then there exists an orthonormal frame Z, S tangent to ∂Ω such that deg(Z) = 1
and deg(S) = 2. Then we consider the exponential map

(2.2) (x1, x2, x3) = exp(v1νh) ◦ exp (v2Z) ◦ exp (v3S) (ξ)

On the neighborhood U ⊂ H1 of ξ we consider the local coordinates v = (v1, v2, v3)
given by the inverse map Ξξ of the exponential map defined in (2.2). In the literature,
these coordinates are commonly called exponential or canonical coordinates of the
second kind, see [6]. In these new coordinates Ξξ(U ∩ ∂Ω) ⊂ {v1 = 0}. Then we set
v̂ = (v2, v3) and J = (j2, j3)

deg(J) = j2 + 2 · j3
and

v̂J = vj22 v
j3
3 .

A polynomial of order k in local coordinates on the boundary is given by

P (v̂) =
∑

deg(J)≤k

aJ v̂
J ,

where aJ are constants. Hence assuming that η = Ξ−1
ξ (v̂) we set Pξ(η) := P (v̂) in

Definition 2.5.

3. Double layer potential

Let Ω be a bounded smooth domain of H1. We consider the following Dirichlet
problem

(3.1)

{
∆Hu = 0 in Ω

u = g on ∂Ω.

Let hx(y) be an harmonic function in Ω such that

(3.2) hx(·)|∂Ω = Γ(·, x)|∂Ω,

then the Green function G(x, y) is given by

G(x, y) = Γ(x, y)− hx(y).

Under the assumptions (∂Ω smooth, negligible surface measure of the singular set
and uniform exterior ball property) by [25] a solution of (3.1) is

(3.3) u(x) =

∫
∂Ω

g(y)〈∇yHG(x, y), ν(y)〉dσ(y),

where ν(y) is the unit normal at the point y ∈ ∂Ω. Following [20] we consider the
approximation of (3.3) given by

(3.4) D(g)(x) =

∫
∂Ω

g(y)〈∇yHΓ(x, y), ν(y)〉dσ(y),
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proposed by C. Neumann in the classical setting. Clearly we have that ∆HD(g)(x) =
0 for each x ∈ Ω.

3.1. The jump formulas across an intrinsic plane. Let Ω = {x1 > 0} ⊂ H1

and ∂Ω = {x1 = 0} = Π. Then the induced distance d̂ is given by

(3.5) d̂(x̂, ŷ) = ((x2 − y2)4 + 16(x3 − y3)2)
1
4

for each x̂ = (x2, x3) and ŷ = (y2, y3) in Π and the induced ball is given by

B̂r(x̂) =
{

(y2, y3) ∈ Π : d̂(x̂, ŷ) < r
}
.

Proposition 3.1. Let Ω = {x1 > 0} ⊂ H1 and ∂Ω = {x1 = 0} = Π. Then the
double layer potential D(g)(x) is given by

(3.6) D(g)(x) = K1(g)(x) +K(g)(x)

for x ∈ Ω, where K1 and K are operators with kernels respectively k1 and k defined
as

(3.7) k1(x, ŷ) =
1

π

(
x2

1 + (x2 − y2)2
)
x1((

x2
1 + (x2 − y2)2

)2
+ 16

(
x3 − y3 + 1

2y2x1

)2)3/2

(3.8) k(x, ŷ) = − 4

π

(x2 − y2)(x3 − y3 − 1
2y2x1)((

x2
1 + (x2 − y2)2

)2
+ 16

(
x3 − y3 + 1

2y2x1

)2)3/2
,

where ŷ = (y2, y3) and (0, ŷ) ∈ Π.

Proof. By left invariance an explicit computation shows that the derivative (2.1)
with respect to Xx

1 is given by

Xx
1 (Γ(x, y)) = (Xv1

Γ)(y−1x) =

= −
(
(x1 − y1)2 + (x2 − y2)2

)
(x1 − y1)− 4(x2 − y2)

(
x3 − y3 − 1

2 (y1x2 − y2x1)
)

π
((

(x1 − y1)2 + (x2 − y2)2
)2

+ 16
(
x3 − y3 − 1

2 (y1x2 − y2x1)
)2)3/2

Since Γ is symmetric we also have

Xy
1 Γ(x, y) = 〈∇yHΓ(x, y), Xy

1 〉

= −
(
(x1 − y1)2 + (x2 − y2)2

)
(y1 − x1)− 4(y2 − x2)

(
y3 − x3 − 1

2 (x1y2 − x2y1)
)

π
((

(x1 − y1)2 + (x2 − y2)2
)2

+ 16
(
x3 − y3 − 1

2 (y1x2 − y2x1)
)2)3/2

.

Evaluating this derivative over the plane Π = {y1 = 0} for x1 > 0 we get

(3.9)
Xy

1 Γ(x, (0, y2, y3)) =

(
x2

1 + (x2 − y2)2
)
x1 − 4(x2 − y2)

(
y3 − x3 − 1

2x1y2

)
π
((
x2

1 + (x2 − y2)2
)2

+ 16
(
x3 − y3 + 1

2y2x1)
)2)3/2

= k1(x, ŷ) + k(x, ŷ)

where k1 and k are defined in (3.7) and (3.8). Integrating (3.9) over the plane Π
and assuming y1 = 0, and x1 > 0 we get (3.6). �
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Remark 3.2. Notice that for each r > 0 it holds

(3.10)

∫
∂Br(x)

〈∇HΓ(x, y), ν(y)〉dσ(y) = 1.

Indeed, by the mean value formula for each open subset O ⊂ H1 such that x ∈ O,
for each r > 0 such that Br(x) ⊂ O and for each harmonic function ψ ∈ H(O) we
have

ψ(x) =

∫
∂Br(x)

ψ(y)〈∇HΓ(x, y), ν(y)〉dσ(y).

In particular if we consider ψ ≡ 1 in O we obtain (3.10).

Lemma 3.3. Let x0 = (0, x̂0) ∈ Π, R > 0 and B̂R(x̂0) = {ŷ ∈ Π d̂(x̂0, ŷ) 6 R} ⊂ Π.
Then the integral ∫

B̂R(x̂0)

〈∇yHΓ(x, (0, ŷ)), Xy
1 (y)〉dŷ

is well defined if the first component x1 of x satisfies x1 > 0 and tends to 1/2 as
x→ x0.

Proof. Let {xn}n∈N be a sequence of points in Ω = {x1 > 0} converging to x0 as
n→ +∞ and εn > 0 small enough such that B(xn, εn) ⊂ Ω for each n ∈ N. Then
we consider the bounded domain

ΩRn = {x1 > 0} ∩BR(x0) rB(xn, εn).

By the divergence theorem for each n ∈ N we have

(3.11)

0 =

∫
ΩRn

∆HΓ(xn, y)dy =

∫
∂ΩRn

〈∇yHΓ(xn, y), νh(y)〉dσ(y)

=

∫
∂BR(x0)∩{x1>0}

〈∇yHΓ(xn, y), ν(y)〉dσ(y)

+

∫
Π∩BR(x0)

〈∇yHΓ(xn, y), ν(y)〉dσ(y)

−
∫
∂B(xn,εn)

〈∇yHΓ(xn, y), ν(y)〉dσ(y).

For each n ∈ N the ball B(xn, εn) is contained in {x1 > 0} thus by Remark 6.5 we
get ∫

∂B(xn,εn)

〈∇yHΓ(xn, y), νh(y)〉dσ(y) = 1.

Noticing that Π ∩BR(x0) = B̂R(x̂0) and rearranging terms in (3.11) we get∫
B̂R(x̂0)

〈∇yHΓ(xn, y), ν(y)〉dσ(y) = 1−
∫
∂BR(x0)∩{x1>0}

〈∇yHΓ(xn, y), ν(y)〉dσ(y).

Letting n→ +∞ the left hand side of the previous equality converges to

1−
∫
∂BR(x0)∩{x1>0}

〈∇yHΓ(x0, y), ν(y)〉dσ(y) =
1

2
,

since we only consider half of the integral equation (3.10). �

The operator K1 is totally degenerate while restricted to Π, so that we can not
restrict it to functions defined on Π; however we can compute the limit from the
interior of the set.
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Proposition 3.4. Let g be a Lipschitz compact supported function in Π and x0 be
a point in Π. For x ∈ H1 r Π we consider

K1(g)(x) =

∫
Π

k1(x, y)g(y)dσ(y).

Then we have

K1(g)(x)→ 1

2
g(x0) as x→ x+

0 ,

K1(g)(x)→ −1

2
g(x0) as x→ x−0 ,

so that (K1)+ = 1
2 Id while restricted to Π and (K1)− = − 1

2 Id while restricted to Π.

Proof. Let R > 0 big enough such that supp(g) ⊂ B̂R(x̂0). Let us assume that
x = (x1, x̂), x1 > 0 and

K1(g)(x) =

∫
Π

k1(x, y)g(y)dσ(y) =

∫
B̂R(x̂0)

k1(x, y)(g(y)− g(x))dσ(y)

+ g(x)

∫
B̂R(x̂0)

k1(x, y)dσ(y).

On one hand we have∣∣∣∣∣
∫
B̂R(x̂0)

k1(x, y)(g(y)− g(x))dσ(y)

∣∣∣∣∣ 6 L
∫
B̂R(x̂0)

k1(x, y)d(y, x)dσ(y)

6 L
∫
B̂R(x̂0)

√
x1d(y, x)−5/2dσ(y)→ 0,

as x → x0 and where L is the Lipschitz constant of g. On the other hand by
Lemma 3.3 we have

g(x)

∫
B̂R(x̂0)

k1(x, y)dσ(y) = g(x)

∫
B̂R(x̂0)

(k1(x, y) + k(x, y))dσ(y)+

− g(x)

∫
B̂R(x̂0)

k(x, y)dσ(y) −−−−→
x→x+

0

1

2
g(x0)− g(x0)

∫
B̂R(x̂0)

k(x0, y)dσ(y) =
1

2
g(x0)

by symmetry of the kernel k restricted to Π, see Lemma 4.7. Finally when x1 < 0
the kernel k1 defined (3.7) has the same sign of x1 , then −k1 and −x1 are positive
and by Lemma 3.3 we have

− g(x)

∫
B̂R(x̂0)

−k1(x, y)dσ(y) = −g(x)

∫
B̂R(x̂0)

(−k1(x, y) + k(x, y))dσ(y)+

− g(x)

∫
B̂R(x̂0)

k(x, y)dσ(y) −−−−−−−−−−−→
(−x1,x2,x3)→x+

0

−1

2
g(x0). �

Definition 3.5. As x → x±0 the kernel k(x, ŷ) defined in (3.8) converges to the
convolution kernel

(3.12) k(x̂− ŷ) = − 4

π

(x2 − y2) (x3 − y3)((
x2 − y2

)4
+ 16

(
x3 − y3

)2)3/2
.
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Thus, if g is a continuous compactly supported function in Π the operator K(g)
converges to ∫

Π

k(x̂− ŷ)g(ŷ)dσ(y),

that with an abuse of notation we also denoted by K(g).

Hence the analogue of [24, Theorem 4.4] in this setting is the following

Theorem 3.6. Let g be a Lipschitz compacty supported function in Π and x0 be a
point in Π. Let D(g) be the double layer potential defined in (3.6), then the limits
of D(g)(x) when x tends to x+

0 for x ∈ {x1 > 0} and when x tends to x−0 for
x ∈ {x1 < 0} exist. Moreover the limits verify the following relations

lim
x→x+

0

D(g)(x) = 1
2g(x0) +Kf(x0) if x ∈ {x1 > 0}

lim
x→x−0

D(g)(x) = − 1
2g(x0) +Kf(x0) if x ∈ {x1 < 0},

where K is the operator with convolution kernel k defined in (3.12).

Proof. By Propositions 3.4 and Definition 3.5 we obtain

D(g)(x)→ (
1

2
I +K)(g)(x0)

in the limit from positive values of x1, while

D(g)(x)→ (−1

2
I +K)(g)(x0)

in the limit from negative values of x1. �

4. Invertibility of the double layer potential on the intrinsic plane

4.1. The C2,α estimates of K.

Definition 4.1 (Classical Hölder class C1,α). Let r ∈ R, we say that a function g
defined on the boundary Πr = {x = (r, x2, x3)} is of class C1,α(Πr) if and only if
∂2g is a continuous function and there exists C > 0 such that

|∂2g(ŷ)− ∂2g(x̂)| ≤ Cd̃(x̂, ŷ)α

for each x̂ = (x2, x3) and ŷ = (y2, y3) in Πr and where

(4.1) d̃(x̂, ŷ) = ((x2 − y2)4 + 16(x3 − y3)2)
1
4 .

Remark 4.2. Notice that the induced distance

d̂(x̂, ŷ) = ((x2 − y2)4 + 16(x3 − y3 − 1
2r(x2 − y2))2)

1
4

on Πr, considered in Definition 2.5, is different from d̃. They coincide only when
r = 0, i.e. Π0 = Π.

In addition, we set

‖g‖1,α = ‖g‖1 + sup
x̂,ŷ∈Πr, x̂ 6=ŷ

|∂2g(ŷ)− ∂2g(x̂)|
d̃(x̂, ŷ)α

where

‖g‖1 = sup
x̂∈Πr

g(x̂) + sup
x̂∈Πr

∂2g(x̂).
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Definition 4.3 (Classical Hölder classes C2,α). Let r ∈ R, we say that a function
g defined on the boundary Πr = {x = (r, x2, x3)} is of class C2,α(Πr) if and only if
∂2

2g and ∂3g are continuous functions and there exists C > 0 such that

|∂2
2g(ŷ)− ∂2

2g(x̂)| ≤ Cd̃(x̂, ŷ)α

and

|∂3g(ŷ)− ∂3g(x̂)| ≤ Cd̃(x̂, ŷ)α

for each x̂ = (x2, x3) and ŷ = (y2, y3) in Πr. In addition, we set

‖g‖2,α = ‖g‖2 + [∂3g]α + [∂2
2g]α

where

[∂3g]α = sup
x̂,ŷ∈Πr, x̂ 6=ŷ

|∂3g(ŷ)− ∂3g(x̂)|
d̃(x̂, ŷ)α

,

[∂2
2g]α = sup

x̂,ŷ∈Πr, x̂ 6=ŷ

|∂2
2g(ŷ)− ∂2

2g(x̂)|
d̃(x̂, ŷ)α

and

‖g‖2 = ‖g‖1 + sup
x̂∈Πr

|∂2
2g(x̂)|+ sup

x̂∈Πr

|∂3g(x̂)|.

Proposition 4.4. A function f belongs to C2,α(Π0) if and only if f belongs to
Γ2,α(Π0), namely for each x̂ ∈ Π0, ρ > 0 there exists a polynomial Px̂(ŷ) =
ax̂ + bx̂v2 + cx̂v

2
2 + dx̂v3 with v̂ = ŷ − x̂ and C > 0 such that

(4.2) |f(ŷ)− Px̂(ŷ)| < Cρ2+α

for each ŷ ∈ Bρ(x̂) (see Definition 2.5).

Proof. Assume that f ∈ C2,α(Π0). Let

Px̂(ŷ) = f(x̂) + ∂2f(x̂)(y2 − x2) +
∂2

2f(x̂)

2
(y2 − x2)2 + ∂3f(x̂)(y3 − x3).

By the Lagrange mean value theorem for the function t → f(y2, x3 + t(y3 − x3))
with t ∈ [0, 1] we get

f(y2, y3) = f(y2, x3) + ∂3f(ξ)(y3 − x3)

where ξ = (y2, x3 + θ(y3 − x3)) for θ ∈ (0, 1). Moreover, by the Taylor’s formula
with Lagrange remainder for the function t→ f(x2 + t(y2 − x2), x3) with t ∈ [0, 1]
we get

f(y2, x3) = f(x2, x3) + ∂2f(x̂)(y2 − x2) +
∂2

2f(η)

2
(y2 − x2)2

where η = (x2 + θ(y2 − x2), x3) for θ ∈ (0, 1). Then we get

f(y2, y3) = f(x2, x3) + ∂2f(x̂)(y2 − x2) +
∂2

2f(η)

2
(y2 − x2)2 + ∂3f(ξ)(y3 − x3)

= Px̂(ŷ) +
∂2

2f(η)− ∂2
2f(x̂)

2
(y2 − x2)2 + ∂3f(ξ)− ∂3f(x̂)(y3 − x3).

Therefore

|f(y2, y3)− Px̂(ŷ)| ≤ |∂
2
2f(η)− ∂2

2f(x̂)|
2

(y2 − x2)2 + |∂3f(ξ)− ∂3f(x̂)| |y3 − x3|

≤ Cd̃(η, x̂)αd̃(ŷ, x̂)2 + Cd̃(ξ, x̂)αd̃(ŷ, x̂)2 ≤ Cd̃(x̂, ŷ)2+α.
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Now, for any fixed x̂ ∈ Π0 and ρ > 0, taking ŷ ∈ Bρ(x̂), clearly since d̃(x̂, ŷ)2+α <
ρ2+α we get

|f(ŷ)− Px̂(ŷ)| < Cρ2+α.

For the reverse implication we set

uρ(x̂) =
u(δρ(x̂))

ρ2
,

where δρ(x̂) = (ρx2, ρ
2x3). Let x̂, ŷ two points at distance ρ apart, by Remark 4.5

there exists ξ̂ such that d̃(x̂, ξ̂), d̃(ŷ, ξ̂) <
√

3
2 ρ. Then after a translation of −ξ̂, we

have Bρ/2 = Bρ/2(0) ⊂ B√3ρ(x̂), B√3ρ(ŷ). Let

‖Px̂,ρ/2 − Pŷ,ρ/2‖L∞(B1) ≤ ‖fρ/2 − Px̂,ρ/2‖L∞(B1) + ‖fρ/2 − Pŷ,ρ/2‖L∞(B1)

=
4

ρ2
sup

v̂∈Bρ/2
|f(v̂)− Px̂(v̂)|+ 4

ρ2
sup

v̂∈Bρ/2
|f(v̂)− Pŷ(v̂)|

≤ 4

ρ2
sup

v̂∈B√3ρ(x̂)

|f(v̂)− Px̂(v̂)|+ 4

ρ2
sup

v̂∈B√3ρ(ŷ)

|f(v̂)− Pŷ(v̂)|

≤ 8(3)1+α/2Cρα.

Notice that

(Px̂,ρ/2 −Pŷ,ρ/2)(v̂) =
4

ρ2
[(ax − ay) + (bx − by)ρv2 + (cx − cy)ρ2v2

2 + (dx − dy)ρ2v3].

Then by Lemma 4.6 we get

(4.3)
|ax̂ − aŷ| ≤ 2(3)1+α/2Cρ2+α and |bx̂ − bŷ| ≤ 4(3)1+α/2Cρ1+α

|cx̂ − cŷ| ≤ 4(3)1+α/2Cρα and |dx̂ − dŷ| ≤ 4(3)1+α/2Cρα.

By assumption (4.2) we easily get that ax̂ = f(x̂), f is continuous, ∂2f(x̂) = bx̂,
∂3f(x̂) = dx̂. Then by (4.3) we obtain that ∂2f, ∂3f are continuous and ∂3f is Cα .
Moreover, setting e2 = (1, 0) by (4.2) we have

(f(x̂+ (h+ s)e2)−f(x̂+he2))− (f(x̂+ se2)−f(x̂)) = 2cx̂hs+O(s2+α) +O(h2+α).

Then there exists

lim
h→0

lim
s→0

1

h

(
f(x̂+ (h+ s)e2)− f(x̂+ he2)

s
− f(x̂+ se2)− f(x̂)

s

)
= 2cx̂.

On the other hand, letting s→ 0 in the previous limit we gain that

∂2
2f(x̂) = lim

h→0

∂2f(x̂+ he2)− ∂2f(x̂)

h
= 2cx̂.

Finally, by (4.3) we obtain that |∂2
2f(x̂)− ∂2

2f(ŷ)| ≤ 8(3)1+α/2Cd̃(x̂, ŷ)α. �

Remark 4.5. Given two points x̂, ŷ ∈ Π such that ρ = d̃(x̂, ŷ) then there exists

ξ̂ = (x2+y2

2 , x3+3y3

4 ) such that d̃(ξ̂, ŷ) = ρ
2 <

√
3

2 ρ and d̃(ξ̂, x̂) <
√

3
2 ρ. Moreover if

x̂, ŷ belongs to BR(x̂0) for x̂0 ∈ Π then ξ̂ in B2R(x̂0).

Lemma 4.6. Let v̂ ∈ Π and P (v̂) = a+ bv2 + cv2
2 + dv3. Assume that there exists

C > 0 such that ‖P‖L∞(B1) ≤ C, then |a| ≤ C and |b|, |c|, |d| ≤ 2C
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Proof. Setting v2 = v3 = 0 we have |a| ≤ C. Let ε > 0, if v2 = 0, v3 = 1/(1 + ε)
we get |a+ d

1+ε | ≤ C, thus |d| ≤ 2C(1 + ε), letting ε→ 0 we get |d| ≤ 2C. Setting

v2 = ±1/(1 + ε), v3 = 0 we obtain∣∣∣∣ b

1 + ε
+

c

(1 + ε)2

∣∣∣∣ ≤ 2C,

∣∣∣∣ b

1 + ε
− c

(1 + ε)2

∣∣∣∣ ≤ 2C.

Then we have

|b|
1 + ε

≤ 1

2

(∣∣∣∣ b

1 + ε
+

c

(1 + ε)2

∣∣∣∣+

∣∣∣∣ b

1 + ε
− c

(1 + ε)2

∣∣∣∣) ≤ 2C

|c|
1 + ε

≤ 1

2

(∣∣∣∣ b

1 + ε
+

c

(1 + ε)2

∣∣∣∣+

∣∣∣∣ b

1 + ε
− c

(1 + ε)2

∣∣∣∣) ≤ 2C.

Letting ε→ 0 we get the desired inequalities. �

Lemma 4.7. Let ai ∈ R for each i = 1, . . . , 4, Dx̂ ⊂ Π be a set axially symmetric
with respect to y2 = x2 and y3 = x3 where x̂ ∈ Π. Let k(x̂− ŷ) be the convolution
kernel given by

(4.4) k(x̂− ŷ) =
4

π

(x2 − y2) (x3 − y3)((
x2 − y2

)4
+ 16

(
x3 − y3)

)2)3/2
,

then we have

(4.5)

∫
Dx̂

k(x̂− ŷ)p(x̂− ŷ) dŷ = 0,

for each polynomial

p(x̂− ŷ) = a1 + a2(x̂2 − ŷ2) + a3(x̂3 − ŷ3) + a4(x̂2 − ŷ2)2

of degree less than or equal to 2.

Proof. Changing the variable ŷ′2 = x̂2 − ŷ2 and ŷ′3 = x̂3 − ŷ3 we get that (4.5) is
equivalent to

a1

∫
D0

k(ŷ)d ŷ + a2

∫
D0

k(ŷ)ŷ2d ŷ + a3

∫
D0

k(ŷ)ŷ3 dŷ + a4

∫
D0

k(ŷ)ŷ2
2 dŷ = 0,

since the kernel k is symmetric both in y2 and in y3. We denote by D0 the translation
of Dx̂ in the origin. �

Lemma 4.8. Let 0 < α < 1, d̃(x̂, ŷ) be the distance defined in (4.1) and

B̂r(x̂) =
{

(y2, y3) ∈ Π : d̃(x̂, ŷ) < r
}

be the associated metric ball of radius r and center x̂ = (x2, x3). Let k(x̂− ŷ) be the
convolution kernel defined in (4.4). Then there exists a constant C3 such that

(4.6)

∫
B̂r(x̂)

|k(x̂− ŷ)|d̃(x̂, ŷ)j+αdŷ ≤ C2 r
j+α.

When j 6= 0 then (4.6) holds also for α = 0.

Proof. By Young’s inequality there exist a constant C1 such that

|x2 − y2||x3 − y3| ≤
|x2 − y2|3

3
+

2 |x3 − y3|
3
2

3
≤ C1(|x2 − y2|4 + |x3 − y3|2)

3
4 ,
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then we get that

|k(x̂− ŷ)| 6 C1d̃(x̂, ŷ)−3.

Then we have∫
Br(x̂)

|k(x̂− ŷ)|d̃(x̂, ŷ)j+αdŷ 6 C1

∫
Br(x̂)

d̃(x̂, ŷ)j+α−3dŷ

= C1

∫
B̂r(0)

d̃(0, (v2, v3))j+α−3dv2 dv3

= C1

∫ r

0

sj+α−3

(∫
∂B̂s(0)

1

|∇d̃|
dH1

)
ds

= 3C1|B̂1(0)|
∫ r

0

sj+α−1ds = C2 r
j+α

where |B̂1(0)| is the 2-Lebesgue measure of B̂1(0) and H1 is the 1-dimensional
Hausdorff measure. In the second to last equality we used

(4.7) 3r2|B̂1(0)| =
∫
∂B̂r(0)

1

|∇d̃|
dH1.

Indeed by the coarea formula and using the induced dilations δ̂r(v2, v3) = (r v2, r
2 v3)

we have

r3|B̂1(0)| = |δ̂r(B̂1(0))| = |B̂r(0)| =
∫ r

0

(∫
∂B̂s(0)

1

|∇d̃|
dH1

)
ds.

Differentiating this last identity with respect to r we obtain (4.7). �

Theorem 4.9. Let k be the kernel defined in (3.12), we set

K(f)(x̂) =

∫
Π

k(x̂− ŷ)f(ŷ)dŷ

for each x̂ ∈ Π. Assume that f ∈ C2,α(Π) and f compactly supported in Π then
there exists a constant C such that

(4.8) ‖K(f)‖C2,α ≤ C‖f‖C2,α

Proof. First of all notice that k(x̂, ŷ) is a convolution kernel, so that we can write
k(x̂− ŷ) and by Lemma 4.7, the kernel k satisfies the cancellation condition, thus
K is a well-defined singular integral operator. Moreover, by Lemma 4.7 we have

K(f)(x̂) =

∫
ΠrB̂1(x̂)

k(x̂− ŷ)f(ŷ)dŷ +

∫
B̂1(x̂)

k(x̂− ŷ)(f(ŷ)− f(x̂))dŷ,

then, letting BR be a sufficiently large ball that contains the compact support of f
and using Lemma 4.8, we get

|K(f)(x̂)| ≤
∫

ΠrB̂1(x̂)

|k(x̂− ŷ)||f(ŷ)|dŷ + ‖∂2f‖∞
∫
B̂1(x̂)

|k(x̂− ŷ)|d̃(x̂, ŷ)dŷ

≤ C1

∫
ΠrB̂1(x̂)

|f(ŷ)|dŷ + ‖f‖C1 ≤ C̃‖f‖C1 .



16 G. CITTI, G. GIOVANNARDI, AND Y. SIRE

Similarly we have

∂2K(f)(x̂) =

∫
BRrB1(x̂)

k(x̂− ŷ)∂2f(ŷ)dŷ +

∫
B1(x̂)

k(x̂− ŷ)(∂2f(ŷ)− ∂2f(x̂))dŷ,

∂3K(f)(x̂) =

∫
BRrB1(x̂)

k(x̂− ŷ)∂3f(ŷ)dŷ +

∫
B1(x̂)

k(x̂− ŷ)(∂3f(ŷ)− ∂3f(x̂))dŷ,

∂2
2K(f)(x̂) =

∫
BRrB1(x̂)

k(x̂− ŷ)∂2
2f(ŷ)dŷ +

∫
B1(x̂)

k(x̂− ŷ)(∂2
2f(ŷ)− ∂2

2f(x̂))dŷ,

then there exists a constant C̃ such that

|∂3K(f)(x̂)| ≤ ‖∂3f‖∞
∫
BRrB̂1(x̂)

|k(x̂− ŷ)|dŷ + ‖f‖C2,α

∫
B̂1(x̂)

|k(x̂− ŷ)|d̃(x̂, ŷ)αdŷ

≤ C̃‖f‖C2,α ,

|∂2K(f)(x̂)| ≤ C̃‖f‖C2 and |∂2
2K(f)(x̂)| ≤ C̃‖f‖C2,α . Therefore there exists a

constant C̃2 such that

(4.9) ‖K(f)‖C2 ≤ C̃2‖f‖C2,α .

Let x̂0 be a point in Π. Fix x̂ and ẑ in BR = BR(x̂0) and let δ = d̃(x̂, ẑ). A
direct computation shows that k(x̂− ŷ) = ∂

∂y3
`(x̂− ŷ) where

`(x̂− ŷ) =
1

4π

(x2 − y2)((
x2 − y2

)4
+ 16

(
x3 − y3

)2)1/2
.

Notice that there exist a constant C3 such that
(4.10)

|`(x̂− ŷ)| ≤ C3d̃(x̂, ŷ)−1, |∂2`(x̂− ŷ)| ≤ C3d̃(x̂, ŷ)−2, |∂3`(x̂− ŷ)| ≤ C3d̃(x̂, ŷ)−2

Following [16, Lemma 4.4], for each x̂, ẑ ∈ BR(x̂0) we have

∂2
2K(f)(x̂) =

∫
B8R

k(x̂− ŷ)(∂2
2f(ŷ)− ∂2

2f(x̂))dŷ + ∂2
2f(x̂)

∫
∂B8R

`(x̂− ŷ)ν3dσ(ŷ),

and

∂2
2K(f)(ẑ) =

∫
B8R

k(ẑ − ŷ)(∂2
2f(ŷ)− ∂2

2f(ẑ))dŷ + ∂2
2f(ẑ)

∫
∂B8R

`(ẑ − ŷ)ν3dσ(ŷ),

where ν = (ν2, ν3) is the unit normal to ∂B8R. Writing δ = d̃(x̂, ẑ) and letting ξ̂ be
the point given by Remark 4.5 we obtain

∂2
2K(f)(x̂)− ∂2

2K(f)(ẑ) =∂2
2f(x̂)I1 + (∂2

2f(x̂)− ∂2
2f(ẑ))I2 + I3 + I4

+ (∂2
2f(ẑ)− ∂2

2f(x̂))I5 + I6,
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where

I1 =

∫
∂B8R

(`(x̂− ŷ)− `(ẑ − ŷ))ν3dσ(ŷ)

I2 =

∫
∂B8R

`(ẑ − ŷ)ν3dσ(ŷ)

I3 =

∫
B√3δ(ξ̂)

k(x̂− ŷ)(∂2
2f(ŷ)− ∂2

2f(x̂))dŷ

I4 =

∫
B√3δ(ξ̂)

k(ẑ − ŷ)(∂2
2f(ẑ)− ∂2

2f(ŷ))dŷ

I5 =

∫
B8RrB√3δ(ξ̂)

k(x̂, ŷ)dŷ

I6 =

∫
B8RrB√3δ(ξ̂)

(k(x̂, ŷ)− k(ẑ, ŷ))(∂2
2f(ŷ)− ∂2

2f(ẑ)))dŷ

Let γ(t) = (r
√

cos(t), r
2 sin(t)

4 ) for t ∈ (−π2 ,
π
2 ) be a parametrization of ∂Br, where

‖v‖ = d̃(0, v). Then we have

(4.11) H1(∂Br) = 2

∫ π
2

−π2
‖γ̇(t)‖dt =

r

2

∫ π
2

−π2

√
sin(t)4 + 16 cos(t)4

cos(t)
dt = rH1(∂B1).

Let η̂ = (x2 + θ1(z2−x2), x3) and ζ̂ = (z2, x3 + θ2(z3−x3)) for θ1, θ2 ∈ (0, 1). Then
there exist constants C4, . . . , C9 independent of R, δ such that

|I1| ≤d̃(x̂, ẑ)

∫
∂B2R

|∂2`(η̂ − ŷ)|dσ(ŷ) + d̃(x̂, ẑ)2

∫
∂B2R

|∂3`(ζ̂ − ŷ)|dσ(ŷ)

≤C4d̃(x̂, ẑ)αR−α = C4

(
δ

R

)α
(by equation (4.10) and (4.11)).

|I2| ≤C4.

|I3| ≤
∫
B√3δ(ξ̂)

|k(x̂− ŷ)||∂2
2f(ŷ)− ∂2

2f(x̂)|dŷ ≤ C1[∂2
2f ]α

∫
B9δ/2(x̂)

|k(x̂− ŷ)|d̃(x̂, ŷ)α dy.

≤ C4[∂2
2f ]αδ

α (by Lemma 4.8)

|I4| ≤C4[∂2
2f ]αδ

α as in the estimation of I3

|I5| =

∣∣∣∣∣
∫
∂(B8R−B√3δ(ξ̂))

`(x̂− ŷ)ν3dσ(ŷ)

∣∣∣∣∣
≤
∣∣∣∣∫
∂B8R

`(x̂− ŷ)ν3dσ(ŷ)

∣∣∣∣+

∣∣∣∣∣
∫
∂B√3δ(ξ̂)

`(x̂− ŷ)ν3dσ(ŷ)

∣∣∣∣∣ ≤ C5,
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thanks to equations (4.10) and(4.11). Moreover, we have

|I6| ≤C6δ

∫
B8RrB√3δ(ξ̂)

|∂2k(η̂ − ŷ)| |(∂2
2f(ŷ)− ∂2

2f(ẑ))|dŷ

+ δ2

∫
B8RrB√3δ(ξ̂)

|∂3k(ζ̂ − ŷ)| |(∂2
2f(ŷ)− ∂2

2f(ẑ))|dŷ

≤C7[∂2
2f ]α

(
δ

∫
d̃(ŷ,ξ̂)≥

√
3δ

d̃(ŷ, ẑ)α

d̃(ŷ, η̂)4
dŷ + δ2

∫
d̃(ŷ,ξ̂)≥

√
3δ

d̃(ŷ, ẑ)α

d̃(ŷ, ζ̂)5
dŷ

)

≤C8[∂2
2f ]α

(
δ

∫
d̃(ŷ,ξ̂)≥

√
3δ

d̃(ŷ, ξ̂)α

d̃(ŷ, ξ̂)4
dŷ + δ2

∫
d̃(ŷ,ξ̂)≥

√
3δ

d̃(ŷ, ξ̂)α

d̃(ŷ, ξ̂)5
dŷ

)
(Since by Remark 4.5 d̃(ŷ, ẑ) ≤ (1 +

√
3

2 )d̃(ŷ, ξ̂), (1−
√

3
2 )d̃(ξ̂, ŷ) ≤ d̃(η̂, ŷ)

and (1−
√

3
2 )d̃(ξ̂, ŷ) ≤ d̃(ŷ, ζ̂))

≤C9[∂2
2f ]α

(
δ

∫ +∞

√
3δ

sα−2 ds+ δ2

∫ +∞

√
3δ

sα−3 ds

)
= C9[∂2

2f ]αδ
α,

where in the last inequality we used the coarea formula and the equation (4.7).
Collecting terms we gain

(4.12) |∂2
2K(f)(x̂)− ∂2

2K(f)(ẑ)| ≤ C10

(
R−α‖∂2

2f‖∞ + [∂2
2f ]α

)
d̃(x̂, ẑ)α.

Then choosing x̂0 = x̂ and R = 1 we have BR(x̂0) = B1(x̂), then by equations (4.12)
we get

(4.13)

|∂2
2K(f)(x̂)− ∂2

2K(f)(ẑ)|
d̃(x̂, ẑ)α

≤ C11(‖∂2
2f‖∞ + [∂2

2f ]α) + 2‖∂2
2K(f)‖∞

(by eq. (4.9)) ≤ C11(‖∂2
2f‖∞ + [∂2

2f ]α) + C̃2‖f‖C2,α

≤ C12‖f‖C2,α

Reasoning in the same way as above, we get

(4.14)
|∂3K(f)(x̂)− ∂3K(f)(ẑ)|

d̃(x̂, ẑ)α
≤ C13‖f‖C2,α

Putting together equations (4.9), (4.13) and (4.14) we get the desired estimates
(4.8). �

4.2. The reflection technique for singular integrals.

Definition 4.10. Let g be a function on Π and x ∈ H1 r Π. We set

K̃1(g)(x) =

∫
Π

k̃1(x, ŷ)g(ŷ)dσ(ŷ), K̃(g)(x) =

∫
Π

k̃(x, ŷ)g(ŷ)dσ(ŷ)

where

(4.15) k̃1(x, y) =
1

π

(
x2

1 + (x2 − y2)2
)
x1((

x2
1 + (x2 − y2)2

)2
+ 16

(
x3 − y3

)2)3/2

and

(4.16) k̃(x, y) =
1

π

(x2 − y2)(x3 − y3)((
x2

1 + (x2 − y2)2
)2

+ 16
(
x3 − y3

)2)3/2
,
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Remark 4.11. Notice that k̃(x, y) defined in (4.16) converges to the convolution
kernel k(x̂− ŷ) defined in (3.12) as one approaches the boundary.

Lemma 4.12. Let g be a Lipschitz compactly supported function in Π and x0 be a
point in Π. For x ∈ H1 r Π we consider

K̃1(g)(x) =

∫
Π

k̃1(x, y)g(y)dσ(y),

where k̃1 is defined in (4.15). Then we have

K̃1(g)(x)→ 1

2
g(x0) as x→ x+

0 ,

K̃1(g)(x)→ −1

2
g(x0) as x→ x−0 ,

so that (K1)+ = 1
2 Id while restricted to Π and (K1)− = − 1

2 Id while restricted to Π.

Proof. By Proposition 3.4 K1(g)(x) converges to ± 1
2g and since

|K1(g)(x)− K̃1(g)(x)| 6 sup
x̂,ŷ

∣∣∣∣∣∣1−
((
x2

1+(x2−y2)2
)2

+16
(
x3−y3+ 1

2y2x1

)2
)3/2((

x2
1+(x2−y2)2

)2
+16
(
x3−y3

)2
)3/2

∣∣∣∣∣∣K1(g)(x)

we have K1(g)(x)− K̃1(g)(x) goes to zero when x1 tends to 0. Then also K̃1(g)(x)

converges to 1
2g when x1 → 0+ and K̃1(g)(x) converges to − 1

2g when x1 → 0− . �

Given r ∈ R, let us denote Πr = {x = (r, x2, x3)}. We consider the C2,α(Πr)

norm with respect to the distance d̃ as we did in Section 4.1. This choice allows us
to completely decouple variables and we have

Proposition 4.13. Let Π = {x1 = 0} and K the singular operator defined by the
kernel k, see (3.8). Then we have

||(−1

2
I +K)(g)||C2,α(Π) = ||(1

2
I +K)(g)||C2,α(Π).

Proof. Since the C2,α norm on Πr with respect to the distance d̃ are independent
on r, we have

||(K̃1 + K̃)(g)(−·, ·, ·)||C2,α(Π−r) = ||(K̃1 + K̃)(g)||C2,α(Πr).

Letting r to 0, and applying Lemma 4.12 and Remark 4.11 we get the thesis. �

4.3. The method of continuity. Given t ∈ [0, 1] and K the singular operator
with kernel k defined in (3.8), we set

Tt =
1

2
I + tK.

Notice that T1 = 1
2I +K. Let us consider the set

A = {t ∈ [0, 1] : Tt is invertible on C2,α(Π)}

First of all we notice that A 6= ∅ since T0 = 1
2I is invertible. By Theorem 4.9 we

have that Tt : C2,α(Π)→ C2,α(Π) is continuous, namely there exists a constant C
such that

(4.17) ‖Tt(g)‖C2,α(Π) ≤ C‖g‖C2,α(Π).
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Proposition 4.14. With the previous notations, it holds that

(4.18) ‖g‖C2,α(Π) ≤ 2‖Tt(g)‖C2,α(Π)

Proof. Clearly we have

g =

(
1

2
I + tK

)
g +

(
1

2
I − tK

)
g.

Then by Proposition 4.13 we gain

‖g‖C2,α(Π) ≤ ‖( 1
2I + tK)g‖C2,α(Π) + ‖( 1

2I − tK)g‖C2,α(Π)

= ‖( 1
2I + tK)g‖C2,α(Π) + ‖(− 1

2I + tK)g‖C2,α(Π)

= 2‖( 1
2I + tK)g‖C2,α(Π). �

By the estimates (4.17), (4.18) and the contraction mapping principle it follows
that A = [0, 1]. Hence T1 = 1

2I +K is invertible from C2,α(Π) to C2,α(Π).

5. The Poisson kernel and Schauder estimates

In this section we will show the Schauder estimates. First of all we consider the
flat case as follows

Theorem 5.1. Let Ω ⊂ H1 be a bounded domain such that Ω ⊂ {x1 > 0}. Let
x̄ ∈ ∂Ω and assume that there exists an open neighborhood V of x̄ such that
V ∩ ∂Ω ⊂ {x1 = 0}. Assume that f ∈ Cα(Ω̄) and g ∈ Γ2,α

0 (∂Ω ∩ V ) and 0 < α < 1.
Denote u the unique solution to

∆Hu = f in Ω, u = g on ∂Ω.

Then

(5.1) ‖u‖C2,α(Ω̄) 6 C(‖g‖Γ2,α(∂Ω) + ‖f‖Cα(Ω̄)).

Proof. Let D be the double layer potential on Π defined in (3.6) and K be the
operator with convolution kernel k(x̂− ŷ) defined in (3.12). Therefore we define

P0(g)(x) = D(( 1
2I +K)−1g)(x) =

∫
Π

(( 1
2I +K)−1g)(ŷ)(k1(x, ŷ) + k(x, ŷ))dŷ.

Then u = P0(g) satisfies

(5.2)

{
∆Hu = 0 in Ω

u = g on {x1 = 0},

since Ω ⊂ {x1 > 0}. For each g ∈ Γ2,α
0 (∂Ω ∩ V ) we set

K∂Ω(g) = I(g)− P0(g).

If we choose V0 such that supp(g) ⊂⊂ V0 ⊂⊂ V , then K∂Ω(g)(x) = 0 for every
x ∈ ∂Ω ∩ V . On the other side g(x) = 0 for x ∈ ∂Ω r V0, thus we have

K∂Ω(g)(x) = −P0(g)(x) = −D(( 1
2I +K)−1g)(x)

= −
∫

Π

(( 1
2I +K)−1g)(ŷ)(k1(x, ŷ) + k(x, ŷ))dŷ.
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then the kernel defining K∂Ω has no singularities when x ∈ ∂Ω r {x1 = 0}. As a
consequence K∂Ω is a compact operator, and I −K∂Ω can be explicitly inverted.
Then we set

(5.3) P(g) = P0((I −K∂Ω)−1g) = D(( 1
2I +K)−1(I −K∂Ω)−1g)

then P(g) is a Poisson kernel such that u = P(g) satisfies

(5.4)

{
∆Hu = 0 in Ω

u = g on ∂Ω.

Since D is continuous from C2,α(Π) into C2,α({x1 > 0}) (see for instance [17, Main
Lemma 13.12] or [22]), ( 1

2I +K)−1 is continuous from C2,α(Π) into C2,α(Π) thanks

to Section 4.3, C2,α(Π) coincides with Γ2,α(Π) by Proposition 4.4 and (I −K∂Ω)−1

is continuous from Γ2,α(∂Ω) into Γ2,α(Π) we get u = P(g) defined in (5.3) verifies

‖u‖C2,α(Ω) ≤ C‖g‖Γ2,α(∂Ω).

On the other hand by the interior estimates (see for instance [27]) we have that the
solution v of

(5.5)

{
∆Hv = f in Ω

v = 0 on ∂Ω.

verifies

‖v‖C2,α(Ω) ≤ C̃‖f‖Cα(Ω).

Hence considering the function u+ v instead of u we get the thesis. �

Therefore we have solved the problem assuming that the boundary is locally
a plane. Now we have to flatten the boundary and extend the result to general
boundaries.

Theorem 5.2. Let Ω ⊂ H1 be a bounded domain and u is the unique solution to

∆Hu = f in Ω, u = g on ∂Ω,

where f ∈ Cα(Ω̄) and g ∈ Γ2,α(∂Ω) and 0 < α < 1. Let x̄ ∈ ∂Ω be a non-
charateristic point, V ⊂ H1 be an open neighborhood of x̄ without charateristic
points and φ ∈ C∞0 (V ) be a bump function equal to 1 in neighborhood V0 ⊂⊂ V of
x̂. Then we have φu ∈ C2,α(Ω̄ ∩ V ) and

(5.6) ‖φu‖C2,α(Ω̄∩V ) 6 C(‖g‖Γ2,α(∂Ω) + ‖f‖Cα(Ω̄)).

Proof. Let us denote by Ω a smooth, open bounded set in H1 and let 0 ∈ ∂Ω be a
non characteristic point. The boundary of Ω can be identified in a neighborhood V
with the graph of a regular function w, defined on a neighborhood V̂ = V ∩R2 of 0:

∂Ω ∩ V = {(w(ŝ), ŝ) : ŝ ∈ V̂ }.

We can as well assume that w(0) = 0, ∇w = 0. This implies that

(5.7) w(ŝ) = O(|ŝ|2)

as ŝ→ 0. On the set V the function Ξ(s1, ŝ) = (s1 − w(ŝ), ŝ) is a diffeomorphism.
It sends ∂Ω ∩ V to a subset of the plane {x1 = 0}:

Ξ(∂Ω ∩ V ) = {(x1, x̂) : x1 = 0} = ΠΞ.
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Moreover, we have

(5.8) ∆Ξ = dΞ(∆H1),

with fundamental solution

ΓΞ(x) = Γ(x1 + w(x̂), x̂).

For x1 small enough we have

ΓΞ(x1, x̂) = Γ(x1 + w(x̂), x̂) = Γ(x1, x̂) +R(x1, x̂),

where

R(x1, x̂) = w(x̂)∂1Γ(x1 + tw(x̂), x̂)

for some t ∈ (0, 1). Furthermore we have that

Xx
1,Ξ = dΞ(Xs

1) = ∂x1
− x2

2 ∂x3
w(x̂)∂x1

− x2

2 ∂x3
.

Notice that Γ is a rational function that goes as d−Q+2, its first derivatives go as
d−Q+1 and its second derivatives go as d−Q. On the other side the function w(x̂)
has a 0 of order 2 thus w(x̂) goes as d2. Then we have

Xy
1,ΞΓΞ(0, ŷ) = Xy

1 Γ(0, ŷ) + R̂(0, ŷ),

where

R̂(0, ŷ) = Xy
1R(0, ŷ)− y2

2 ∂y3
w(ŷ)∂y1

R(0, ŷ)− y2

2 ∂y3
w(ŷ)∂y1

Γ(0, ŷ)

that goes as

|R̂(0, ŷ)| ≤ d̂−Q+2(0, ŷ),

where d̂ is the induce distance. Therefore the operator KR̂ with kernel R̂ is compact
since the homogenous dimension of the boundary is Q− 1. Therefore also thanks to
the left-invariance of the distance and of the fundamental solution we get that the
double layer potential

D(φg)(x) =

∫
ΠΞ

Xy
1,ΞΓΞ(x, ŷ)(φg)(ŷ)dŷ = K1(φg)(x) +K(φg)(x) +KR̂(φg)(x)

converges to ( 1
2I +K +KR̂)(φg)(x0) in the limit x→ x+

0 from positive values of
x1. In the previous equation K1 and K are the operator defined in Proposition
3.1, x0 = (0, x̂0) ∈ V̂ . With an abuse of notation we denote in the same way the
function φg compactly supported in V ∩ ∂Ω and the function φg ◦ Ξ−1 compactly
supported on ΠΞ. Since 1

2I +K is invertible, we have

(
1

2
I +K +KR̂)(x0) = (

1

2
I +K)(I + (

1

2
I +K)−1KR̂)(x0).

Since KR̂ is compact and ( 1
2I +K)−1 is bounded, then ( 1

2I +K)−1KR̂ is compact,

so that (I + ( 1
2I +K)−1KR̂) is invertible, thus 1

2I +K +KR̂ is invertible. Therefore
we define

P(φg)(x) = D(( 1
2I +K +KR̂)−1φg)(x).

Then u = P(φg) satisfies

(5.9)

{
∆Ξu = 0 in {x1 > 0}
u = φg on {x1 = 0}.
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In particular, since φ = 1 on V0 we have that φu = φP(φg) solves{
∆Ξ(φu) = 0 in Ξ−1(V0 ∩ Ω)

φu = φg on Ξ−1(V0 ∩ ∂Ω),

thus changing variables and noticing that φ = 1 on V0 we gain that P(φg) ◦Ξ solves

(5.10)

{
∆H1u = 0 in V0 ∩ Ω

u = g on V0 ∩ ∂Ω.

Since D is continuous from C2,α(ΠΞ) into C2,α({x1 > 0}) (see for example [17,
Main Lemma 13.12] or [22]), ( 1

2I +K +KR̂)−1 is continuous form C2,α(ΠΞ) into

C2,α(ΠΞ), C2,α(ΠΞ) coincides with Γ2,α(ΠΞ) by Proposition 4.4 and Ξ is a smooth
diffeomorphism we get that φu = φP(φg) ◦ Ξ verifies

‖φu‖C2,α(V ∩Ω̄) ≤ C‖φg‖Γ2,α(∂Ω) ≤ C‖g‖Γ2,α(∂Ω).

On the other hand by the interior estimates (see for instance [27]) we have that the
solution v of

(5.11)

{
∆Hv = f in Ω

v = 0 on ∂Ω.

verifies

‖v‖C2,α(Ω̄) ≤ C̃‖f‖Cα(Ω̄).

Hence considering the function u+ v instead of u we get the thesis. �

Corollary 5.3. Let Ω ⊂ H1 be a bounded domain without characteristic points and
let u is the unique solution to

∆Hu = f in Ω, u = g on ∂Ω,

where f ∈ Cα(Ω̄) and g ∈ Γ2,α(∂Ω) and 0 < α < 1. We have

(5.12) ‖u‖C2,α(Ω̄) 6 C(‖g‖Γ2,α(∂Ω) + ‖f‖Cα(Ω̄)).

Proof. We can cover the boundary ∂Ω by a finite number of balls {Bi}i=1,...,N and
an associated partition of the unity φ1, . . . , φN . Then on each ball Bi we have that
φig is compactly supported in Bi, then by Theorem 5.2 we get

‖φiu‖C2,α(Bi∩Ω̄) ≤ C‖g‖C2,α(∂Ω).

Since we have

‖u‖C2,α(Ω̄) = ‖u‖C2,α(Ωr∪Ni=1Bi)
+ ‖

N∑
i=1

φiu‖C2,α(Ω̄),

we estimate the first term by means of the interior estimates and the second therm
as follows

‖
N∑
i=1

φiu‖C2,α(Ω̄) ≤
N∑
i=1

‖φiu‖C2,α(Bi∩Ω̄) ≤ NC‖g‖Γ2,α(∂Ω).

Hence we get the result. �
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6. Generalization to Heisenberg-type groups

Definition 6.1. A Heisenberg-type algebra is a finite-dimensional real Lie algebra
g which can be endowed with an inner product 〈·, ·〉 such that

[z⊥, z⊥] = z,

where z is the center of g and moreover, for every fixed z ∈ z the map

Jz : z⊥ → z⊥

defined by
〈Jz(v), w〉 = 〈z, [v, w]〉 ∀v, w ∈ z⊥

is an orthogonal map whenever 〈z, z〉 = 1.

A Heisenberg-type group G (H-type group, in short) is a connected and simply
connected Lie group whose Lie algebra is an H-type algebra.

Let n,m ∈ N, m ≥ 2 and n ≥ 1. Following [8, Chapter 18] a prototype of H-type
group (Rm+n, δλ, ◦) is given by Rm+n equipped with the group law

(x, t) ◦ (y, τ) =

(
xk + yk k = 1, . . . ,m

tk + τk + 1
2 〈A

(k)x, y〉 k = 1, . . . , n

)
and the dilation δλ(x, t) = (λx, λ2t). Here A(k) is a skew-symmetric orthogonal
matrix, such that,

(6.1) A(k)A(`) +A(`)A(k) = 0,

for k = 1, . . . , n with k 6= `. By [8, Theorem 18.2.1] any H-type group is naturally
isomorphic to a prototype H-group. Therefore we use the notation G for the
prototype H-type group (Rm+n, δλ, ◦) associated to a H-type group. A family of
left invariant vector fields that agree with ∂

∂xj
for j = 1, . . . ,m at the origin is given

by

Xj =
∂

∂xj
+

1

2

n∑
k=1

(
m∑
i=1

akj,ixi

)
∂

∂tk

Setting that m = dim(z⊥) and n = dim(z) we have that {X1, . . . , Xm} is a basis of
the horizontal distribution z⊥. Then that we have

[Xi, Xj ] =

n∑
k=1

akj,i
∂

∂tk

and setting Zk = ∂
∂tk

for k = 1, . . . , n we get that Z1, . . . , Zn is an orthonormal
basis of z. The homogenous dimension Q is given by Q = m+ 2n. We denote by
∇G the horizontal gradient ∇G = (X1, . . . , Xm) and by ∇ the standard Euclidean
gradient. The sub-Laplacian operator is given by

∆G =

m∑
k=1

X2
i = divG(∇G),

where divG(φ) = X1(φ1) + . . .+Xm(φm) for φ = φ1X1 + . . .+ φmXm ∈ z⊥. Is is
well known (see [8, Chapter 5]) that the sub-Laplacian admits a unique fundamental

solution Γ̂ ∈ C∞(Rm+n r {0}), Γ̂ ∈ L1
loc(Rm+n), Γ̂(x, t)→ 0 when ξ = (x, t) tends

to infinity and such that∫
Rm+n

Γ̂(x, t) ∆Gϕ(x, t) dx dt = −ϕ(0) ∀ϕ ∈ C∞0 (Rm+n).
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Definition 6.2. We call Gauge norm on G a homogeneous symmetric norm d
smooth out of the origin and satisfying

∆G(d(x, t)2−Q) = 0 ∀(x, t) 6= (0, 0).

Following [8] a Gauge norm in G is given by

|ξ|G =
(
|x|4 + 16|t|2

) 1
4 ,

where ξ = (x, t). Therefore there exists a positive constant CQ such that

Γ̂(ξ) = CQ |ξ|2−QG =
CQ(

|x|4+16|t|2
) (Q−2)

4

.

Strictly speaking | · |G and Γ̂ are defined on the algebra g and d(ξ, η) = |η−1 ◦ ξ|G on
the group G. Indeed, for every couple of points ξ = (x, t), η = (y, τ) in Rm+n there
exists and are unique coefficients v = (v1, . . . , vm) and z = (z1, . . . , zn) such that

ξ = exp

(
m∑
i=1

viXi +

n∑
k=1

zkZk

)
(η).

We call these coefficients (v, z) = Logη(ξ) and a straightforward computation shows

that Logη(ξ) = η−1 ◦ ξ. Finally we define the fundamental solution Γ(ξ, η) on G as

Γ̂(Logη(ξ)) = Γ̂(η−1 ◦ ξ), that is given by

(6.2) Γ(ξ, η) = C(Q)
(∣∣x− y∣∣4 + 16

n∑
k=1

(
tk − τk −

1

2
〈A(k)y, x〉

)2) (2−Q)
4

.

Example 6.3. Let us consider the H-type group given by R5 with the following
vector fields

X1 =
∂

∂x1
− x2

2

∂

∂t1
, X2 =

∂

∂x2
+
x1

2

∂

∂t1
, X3 =

∂

∂x3
+ x1

∂

∂t2
,

that generate the horizontal distribution z⊥, and Z1 = ∂
∂t1

, Z2 = ∂
∂t2

. When we

consider Π = {x1 = 0} we obtain that z⊥∩Π, that is generated by ∂
∂x2

and ∂
∂x3

, does
not satisfy the Hörmander condition. In particular this a Carnot group, different
from H1, that does not satisfy the structure condition (1.5) in [3].

Proposition 6.4. Let Ω = {(x, t) ∈ Rm+n : x1 > 0} ⊂ G and ∂Ω = {x1 = 0} = Π.
Then the double layer potential D(g)(x) is given by

(6.3) D(g)(ξ) = K1(g)(ξ) +K(g)(ξ)

for ξ ∈ Ω, where K1 and K are operators with kernels respectively k1 and k defined
as
(6.4)

k1(ξ, η̂) = CQ(Q− 2)
|x− (0, ŷ)|2x1(∣∣x− (0, ŷ)

∣∣4 + 16
∑n
k=1

(
τk − tk − 1

2 〈A(k)x, (0, ŷ)〉
)2)Q+2

4

(6.5)

k(ξ, η̂) = CQ(2−Q)
4
∑m
i=2

∑n
k=1

(
τk − tk − 1

2 〈A
(k)x, (0, ŷ)〉

)
ak1,i(yi − xi)(∣∣x− (0, ŷ)

∣∣4 + 16
∑n
k=1

(
τk − tk − 1

2 〈A(k)x, (0, ŷ)〉
)2)Q+2

4

,

where ŷ = (y2, . . . , ym) and η̂ = (0, ŷ, τ) ∈ Π.
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Proof. First of all we have

X1Γ̂(v, z) = CQ(2−Q)
|v|2v1 + 4

∑m
i=1

∑n
k=1 a

k
1,ivizk(

|v|4 + 16|z|2
)Q+2

4

.

Then, by left invariance an explicit computation shows that the derivative (6.2)

with respect to Xξ
1 is given by

Xξ
1 (Γ(ξ, η)) = (Xv1 Γ̂)(η−1 ◦ ξ) =

= CQ(2−Q)
|x− y|2(x1 − y1) + 4

∑m
i=1

∑n
k=1

(
tk − τk − 1

2 〈A
(k)y, x〉

)
ak1,i(xi − yi)(∣∣x− y∣∣4 + 16

∑n
k=1

(
tk − τk − 1

2 〈A(k)y, x〉
)2)Q+2

4

Since Γ is symmetric we also have

Xη
1 Γ(ξ, η) = 〈∇ηGΓ(ξ, η), Xη

1 〉

= CQ(2−Q)
|x− y|2(y1 − x1) + 4

∑m
i=1

∑n
k=1

(
τk − tk − 1

2 〈A
(k)x, y〉

)
ak1,i(yi − xi)(∣∣x− y∣∣4 + 16

∑n
k=1

(
tk − τk − 1

2 〈A(k)y, x〉
)2)Q+2

4

= CQ(2−Q)
|x− y|2(y1 − x1) + 4

∑m
i=1

∑n
k=1

(
τk − tk − 1

2 〈A
(k)x, y〉

)
ak1,i(yi − xi)(∣∣x− y∣∣4 + 16

∑n
k=1

(
τk − tk − 1

2 〈A(k)x, y〉
)2)Q+2

4

.

Evaluating this derivative over the plane Π = {y1 = 0} for x1 > 0 and notincing
that ak1,1 = 0 we get

Xη
1 Γ(ξ, η) = CQ(2−Q)

−|x− (0, ŷ)|2x1 + 4
∑m
i=2

∑n
k=1

(
τk − tk − 1

2 〈A
(k)x, (0, ŷ)〉

)
ak1,i(yi − xi)(∣∣x− (0, ŷ)

∣∣4 + 16
∑n
k=1

(
τk − tk − 1

2 〈A(k)x, (0, ŷ)〉
)2)Q+2

4

= k1(ξ, η̂) + k(ξ, η̂). �

Remark 6.5. Notice that for each r > 0 it holds

(6.6)

∫
∂Br(ξ)

〈∇GΓ(ξ, η), ν(η)〉dσ(η) = 1.

Indeed, by the mean value formula for each open subset O ⊂ G such that ξ ∈ O, for
each r > 0 such that Br(ξ) ⊂ O and for each harmonic function ψ ∈ H(O) we have

ψ(ξ) =

∫
∂Br(ξ)

ψ(η)〈∇GΓ(ξ, η), ν(η)〉dσ(η).

In particular if we consider ψ ≡ 1 in O we obtain (6.6).

Let Ω = {x1 > 0} ⊂ G and ∂Ω = {x1 = 0} = Π. Then the induced distance d̂ is
given by

(6.7) d̂(ξ̂, η̂) = |(0, η̂)−1 ◦ (0, ξ̂)|G

for each ξ̂ = (0, x̂, t) and η̂ = (0, ŷ, τ) in Π and the induced ball is given by

B̂r(ξ̂) =
{
η̂ ∈ Π : d̂(ξ̂, η̂) < r

}
.
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Lemma 6.6. Let ξ0 = (0, x̂0, t0) ∈ Π, R > 0 and B̂R(ξ̂0) = {η̂ ∈ Π d̂(ξ̂0, ŷ) 6
R} ⊂ Π. Then the integral∫

B̂R(ξ̂0)

〈∇ηGΓ(ξ, (0, η̂)), Xη
1 (η̂)〉dη̂

is well defined if the first component x1 of ξ satisfies x1 > 0 and tends to 1/2 as
ξ → ξ0.

Proof. Let {ξn}n∈N be a sequence of points in Ω = {x1 > 0} converging to ξ0 as
n→ +∞ and εn > 0 small enough such that B(ξn, εn) ⊂ Ω for each n ∈ N. Then
we consider the bounded domain

ΩRn = {x1 > 0} ∩BR(ξ0) rB(ξn, εn).

By the divergence theorem for each n ∈ N we have

(6.8)

0 =

∫
ΩRn

∆GΓ(ξn, η)dη =

∫
∂ΩRn

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η)

=

∫
∂BR(ξ0)∩{x1>0}

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η)

+

∫
Π∩BR(ξ0)

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η)

−
∫
∂B(ξn,εn)

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η).

For each n ∈ N the ball B(ξn, εn) is contained in {x1 > 0} thus by Remark 6.5 we
get ∫

∂B(ξn,εn)

〈∇yGΓ(ξn, η), ν(η)〉dσ(η) = 1.

Noticing that Π ∩BR(x0) = B̂R(x̂0) and rearranging terms in (6.8) we get∫
B̂R(ξ̂0)

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η) = 1−
∫
∂BR(ξ0)∩{x1>0}

〈∇ηGΓ(ξn, η), ν(η)〉dσ(η).

Letting n→ +∞ the left hand side of the previous equality converges to

1−
∫
∂BR(ξ0)∩{x1>0}

〈∇ηGΓ(ξ0, η), ν(η)〉dσ(η) =
1

2
,

since we only consider half of the integral equation (6.6). �

The operator K1 is totally degenerate while restricted to Π, so that we can not
restrict it to functions defined on Π; however we can compute the limit from the
interior of the set.

Proposition 6.7. Let g be a Lipschitz compact supported function in Π and ξ0 be
a point in Π. For ξ ∈ Gr Π we consider

K1(g)(ξ) =

∫
Π

k1(ξ, η)g(η)dσ(η).

Then we have

K1(g)(ξ)→ 1

2
g(ξ0) as ξ → ξ+

0 ,

K1(g)(ξ)→ −1

2
g(ξ0) as ξ → ξ−0 ,
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so that (K1)+ = 1
2 Id while restricted to Π and (K1)− = − 1

2 Id while restricted to Π.

Proof. Let R > 0 big enough such that supp(g) ⊂ B̂R(ξ̂0). Let us assume that
ξ = (x1, x̂, t), x1 > 0 and

K1(g)(ξ) =

∫
Π

k1(ξ, η)g(η)dσ(η) =

∫
B̂R(ξ̂0)

k1(ξ, η)(g(η)− g(ξ))dσ(η)

+ g(ξ)

∫
B̂R(ξ̂0)

k1(ξ, η)dσ(η).

On one hand we have∣∣∣∣∣
∫
B̂R(ξ̂0)

k1(ξ, η)(g(η)− g(ξ))dσ(η)

∣∣∣∣∣ 6 L
∫
B̂R(ξ̂0)

k1(ξ, η)d(ξ, η)dσ(η)

6 L
∫
B̂R(ξ̂0)

√
x1d(η, ξ)−Q+1+ 1

2 dσ(η)→ 0,

as ξ → ξ0 and where L is the Lipschitz constant of g. On the other hand by Lemma
6.6 we have

g(ξ)

∫
B̂R(ξ̂0)

k1(ξ, η)dσ(η) = g(ξ)

∫
B̂R(ξ̂0)

(k1(ξ, η) + k(ξ, η))dσ(η)+

− g(ξ)

∫
B̂R(ξ̂0)

k(ξ, η)dσ(η) −−−−→
ξ→ξ+

0

1

2
g(ξ0)− g(ξ0)

∫
B̂R(ξ̂0)

k(ξ0, η)dσ(η) =
1

2
g(ξ0)

by symmetry of the kernel k restricted to Π, see Lemma 6.14. Finally when x1 < 0
the kernel k1 defined (6.4) has the same sign of x1 , then −k1 and −x1 are positive
and by Lemma 6.6 we have

− g(ξ)

∫
B̂R(ξ̂0)

−k1(ξ, η)dσ(η) = −g(ξ)

∫
B̂R(ξ̂0)

(−k1(ξ, η) + k(ξ, η))dσ(η)+

− g(ξ)

∫
B̂R(ξ̂0)

k(ξ, η)dσ(η) −−−−−−−−−→
(−x1,x̂,t)→ξ+

0

−1

2
g(ξ0). �

Definition 6.8. As ξ → ξ±0 the kernel k(ξ, η̂) defined in (6.5) converges to the
kernel

(6.9) k(ξ̂, η̂) = CQ(2−Q)
4
∑m
i=2

∑n
k=1

(
τk − tk − 1

2 〈Â
(k)x̂, ŷ〉

)
ak1,i(yi − xi)(∣∣x̂− ŷ∣∣4 + 16

∑n
k=1

(
τk − tk − 1

2 〈Â(k)x̂, ŷ〉
)2)Q+2

4

,

where Â(k) = (akij)i,j=2,...,m. Notice that k(ξ̂, η̂) = k̂((v̂, z)) where (0, v̂, z) =
Log(0,ξ̂)((0, η̂)), v̂ = (v2, . . . , vm) and

(6.10) k̂((v̂, z)) = CQ(2−Q)
4
∑m
i=2

∑n
k=1 a

k
1,ivizk(

|v̂|4 + 16|z|2
)Q+2

4

.

Thus, if g is a continuous compactly supported function in Π the operator K(g)
converges to ∫

Π

k(ξ̂, η̂)g(η̂)dσ(η),

that with an abuse of notation we also denoted by K(g).

Hence the analogous of [24, Theorem 4.4] in this setting is the following
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Theorem 6.9. Let g be a Lipschitz compacty supported function in Π and ξ0 be
a point in Π. Let D(g) be the double layer potential defined in (6.3), then the
limits of D(g)(ξ) when ξ tends to ξ+

0 for ξ ∈ {x1 > 0} and when ξ tends to ξ−0 for
ξ ∈ {x1 < 0} exist. Moreover the limits verify the following relations

lim
ξ→ξ+

0

D(g)(ξ) = 1
2g(ξ0) +Kf(ξ0) if ξ ∈ {x1 > 0}

lim
ξ→ξ−0

D(g)(ξ) = − 1
2g(ξ0) +Kf(ξ0) if ξ ∈ {x1 < 0},

where K is the operator with convolution kernel k defined in (6.9).

Proof. By Propositions 6.7 and Definition 6.8 we obtain

D(g)(ξ)→ (
1

2
I +K)(g)(ξ0)

in the limit from positive values of x1, while

D(g)(ξ)→ (−1

2
I +K)(g)(ξ0)

in the limit from negative values of x1. �

6.1. Invertibility of the double layer potential on the intrinsic plane.

6.2. The C2,α estimates of K. Let r ∈ R and Πr = {ξ = (r, x̂, t)}. Let ξ̂ =
(x̂, t), η̂ = (ŷ, τ) ∈ Πr and v̂ = (v2, . . . , vm) and z = (z1, . . . , zn) such that (0, v̂, z) =

Log(0,η̂)((0, ξ̂)). We set X̂j = Xj

∣∣
x1=0

. On Πr we consider the distance

(6.11) d̃(ξ̂, η̂) = |(0,−η) ◦ (0, ξ̂)|G =
(
|v̂|4 + 16|z|2

) 1
4

instead of d̂ on Πr. Notice that d̃ coincides with d̂ on Πr if and only if r = 0.

Definition 6.10 (Classical Hölder classes C2,α). Let X̂2g(ξ̂) be the horizontal
tangential Hessian given by

X̂2g(ξ̂)i,j =
X̂iX̂jg(ξ̂) + X̂jX̂ig(ξ̂)

2
, i, j = 2, . . . ,m.

Let r ∈ R, we say that a function g defined on the boundary Πr = {x = (r, x̂, t)} is

of class C2,α(Πr) if and only if X̂iX̂jg for i = 2, . . . ,m and Zkg for k = 1, . . . , n are
continuous functions and there exists C > 0 such that

|X̂2g(η̂)i,j − X̂2g(ξ̂)i,j | ≤ Cd̃(η̂, ξ̂)α

for i, j = 2, . . . ,m and

|Zkg(η̂)− Zkg(ξ̂)| ≤ Cd̃(ξ̂, η̂)α,

for k = 1, . . . , n and for each ξ̂, η̂ in Πr. In addition, we set

‖g‖2,α = ‖g‖2 + max
i,j=2,...,m

[(X̂2g)i,j ]α + max
k=1,...,n

[Zkg]α

where

[Zkg]α = sup
ξ̂,η̂∈Πr

|Zkg(η̂)− Zkg(ξ̂)|
d̃(ξ̂, η̂)α

,

[(X̂2g)i,j ]α = sup
ξ̂,η̂∈Πr

|X̂2g(η̂)i,j − X̂2g(ξ̂)i,j |
d̃(ξ̂, η̂)α
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and

‖g‖2 = ‖g‖∞+ max
i=2,...,m

sup
ξ̂∈Πr

|X̂ig(ξ̂)|+ max
i,j=2,...,m

sup
ξ̂∈Πr

|X̂2g(ξ̂)i,j |+ max
k=1,...,n

sup
ξ̂∈Πr

|Zkg(ξ̂)|.

Proposition 6.11. A function f belongs to C2,α(Π0) if and only if f belongs

to Γ2,α(Π0), namely for each ξ̂ ∈ Π0, ρ > 0 there exists a polynomial Pξ̂(η̂) =

aξ̂ + bξ̂ · v̂ + v̂TCξ̂ v̂ + dξ̂ · z with (0, v̂, z) = Log(0,η̂)((0, ξ̂)) and C > 0 such that

(6.12) |f(η̂)− Pξ̂(η̂)| < Cρ2+α

for each η̂ ∈ Bρ(ξ̂) (see Definition 2.5).

Proof. Assume that f ∈ C2,α(Π0). Let

Pξ̂(η̂) = f(ξ̂) + X̂f(ξ̂) · (ŷ − x̂) + 1
2 (ŷ − x̂)T X̂2f(ξ̂) · (ŷ − x̂)

+

n∑
k=1

Zkf(ξ̂)(τk − tk − 1
2 〈Â

(k)x̂, ŷ〉),

where X̂ = (X̂2, . . . , X̂m), Z = (Z1, . . . , Zn) and

X̂2f(ξ̂)i,j =
X̂iX̂jf(ξ̂) + X̂jX̂if(ξ̂)

2
, i, j = 2, . . . ,m.

By the Taylor’s formula with Lagrange remainder for the function s→ f(γ(s)) with

γ̇(s) =
∑m
i=2 viX̂i, with v̂ = (ŷ − x̂) s ∈ [0, 1], γ(0) = (x̂, t), γ(1) = (ŷ, t̄) we get

f(ŷ, t̄) = f(x̂, t) + X̂f(ξ̂) · (ŷ − x̂) +
1

2
(ŷ − x̂)T X̂2f(µ̂) · (ŷ − x̂)

where µ̂ = γ(θ) for θ ∈ (0, 1) and t̄k = tk + 1
2 〈Â

(k)x̂, ŷ〉. Moreover, by the Lagrange
mean value theorem for the function s→ f(ŷ, t̄+ s(τ − t̄)) with s ∈ [0, 1] we get

f(ŷ, τ) = f(ŷ, t̄) + Zf(ζ̂) · (τ − t̄)

where ζ̂ = (ŷ, t̄+ θ(τ − t̄)) for θ ∈ (0, 1). Then we get

f(ŷ, τ) = f(x̂, t) + X̂f(ξ̂) · (ŷ − x̂) + 1
2 (ŷ − x̂)T X̂2f(µ̂) · (ŷ − x̂)

+

n∑
k=1

Zkf(ζ̂)(τk − tk − 1
2 〈Â

(k)x̂, ŷ〉)

= Pξ̂(η̂) + 1
2 (ŷ − x̂)T [X̂2f(µ)− X̂2(ξ̂)](ŷ − x̂)

+

n∑
k=1

[Zkf(ζ̂)− Zkf(ξ̂)](τk − tk − 1
2 〈Â

(k)x̂, ŷ〉).

Therefore

|f(η̂)− Pξ̂(η̂)| ≤ sup
i,j=2,...,m

|X̂2f(µ̂)i,j − X̂2f(ξ̂)i,j ||v̂|2 + sup
k=1,...,n

|Zkf(ζ̂)− Zkf(ξ̂)| |z|

≤ Cd̃(µ̂, ξ̂)αd̃(η̂, ξ̂)2 + Cd̃(ξ, ζ̂)αd̃(η̂, ξ̂)2 ≤ C̃d̃(η̂, ξ̂)2+α.

Now, for any fixed ξ̂ ∈ Π0 and ρ > 0, taking η̂ ∈ Bρ(ξ̂), clearly since d̃(ξ̂, η̂)2+α <
ρ2+α we get

|f(η̂)− Pξ̂(η̂)| < Cρ2+α.
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For the reverse implication we set

uρ(ξ̂) =
u(δρ(ξ̂))

ρ2
,

where δρ(ξ̂) = (ρx̂, ρ2t). Let ξ̂, η̂ two points at distance ρ apart, by Remark 6.12

there exists ζ̂ such that d̃(ξ̂, ζ̂), d̃(η̂, ζ̂) <
√

3
2 ρ. Then after a translation by the group

low of −ζ̂, we have Bρ/2 = Bρ/2(0) ⊂ B√3ρ(ξ̂), B
√

3ρ(η̂). Let

‖Pξ̂,ρ/2 − Pη̂,ρ/2‖L∞(B1)

≤ ‖fρ/2 − Pξ̂,ρ/2‖L∞(B1) + ‖fρ/2 − Pη̂,ρ/2‖L∞(B1)

=
4

ρ2
sup

(v̂,z)∈Bρ/2

|f(v̂, z)− Pξ̂(v̂, z)|+
4

ρ2
sup

(v̂,z)∈Bρ/2
|f(v̂, z)− Pη̂(v̂, z)|

≤ 4

ρ2
sup

(v̂,z)∈B√3ρ(ξ̂)

|f(v̂, z)− Pξ̂(v̂, z)|+
4

ρ2
sup

(v̂,z)∈B√3ρ(η̂)

|f(v̂, z)− Pη̂(v̂, z)|

≤ 8(3)1+α/2Cρα.

Notice that

(Pξ̂,ρ/2−Pη̂,ρ/2)(v̂, z) =
4

ρ2
[aξ̂−aη̂ +(bξ̂−bη̂) ·ρv̂+ρ2v̂T (Cξ̂−Cη̂)v̂+(dξ̂−dη̂) ·ρz].

Then by Lemma 6.13 we get

(6.13)
|aξ̂ − aη̂| ≤ 2(3)1+α/2Mρ2+α and |bξ̂ − bη̂| ≤ 8(3)1+α/2

√
mMρ1+α

‖Cξ̂ − Cη̂‖ ≤ 4(3)1+α/2Mρα and |dx̂ − dŷ| ≤ 4(3)1+α/2Mρα.

By assumption (6.12) we easily get that aξ̂ = f(ξ̂), f is continuous, X̂f(ξ̂) = bξ̂,

Zf(ξ̂) = dξ̂. Then by (6.13) we obtain that X̂f, Zf are continuous and Zf is Cα .

Moreover, since by Baker-Campbell-Hausdorff formula, see [8, Theorem 15.1.1], we
have

exp(sX̂i)(exp(hX̂j)(ξ̂)) = exp
(
sX̂i + hX̂j + sh

2 [X̂j , X̂i] +O(s2h) +O(hs2)
)

(ξ̂),

thanks to (6.12) a straightforward computation shows

(f(exp(sX̂i)(exp(hX̂j)(ξ̂)))− f(exp(hX̂j)(ξ̂))− (f(exp(sX̂i)(ξ̂))− f(ξ̂))

=

(
2(Cξ̂)i,j −

n∑
k=1

aki,j
2
Zkf(ξ)

)
hs+O(s2+α) +O(h2+α).

Then there exists

lim
h→0

lim
s→0

1

h

(
f(exp(sX̂i)(exp(hX̂j)(ξ̂)))− f(exp(hX̂j)(ξ̂))

s
− f(exp(sX̂i)(ξ̂))− f(ξ̂)

s

)

= 2(Cξ̂)i,j +

n∑
k=1

aki,j
2
Zkf(ξ).

On the other hand, letting s→ 0 in the previous limit we gain that

X̂jX̂if(ξ̂) = lim
h→0

X̂if(exp(hX̂j)(ξ̂))− X̂if(ξ̂)

h
= 2(Cξ̂)i,j −

n∑
k=1

aki,j
2
Zkf(ξ).
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Therefore since
∑n
k=1 a

k
i,jZk = [X̂i, X̂j ] we obtain

X̂2f(ξ̂)i,j =
X̂iX̂jf(ξ̂) + X̂jX̂if(ξ̂)

2
= 2(Cξ̂)i,j .

Finally, by (6.13) we obtain that |X̂2f(ξ̂)i,j − X̂2f(η̂)i,j | ≤ 8(3)1+α/2Cd̃(ξ̂, η̂)α, for
i, j = 2, . . . ,m. �

Remark 6.12. Given two points ξ̂, η̂ ∈ Π such that ρ = d̃(ξ̂, η̂) then there exists

ζ̂ = ( x̂+ŷ
2 , t+3τ

4 − 1
8 〈Âx̂, ŷ〉) such that d̃(ζ̂, η̂) = ρ

2 <
√

3
2 ρ and d̃(ζ̂, ξ̂) <

√
3

2 ρ.

Moreover if ξ̂, η̂ belongs to BR(ξ̂0) for ξ̂0 ∈ Π then ζ̂ in B2R(ξ̂0).

Lemma 6.13. Let v̂ ∈ Π and P (v̂, z) = a + b · v̂ + v̂TCv̂ + d · z, where C is a
symmetric matrix. Assume that there exists M > 0 such that ‖P‖L∞(B1) ≤M , then

|a| ≤M and ‖C‖, |d| ≤ 2M , |b| ≤ 2
√
mM .

Proof. Setting v̂ = 0, z = 0 we have |a| ≤ M . Let ε > 0, if v̂ = 0, z = d
|d|(1+ε)

we get |a + |d|
1+ε | ≤ M , thus |d| ≤ 2M(1 + ε), letting ε → 0 we get |d| ≤ 2M . Let

v̂1, . . . , v̂m be an orthonormal basis of C with eigenvalue λ1, . . . , λn. Then for each

i, setting v̂ = ± vi

(1+ε) , z = 0, we obtain∣∣∣∣ b · v̂i1 + ε
+

λi
(1 + ε)2

∣∣∣∣ ≤ 2M,

∣∣∣∣ b · v̂i1 + ε
− λi

(1 + ε)2

∣∣∣∣ ≤ 2M.

Then we have

|b · v̂i|
1 + ε

≤ 1

2

(∣∣∣∣ b · v̂i1 + ε
+

λi
(1 + ε)2

∣∣∣∣+

∣∣∣∣ b · v̂i1 + ε
− λi

(1 + ε)2

∣∣∣∣) ≤ 2M

|λi|
(1 + ε)2

≤ 1

2

(∣∣∣∣ b · v̂i1 + ε
+

λi
(1 + ε)2

∣∣∣∣+

∣∣∣∣ b · v̂i1 + ε
− λi

(1 + ε)2

∣∣∣∣) ≤ 2M.

Letting ε→ 0 we get ||C|| = maxi=1,...,m |λi| ≤ 2M and |b| ≤ 2
√
mM . �

Lemma 6.14. Let D0 ⊂ Π = {v1 = 0} be a set axially symmetric with respect to
vi = 0 for i = 2, . . . ,m and zk = 0 for k = 1, . . . , n. Let

Dξ = exp(D0) = {exp(
m∑
i=2

viX̂i +
n∑
k=1

zkZk)(ξ) : (v̂, z) ∈ D0}

and p be a polynomial of degree less than or equal to 2,

p((v̂, z)) = a0 +

m∑
i=2

aivi +

n∑
k=1

bkzk +

m∑
i,j=2

ci,j vjvi.

Let k be the kernel given by (6.9) then we have

(6.14)

∫
Dξ̂

k(ξ̂, η̂)p(Logξ(η)) dη̂ = 0,

where ξ = (0, ξ̂), η = (0, η̂) and Logξ(η) = (0,−ξ̂) ◦ (0, η̂)

Proof. Changing the variable (v̂, z) = Φ(η) = Logξ(η) we have det(dΦ) = 1. There-
fore we gain that the left hand side of (6.14) is equivalent to

(6.15)

∫
D0

k̂(v̂, z)p(v̂, z) dv̂dz
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Since the kernel

k̂((v̂, z)) = CQ(2−Q)
4
∑m
i=2

∑n
k=1 a

k
1,ivizk(

|v̂|4 + 16|z|2
)Q+2

4

is symmetric both in vi for i = 2 . . . ,m and in zk for k = 1, . . . , n the product

between k̂ and p is still odd in some variables. Then the integral (6.15) vanishes on
the axial symmetric domain D0. �

Theorem 6.15. Let k be the kernel defined in (6.9), we set

K(f)(ξ̂) =

∫
Π

k(ξ̂, η̂)f(η̂)dη̂

for each ξ̂ ∈ Π. Assume that f ∈ C2,α(Π) and f compactly supported in Π then
there exists a constant C such that

(6.16) ‖K(f)‖C2,α(Π) ≤ C‖f‖C2,α(Π)

Proof. First of all we notice that Π with the law induced by G is an homogenous
group of homogeneous dimension Q− 1. Setting (0, v̂, z) = Log(0,ξ̂)(0, η̂) we have

that k̂(v̂, z) defined in (6.10) is C∞(Π r {0}), homogeneous of degree 1 − Q and
thanks to Lemma 6.14 defines a singular integral on Π. Following [18, Section 3]

or [22, p. 32] there exists a linear map Lξ̂ such that Lξ̂(ξ̂ − η̂) = (0, η̂)−1 ◦ (0, ξ̂).

Denote L̃ξ̂ = (L−1

ξ̂
)T then K is realized as a pseudo-differential operator with symbol

a(ξ̂, ζ) = F(k̂)(L̃ξ̂(ζ)) where F denotes the Fourier transform and k̂ does not refer

to the Fourier transform, but to definition (6.10). Since k̂ is of class 1−Q, by [22,

Theorem 1, p. 9] we have F(k̂) is of class 0. Therefore the symbol a belongs to the

class S0
d̃
, see [22, p. 56]. Then by [22, Theorem 13, p. 83] we get that a(ξ̂, D) (that

coincides with K) is bounded from Γ2,α(Π) to Γ2,α(Π). Hence, by Proposition 6.11
we obtain the desired estimates (6.16) in C2,α(Π). �

6.3. The reflection technique.

Definition 6.16. Let g be a function in Π and x ∈ H1 r Π. We set

K̃1(g)(ξ) =

∫
Π

k̃1(ξ, η̂)g(η̂)dσ(η̂), K̃(g)(ξ) =

∫
Π

k̃(ξ, η̂)g(η̂)dσ(η̂)

where
(6.17)

k̃1(ξ, η̂) = CQ(Q− 2)
|x− (0, ŷ)|2x1(∣∣x− (0, ŷ)

∣∣4 + 16
∑n
k=1

(
τk − tk − 1

2 〈Â(k)x̂, ŷ)〉
)2)Q+2

4

and
(6.18)

k̃(ξ, η̂) = CQ(2−Q)
4
∑m
i=2

∑n
k=1

(
τk − tk − 1

2 〈Â
(k)x̂, ŷ〉

)
ak1,i(yi − xi)(∣∣x− (0, ŷ)

∣∣4 + 16
∑n
k=1

(
τk − tk − 1

2 〈Â(k)x̂, ŷ〉
)2)Q+2

4

.

Remark 6.17. Notice that k̃(ξ, η̂) defined in (6.18) converges to the convolution

kernel k(ξ̂, η̂) defined in (6.9) as one approaches the boundary.
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Lemma 6.18. Let g be a Lipschitz compactly supported function in Π and ξ̂0 be a
point in Π. For x ∈ H1 r Π we consider

K̃1(g)(ξ) =

∫
Π

k̃1(ξ, η̂)g(η̂)dσ(η̂),

where k̃1 is defined in (6.17). Then we have

K̃1(g)(ξ)→ 1

2
g(ξ̂0) as ξ → ξ̂+

0 ,

K̃1(g)(ξ)→ −1

2
g(ξ̂0) as ξ → ξ̂−0 ,

so that (K1)+ = 1
2 Id while restricted to Π and (K1)− = − 1

2 Id while restricted to Π.

Proof. By Proposition 6.7 K1(g)(ξ) converges to ± 1
2g and since

|K1(g)(ξ)− K̃1(g)(ξ)|

6 sup
ξ̂,η̂

∣∣∣∣∣∣∣1−
(∣∣x−(0,ŷ)

∣∣4+16
∑n
k=1

(
τk−tk− 1

2 〈A
(k)x,(0,ŷ)〉

)2
)Q+2

4(∣∣x−(0,ŷ)
∣∣4+16

∑n
k=1

(
τk−tk− 1

2 〈Â(k)x̂,ŷ)〉
)2
)Q+2

4

∣∣∣∣∣∣∣K1(g)(ξ)

we have K1(g)(ξ)− K̃1(g)(ξ) goes to zero when x1 tends to 0. Then also K̃1(g)(ξ)

converges to 1
2g when x1 → 0+ and K̃1(g)(ξ) converges to − 1

2g when x1 → 0−. �

Given r ∈ R, let us denote Πr = {ξ = (r, x̂, t)}. We consider the C2,α(Πr) norm

with respect to the distance d̃ as we did in Section 6.2. This choice allows us to
completely decouple variables and we have

Proposition 6.19. Let Π = {x1 = 0} and K the singular operator defined by the
kernel k, see (6.5). Then we have

||(−1

2
I +K)(g)||C2,α(Π) = ||(1

2
I +K)(g)||C2,α(Π).

Proof. Since the C2,α norms on Πr with respect to the distance d̃ are independent
on r, we have

||(K̃1 + K̃)(g)(−·, ·, ·)||C2,α(Π−r) = ||(K̃1 + K̃)(g)||C2,α(Πr).

Letting r to 0, and applying Lemma 6.18 and Remark 6.17 we get the thesis. �

All the results in Section 4.3 follow in the same way and we obtain that 1
2I +K

is invertible from C2,α(Π) to C2,α(Π).

6.4. The Poisson kernel and Schauder estimates. Once we have the invert-
ibility of 1

2I+K, we consider the Poisson kernel (5.3) and the analogous of Theorem
5.1 for a bounded domain Ω ⊂ G follows in the same way, clearly replacing ∆H1

with ∆G . The definition of smooth domain is the same of Definition 2.3 and we
say that ξ in ∂Ω is a characteristic point if ∇Gψ(ξ) = 0, where ψ is the defining
function of the boundary defined in 2.3.

Theorem 6.20. Let Ω ⊂ G be a smooth bounded domain and u is the unique
solution to

∆Gu = f in Ω, u = g on ∂Ω,

where f ∈ Cα(Ω̄) and g ∈ Γ2,α(∂Ω) and 0 < α < 1. Let ξ̄ ∈ ∂Ω be a non-
charateristic point, V ⊂ G be an open neighborhood of ξ̄ without charateristic points
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and φ ∈ C∞0 (V ) be a bump function equal to 1 in neighborhood V0 ⊂⊂ V of ξ̄. Then
we have φu ∈ C2,α(Ω̄ ∩ V ) and

(6.19) ‖φu‖C2,α(Ω̄∩V ) 6 C(‖g‖Γ2,α(∂Ω) + ‖f‖Cα(Ω̄)).

Proof. Let us denote by Ω a smooth, open bounded set in G and let 0 ∈ ∂Ω be a
non characteristic point. The boundary of Ω can be identified in a neighborhood V
with the graph of a regular function w, defined on a neighborhood V̂ = V ∩Rm+n−1

of 0:
∂Ω ∩ V = {(w(ŝ), ŝ) : ŝ ∈ V̂ }.

We can as well assume that w(0) = 0, ∇w = 0. This implies that

(6.20) w(ŝ) = O(|ŝ|2)

as ŝ→ 0. On the set V the function Ξ(s1, ŝ) = (s1 − w(ŝ), ŝ) is a diffeomorphism.
It sends ∂Ω ∩ V to a subset of the plane {x1 = 0}:

Ξ(∂Ω ∩ V ) = {(x1, ξ̂) : x1 = 0} = ΠΞ.

Moreover, we have

(6.21) ∆Ξ = dΞ(∆H1),

with fundamental solution

ΓΞ(ξ) = Γ(x1 + w(ξ̂), ξ̂).

For x1 small enough we have

ΓΞ(x1, ξ̂) = Γ(x1 + w(ξ̂), ξ̂) = Γ(x1, ξ̂) +R(x1, ξ̂),

where
R(x1, ξ̂) = w(ξ̂)∂1Γ(x1 + σw(ξ̂), ξ̂)

for some σ ∈ (0, 1). Furthermore we have that

Xξ
1,Ξ = dΞ(Xξ

1 ) = Xξ
1 −

1

2

n∑
k=1

ak1,ixi∂tkw(ξ̂)∂x1
.

Notice that Γ is a rational function that goes as d−Q+2, its first derivatives go as

d−Q+1 and its second derivatives go as d−Q. On the other side the function w(ξ̂)

has a 0 of order 2 thus w(ξ̂) goes as d2. Then we have

Xη
1,ΞΓΞ(0, η̂) = Xη

1 Γ(0, η̂) + R̂(0, η̂),

where

R̂(0, η̂) = Xη
1R(0, η̂)−1

2

( n∑
k=1

ak1,iyi∂tkw(η̂)
)
∂y1

R(0, η̂)−1

2

( n∑
k=1

ak1,iyi∂tkw(η̂)
)
∂y1

Γ(0, ŷ)

that goes as

|R̂(0, η̂)| ≤ d̂−Q+2(0, η̂),

where d̂ is the induce distance. Therefore the operator KR̂ with kernel R̂ is compact
since the homogeneous dimension of the boundary is Q− 1. Finally, the proof ends
following the same steps of the proof of Theorem 5.2 and using Proposition 6.4
instead of Proposition 3.1. �

Finally, the analogous of Corollary 5.3 for a bounded domain Ω ⊂ G without
characteristic points follows in the same way, clearly replacing ∆H1 with ∆G .
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