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A1 theory of weights for rough homogeneous singular integrals
and commutators

CARLOS PÉREZ, ISRAEL P. RIVERA-RÍOS AND LUZ RONCAL

Abstract. Quantitative A1 � A1 estimates for rough homogeneous singular in-
tegrals T� and commutators of BMO symbols and T� are obtained. In particular
the following estimates are proved:

kT�kL p(w)  cn,pk�kL1 [w]
1
p
A1 [w]

1+ 1
p0

A1
k f kL p(w)

and

k[b, T�] f kL p(w)  cn,pkbkBMOk�kL1 [w]
1
p
A1 [w]

2+ 1
p0

A1
k f kL p(w),

for 1 < p < 1 and 1/p + 1/p0 = 1.
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1. Introduction and main results

For 1 < p < 1, the Muckenhoupt class Ap is the set of weights w, that is, non-
negative locally integrable functions, for which w1�p0

2 L1loc(Rn) and

[w]Ap := sup
Q

✓
1

|Q|

Z

Q
w

◆✓
1

|Q|

Z

Q
w

� 1
p�1

◆p�1
< 1,

where the supremum is taken over all cubes in Rn . The quantity [w]Ap is called the
Ap constant of the weight and sometimes it is also called the weight characteristic.

The study of the sharp dependence on the Ap constant of weighted inequalities
for the main operators in Harmonic Analysis goes back to S. M. Buckley [5]. For
the Hardy-Littlewood maximal function M he proved, for 1 < p < 1, that

kMkL p(w)!L p(w)  cn,p[w]
1
p�1
Ap ,

where w is an Ap weight. Later on, the so-called A2 conjecture for the Ahlfors-
Beurling transform, raised in [2] and solved by S. Petermichl and A. Volberg in [38],
motivated the study of the sharp dependence on the Ap constant of several operators
such as the Hilbert transform, the Riesz transforms, or general Calderón-Zygmund
operators (see for instance [19, 26, 36, 37] and the most recent developments in
[7, 25, 27, 28]), commutators (see [8]), or the square function (see [20]).

Recently, the question of getting sharp quantitative weighted estimates has
been also considered for another class of operators, namely the rough singular in-
tegrals. Let us consider � 2 L1(Sn�1) such that

R
Sn�1 � = 0. We define the

kernel
K (x) =

�(x 0)

|x |n
,

where x 0 = x
|x | . It is clear that K is homogeneous of degree �n. We also observe

that it satisfies the standard size estimate, but no angular smoothness is imposed.
We define now

T� f (x) = p.v.
Z

Rn

�(y0)

|y|n
f (x � y)dy.

We refer to [10] for a very nice review of the theory of these singular integrals.
More recently, T. P. Hytönen, the third author, and O. Tapiola obtained the following
result in [24] (there, the result is stated in terms of Ap � A1 weights as introduced
in [21,23], but here we state it just in terms of the Ap constant, for clarity)

kT�kL p(w)!L p(w)  cn,p[w]
2max

�
1, 1

p�1

 

Ap , (1.1)

which holds for every w 2 Ap. This result can be seen as an updated version of
the theorem of J. Duoandikoetxea and J. L. Rubio de Francia [14]. In [24] it is
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conjectured that the dependence on the A2 constant is linear. To prove or disprove
such conjecture does not seem to be a trivial question.

As an application of this result, a commutator estimate with BMO functions
can be derived by means of the conjugation method as introduced in [6, page 621]
(see also [1, 8, 35]). Indeed, recall that given a linear operator T and b 2 BMO the
commutator of Coifman-Rochberg-Weiss [b, T ] is defined as

[b, T ] f (x) = b(x)T f (x) � T (bf )(x).

Then (1.1) combined with the method from [8] yields the following estimate

k[b, T�] f kL p(w)!L p(w)  cn,pkbkBMO[w]
3max

�
1, 1

p�1

 

Ap .

In this case it is also possible to obtain a result in terms of Ap � A1 constant
(cf. [21]) but again we have stated the estimate just in terms of the Ap constant
for clarity. At this point we would also like to stress the fact that the conjugation
method relies upon the fact that exp(sb) 2 Ap for every 1 < p < 1, b 2 BMO
and s 2 R small enough. However, this is not true for p = 1, namely in the A1
case. Recall that a weight w belongs to the class A1 if there is a finite constant
 > 0 such that

Mw(y)  w(y) a.e.,

and the infimum of those constants  is called the A1 constant of w and is denoted
by [w]A1 . Now we turn our attention to the dependence on the A1 constant of a
weight w. C. Fefferman and E. M. Stein proved the following inequality for the
Hardy-Littlewood maximal function in [15]

kM f kL1,1  c
Z

Rn
| f |Mw dx .

B. Muckenhoupt and R. L. Wheeden naturally conjectured that the maximal oper-
ator M could be replaced by a Calderón-Zygmund operator on the left hand side
of the above inequality. In particular, for the Hilbert transform H the conjecture
stated that there exists a constant c > 0 such that for every weight w the following
inequality holds

kH f kL1,1(w)  ck f kL1(Mw).

This conjecture was disproved by M. C. Reguera and C. Thiele in [41]. Neverthe-
less, the question led to a weaker conjecture, the so-called A1 conjecture, which
states that there exists a constant c > 0 such that for any w 2 A1 we have

kH f kL1,1(w)  c[w]A1k f kL1(w).

Motivated by the A1 conjecture, A. K. Lerner, S. Ombrosi, and the first author
proved in [29] the following estimate for any Calderón-Zygmund operator T :

kT f kL1,1(w)  c[w]A1 log
�
e + [w]A1

�
k f kL1(w). (1.2)
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To obtain (1.2), the key point was to prove first the following special two-weight
L p estimate with a good control in the bound: if 1 < p < 1 and 1 < r < 1,

kT f kL p(w)  cT pp0(r 0)
1
p0 k f kL p(Mrw), w � 0, (1.3)

where as usual if p > 1, 1/p + 1/p0 = 1 and Mr is defined in (1.5). As a conse-
quence, the following sharp control of kTkL p(w)!L p(w) in terms of p and of the A1
constant follows:

kTkL p(w)!L p(w)  cpp0[w]A1, (1.4)

for 1 < p < 1. In the recent paper [32] the A1 conjecture is disproved by using
the Bellman function technique. In fact it is established there that the logarithmic
term cannot be completely removed, so (1.2) seems to be sharp.

The aim of this paper is to obtain A1 bounds in the spirit of (1.4) for rough
homogeneous singular integrals and also for their commutators with BMO func-
tions. The method we follow consists of obtaining two-weight estimates (Theorem
1.1 below) and then derive mixed A1� A1 type results (Corollary 1.2 below). The
proof of those estimates is based on a decomposition of T� as a sum of Calderón-
Zygmund operators (see Section 2) and a suitable use of interpolation with change
of measures, following the ideas of [14, 24], and [43]. For q > 0, let us define Mq
by

Mq f (x) := sup
Q3x

✓
1

|Q|

Z

Q
| f |q dt

◆1/q
. (1.5)

Our main result is the following.

Theorem 1.1. Let T� be a rough homogeneous singular integral and b 2 BMO.
Let 1 < p, r < 1. Then, for all w � 0, 0 < ✓ < 1, we have

kT� f kL p(w)  cn,pk�kL1
1

1� ✓
(r 0)

✓
p0 k f kL p(Mr/✓ (w)) (1.6)

and

k[b, T�] f kL p(w)  cn,pkbkBMOk�kL1
1

1� ✓
(r 0)

✓
�
1+ 1

p0

�
k f kL p(Mr/✓ (w)). (1.7)

Observe that the estimate (1.6) is similar in spirit to (1.3) but worse due to the
influence of the parameter ✓ which comes from the use of the interpolation theorem
with change of measure. Even though it is not clear how to avoid such interpolation
theorem, we believe that our estimate is not optimal. In fact, some modifications
of the proof of the theorem could allow to state the estimate (1.6) above in a more
general form replacing the maximal function Mq(w), q 2 (1,1), defined using the
Lq norm, by a more general maximal function M9(L) as defined in (2.5) below. To
be more precise, it is possible to prove an extension of (1.6) as follows:

kT� f kL p(u) cn,pk�kL1
1

1� ✓

�
�
�M9̄(L)

�
�
�
✓

L p0!L p0
k f kL p(M9✓p(L)(u)), 0<✓<1,
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where 9⇢(t) = 9
�
t
1
⇢
�
and 9̄ is called the complementary function of 9 (see

(2.7)). The issue here is that the appearance of the parameter ✓ prevents obtaining
a sharper result with logarithmic functions instead of power functions. As a really
sharp theorem we would expect results including just logarithmic type maximal
function as those obtained in [34] (cf. also [22]) for the case of classical Calderón-
Zygmund operators. For instance, we conjecture that the following estimate holds
for p 2 (1,1):

kT� f kL p(w)  cn,pk�kL1 k f kL p(M [p]+1(w)), w � 0,

which should be false for M [p], where Mk is the k-th iterated maximal function, as
in the case of Calderón-Zygmund operators.

With a suitable choice of ✓ in Theorem 1.1 we will obtain mixed A1 � A1
bounds similar to those obtained for the first time in [21] (see also [22]). Let us
discuss first about the definition of the A1 class and the A1 constant. The Ap
classes are increasing with respect to p, so it is natural to define the A1 class of
weights as A1 = [p>1Ap. From the definition of A1 it is not clear how to define
an appropriate constant that characterizes the class. However, N. Fujii obtained
essentially in [16] the following characterization, rediscovered later by J. M.Wilson
in [44]: we will say that w belongs to the A1 class when the quantity

[w]A1 := sup
Q

1
w(Q)

Z

Q
M(�Qw)dx (1.8)

is finite. Here, w(Q) :=
R
Q w(x) dx , and the supremum is taken over all cubes

with edges parallel to the coordinate axes.
The following corollary summarizes the A1 � A1 bounds, with the definition

of A1 in the sense just described, that we can obtain from Theorem 1.1.

Corollary 1.2. Let 1 < p < 1. Then, if w 2 A1,

kT� f kL p(w)  cn,pk�kL1[w]
1+ 1

p0

A1
k f kL p(Mw)

and

k[b, T�] f kL p(w)  cn,pkbkBMOk�kL1[w]
2+ 1

p0

A1
k f kL p(Mw).

Therefore, if w 2 A1,

kT�kL p(w)  cn,pk�kL1[w]
1
p
A1[w]

1+ 1
p0

A1
k f kL p(w)

and

k[b, T�] f kL p(w)  cn,pkbkBMOk�kL1[w]
1
p
A1[w]

2+ 1
p0

A1
k f kL p(w).

Finally a direct application of [13, Corollary 4.3] leads us to the following result.
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Corollary 1.3. Let 1  q < p < 1. Then we have

kT�kL p(w)  cn,p,qk�kL1 [w]2Aqk f kL p(w)

and
k[b, T�] f kL p(w)  cn,p,qkbkBMOk�kL1[w]3Aqk f kL p(w)

for all w 2 Aq .

The rest of the paper is organized as follows. In Section 2 we present basic defi-
nitions and properties and fix some notation. In Section 3 we prove all the needed
intermediate results. The proofs of Theorem 1.1 and Corollary 1.2 are given in
Section 4.

2. Preliminaries and notation

The purpose of this section is to gather some definitions and basic properties that
will be used throughout the rest of the paper.

2.1. !-Calderón-Zygmund operators and commutators

In Subsection 2.2 it will be shown that T� can be decomposed as a sum of !-
Calderón-Zygmund operators with kernels that are Dini-continuous. This decom-
position is more precise than the one considered previously as in [43]. For this
purpose we recall in the present subsection the concept of !-Calderón-Zygmund
operator. These are bounded linear operators on L2(Rn) that admit the following
representation

T f (x) =
Z

Rn
K (x, y) f (y) dy

for every smooth compactly supported function, provided that x 62 supp f , and the
kernel K satisfies the following properties

• (Size condition)
|K (x, y)| 

CK

|x � y|n
;

• (Smoothness estimate) If |x � y| > 2|x � x 0| then

�
�K (x, y) � K (x 0, y)

�
� +

�
�K (y, x) � K (y, x 0)

�
�  !

✓
|x � x 0|

|x � y|

◆
1

|x � y|n
;

where ! : [0,1) ! [0,1) is a modulus of continuity, that is, an increasing
subadditive (!(s + t)  !(s) + !(t)) function such that !(0) = 0. Moreover, !
satisfies the Dini condition if

k!kDini :=
Z 1

0
!(t)

dt
t

< 1. (2.1)
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In this case, the kernel K is said to be a Dini-continuous kernel. For !-Calderón-
Zygmund operators with ! satisfying the Dini condition, we will adopt the notation

CT = kTkL2!L2 + CK + k!kDini. (2.2)

In the last few years the study of sharp quantitative weighted inequalities for Cal-
derón-Zygmund operators has led to a such a surprising result as the pointwise
domination of !-Calderón-Zygmund operators by finite sums of sparse operators,
see the definitions some lines below. First Lerner and F. Nazarov [28] and simulta-
neously J. M. Conde-Alonso and G. Rey [7] obtained pointwise domination results
in the case that ! satisfies the log-Dini condition, that is

Z 1

0
!(t) log

1
t
dt
t

< 1.

Recently M. T. Lacey [25] relaxed that condition by allowing ! to satisfy the Dini-
condition. After that, Hytönen, the third author, and Tapiola [24] obtained a fully
quantitative result (see also [27] for a short and elegant proof of the result).

Theorem 2.1 ([24,27]). Let T be an !-Calderón-Zygmund operator such that !
satisfies the Dini condition (2.1). Then for any compactly supported function f 2
L1(Rn) there exist 3n dyadic latticesD j and sparse collectionsS j ✓ D j such that

|T f (x)|  cnCT
3nX

j=1
AS j f (x)

for almost every x 2 Rn , with CT as in (2.2) and where

AS� f (x) =
X

Q2S j

| f |Q�Q(x).

In the theorem above and in what follows, the notation fQ stands for the average of
a function f over a cube Q:

fQ =
1

|Q|

Z

Q
f (x) dx .

We also recall that a ⌘-sparse family (0 < ⌘ < 1) is a family of cubesS contained
in a dyadic lattice D such that for each Q 2 S there exists a subset EQ ✓ Q such
that

(1) ⌘|Q|  |EQ |;
(2) The EQ’s are pairwise disjoint.

To learn about the notion of dyadic lattice and for a thorough study of sparse fami-
lies we encourage the reader to consult [28].

For commutators of Calderón-Zygmund operators whose modulus of continu-
ity satisfies the Dini condition (2.1), the following sparse control has been very
recently obtained in [31].
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Theorem 2.2 ([31]). Let T be an !-Calderón-Zygmund operator such that ! sat-
isfies the Dini condition (2.1), and let b 2 L1loc(Rn). Then for any compactly sup-
ported function f 2 L1(Rn) there exist 3n dyadic lattices D j and sparse collec-
tions S j ✓ D j such that

�
�[b, T ] f (x)

�
�  cnCT

3nX

j=1

�
TS j ,b| f |(x) + T ⇤

S j ,b| f |(x)
�

for almost every x 2 Rn , with CT as in (2.2) and where

TS j ,b| f |(x) =
X

Q2S j

|b(x) � bQ || f |Q�Q(x)

and
T ⇤

S j ,b| f |(x) =
X

Q2S j

✓
1

|Q|

Z

Q
|b(y) � bQ | f (y)dy

◆
�Q(x).

2.2. A decomposition of homogeneous singular integrals in terms
of !-Calderón-Zygmund operators

Rough homogeneous singular integrals can be decomposed as a sum of!-Calderón-
Zygmund operators. The idea of decomposing T� as a sum of operators with some
cancellation property goes back to [11,14,43] and has been refined recently in [24].
The operator T� can be written as

T� =
X

k2Z
Tk f =

X

k2Z
Kk ⇤ f, Kk =

�(x 0)

|x |d
�2k<|x |<2k+1 .

Now, following [24, Section 3], we consider the following partition of unity. Let
� 2 C1

c (Rd) be such that supp� ⇢ {x : |x |  1
100 } and

R
� dx = 1, and so that

b� 2 S(Rd). Let us also define  by b (⇠) = b�(⇠) � b�(2⇠). Then, with this choice
of  , it follows that

R
 dx = 0. We write

� j (x) =
1
2 jn

�
⇣ x
2 j

⌘
and  j (x) =

1
2 jn

 
⇣ x
2 j

⌘
,

and define the partial sum operators S j by S j ( f ) = f ⇤ � j . Since S j f ! 0 as
j ! �1, for any sequence of integer numbers {N ( j)}1j=0, with

0 = N (0) < N (1) < · · · < N ( j) ! 1,

we have the identity

Tk = Tk Sk +
1X

j=1
Tk
�
Sk�N ( j) � Sk�N ( j�1)

�
.
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In this way, we can write

T� =
1X

j=0

eT N
j , (2.3)

where
eT N
0 :=

X

k2Z
Tk Sk,

and, for j � 1,
eT N
j :=

X

k2Z
Tk
�
Sk�N ( j) � Sk�N ( j�1)

�
.

Each operator eT N
j is an !-Calderón-Zygmund operator with Dini-continuous ker-

nel, as stated in the following lemma, (see [24, Lemma 3.10], also for the notation).

Lemma 2.3 ([24]). The operator eT N
j is an !Nj -Calderón-Zygmund operator with

!Nj (t)  cnk�kL1 min
�
1, 2N ( j)t

�
,

which satisfies

k!Nj kDini :=
Z 1

0
!Nj (t)

dt
t

 cnk�kL1(1+ N ( j)).

Analogously, using (2.3), [b, T�] can be decomposed as a sum of commutators of
b and !Nj -Calderón-Zygmund operators as follows:

[b, T�] f (x) =
1X

j=0

h
b, eT N

j

i
f (x).

2.3. The Reverse Hölder Inequality (RHI)

As mentioned in the introduction the A1 constant was studied thoroughly in [21]
and the definition (1.8) was proved to be the most suitable one. One of the key
results of that work was the following optimal reverse Hölder’s inequality (see also
[23]).

Theorem 2.4 (Reverse Hölder inequality). Let w 2 A1, then there exists a di-
mensional constant ⌧n such that

✓
1

|Q|

Z

Q
wrw

◆ 1
rw


2

|Q|

Z

Q
w,

where
rw = 1+

1
⌧n[w]A1

.

This sharp quantitative form of the RHI will be needed later.
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2.4. Orlicz maximal operators

It can be easily checked that, for 1 < r < 1, M f (x)  Mr f (x), where Mr is
the maximal operator defined in (1.5). Then one may wonder whether the standard
Hardy-Littlewood operator could be generalized to a wider “range of scales”. For
instance, whether it would be possible to build a maximal operator eM such that

cM f (x)  eM f (x)  cr Mr f (x). (2.4)

Indeed, this can be done and for that purpose we need to build “generalized local
averages”. That task can be adressed as follows. Let9 be a Young function, that is,
a continuous, convex, increasing function that satisfies 9(0) = 0 and 9(t) ! 1
as t ! 1. Let f be a measurable function defined on a set E with finite measure
of Rn . We refer to [39] for more information. The 9-norm of f over E is defined
by

k f k9(L),E := inf
⇢
� > 0;

1
|E |

Z

E
9

✓
| f (x)|
�

◆
dx  1

�
.

If 9 is a Young function and f is Lebesgue measurable, we define the Orlicz max-
imal operator M9(L) by

M9(L) f (x) = sup
Q3x

k f k9(L),Q . (2.5)

In the particular case 9(t) = tr , 1  r < 1 then M9(L) coincides with the
maximal operator defined in (1.5),

M9(L) f (x) = MLr f (x) = sup
Q3x

✓
1

|Q|

Z

Q
| f |r dt

◆1/r
,

so in this case, we will still use an specific notation, denoting MLr as Mr . Obvi-
ously, for r = 1 we recover the usual Hardy-Littlewood maximal function.

Some particular interesting cases are the Young functions

8(t) = t (1+ log+ t)� and 9(t) = et � 1,

defining the classical Zygmund spaces L(log L), in the case � = 1, and exp L
respectively. The corresponding averages will be denoted by

k · k8,Q = k · kL(log L)�,Q and k · k9,Q = k · kexp L ,Q .

It follows from the definition of norm that given two Young functions 9(t) and
8(t) such that for some , c > 09(t)   8(t) for every t > c, then k f k9(L),Q 
(9(c)+ )k f k8(L),Q and hence M9(L) f (x)  (9(c)+ )M8(L) f (x) for each x .
In particular and since (1+ log+ t)  1

� t
� , � > 0, we have

M f (x)  ML(log L) f (x)  2r 0 Mr f (x) r > 1, x 2 Rn. (2.6)

This example fulfills our purpose in (2.4).
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Associated to each Young function 8, one can define a complementary func-
tion

8̄(s) = sup
t>0

{st �8(t)}. (2.7)

Such 8̄ is also a Young function and the 8̄-averages it defines are related to the
L8-averages via a generalized Hölder’s inequality, namely,

1
|Q|

Z

Q
| f (x) g(x)| dx  2 k f k8,Q kgk8̄,Q .

As a particular case the following holds:

1
|Q|

Z

Q
|b � bQ || f |  ckb � bQkexp L ,Qk f kL log L ,Q .

If we also know that b 2 BMO then by John-Nirenberg theorem (see for instance
[12, Theorem 6.11] or [18, Theorem 7.1.6]) we have that

1
|Q|

Z

Q
|b � bQ || f |  cnkbkBMOk f kL log L ,Q . (2.8)

For a more detailed account about the notions presented in this subsection we refer
the reader to [40].

3. Lemmata

3.1. Unweighted L p estimates with good decay for eTNj and [b, eTNj ]

For eT N
j a L

p estimate with good decay was obtained in [24, Lemma 3.14].

Lemma 3.1 ([24]). Let 1 < p < 1. Then we have
�
�
�eT N

j f
�
�
�
L p

 cn,pk�kL12�↵pN ( j�1)�1+ N ( j)
�
k f kL p ,

for some numerical 0 < ↵p < 1 independent of T� and the function N (·).

For [b, eT N
j ], we will obtain an analogous estimate as in Lemma 3.1 by using the

method of conjugation. Given an operator T and z a complex number, this technique
consists of writing [b, T ] as a complex integral operator, by means of the Cauchy
integral theorem, as

[b, T ] f =
d
dz
ezbT

�
f e�zb

���
�
z=0

=
1
2⇡ i

Z

|z|="

ezbT ( f e�zb)
z2

dz, " > 0.
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Here, z ! ezbT ( f e�zb) is called the conjugation of T by ezb. Then, by applying
Minkowski inequality, we get

k[b, T ] f kL p 
1
2⇡"

sup
|z|="

�
�
�ezbT

�
f e�zb

���
�
L p

.

Lemma 3.2. Let 1 < p < 1. Then we have
�
�
�
h
b, eT N

j

i
f
�
�
�
L p

 cn,pkbkBMOk�kL12�↵p,n N ( j�1)�1+ N ( j)
�
k f kL p .

Proof. We may assume that kbkBMO = 1. We use the conjugation method so, for
any " > 0, we write

h
b, eT N

j

i
f =

1
2⇡ i

Z

|z|="

ezbeT N
j
�
f e�zb

�

z2
dz.

Therefore, for any ",
�
�
�
h
b,eT N

j

i
f
�
�
�
L p


1
2⇡"

sup
|z|="

�
�
�ezbeT N

j
�
f e�zb

���
�
L p

=
1
2⇡"

sup
|z|="

�
�
�eT N

j
�
f e�zb

���
�
L p(epRe zb)

.

Let us fix " > 0 to be chosen later and then take z such that |z| = ". Let

wz = epRe zb, vz = ezb, and Wz = [wz]
max

n
1, 1

p�1

o

Ap . Our goal is to derive esti-
mates uniformly in z. We observe that, as in the proof of [24, Theorem 1.4] (see
Subsection 3.4 therein), in particular from the use of the RHI in Theorem 2.4 and
an application of the interpolation theorem with change of measures (see [4] or [42,
Theorem 2.11]), the following estimate can be derived:

�
�
�eT N

j
�
f v�1

z
���
�
L p(wz)

 cn,pk�kL1
�
1+ N ( j)

�
2�↵p,n

N ( j�1)
cnWz Wz

�
�
� f v�1

z

�
�
�
L p(wz)

 cn,pk�kL1
�
1+ N ( j)

�
2�↵p,n

N ( j�1)
cnWz Wzk f kL p .

It follows essentially from the John-Nirenberg lemma (see [8, Lemma 2.2]) the
following general fact: if p 2 (1,1), there are two dimensional constants ↵n,�n
such that 1

s 2 R, |s| 
↵n

kbkBMO
min{1, p� 1} ) es b 2 Ap and [es b]Ap  �

p
n . (3.1)

Taking into account the latter and that kbkBMO = 1, the choice " = ↵n min{ 1p ,
1
p0 }

yields Wz  cn,p whenever |z|  ", concluding the proof of the lemma.

1 The observation in (3.1) can be found after the proof of [8, Lemma 2.2, page 1167]. However,
there is a misprint therein: min

�
1, 1

p�1
 
should be min{1, p � 1}.
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3.2. Two-weight estimate for eTNj

In this subsection we present the following two-weight estimate.

Lemma 3.3. Let 1 < p < 1 and r > 1. Then, for all w � 0, we have
�
�
�eT N

j f
�
�
�
L p(w)

 cnk�kL1
�
1+ N ( j)

�
pp0�r 0� 1

p0 k f kL p(Mrw).

Lemma 3.3 follows from several known facts. One of them is the quantitative point-
wise domination (Theorem 2.1). The other one, i.e. Lemma 3.4, is a particular case
of [22, Lemma 4.3] which in turn is based on the original arguments from [29, 30].
Observe that Lemma 3.4 is also implicitly contained in [3, Theorem 4.1].

Lemma 3.4 ([22]). Let w be any weight, 1 < p < 1, r > 1 and D a dyadic
lattice. Then for any sparse family S ✓ D and g � 0, we have that

kAS gkL p0 ((Mrw)1�p0 )  Cp0kMgkL p0 ((Mrw)1�p0 ).

The proof of Lemma 3.3 follows the scheme in [22, pages 617-619], combined with
Theorem 2.1, Lemma 2.3, and Lemma 3.4. We skip the details.

3.3. Two-weight inequality for [b, eTNj ]

In this subsection we establish a two-weight estimate for [b, T̃ N
j ], which is very

similar to the one obtained in Lemma 3.3.

Lemma 3.5. Let 1 < p < 1 and r > 1. Then, for all w � 0, we have
�
�
�
h
b, ˜T N

j

i��
�
L p(w)

 cnkbkBMOk�kL1
�
1+ N ( j)

��
p0 p

�2�r 0�1+ 1
p0 k f kL p(Mrw).

The proof of Lemma 3.5 is similar to the proof of Lemma 3.3 but we include it for
completeness. We need a generalization of [22, Lemma 4.1] whose proof will be
based on the following dyadic version of the Carleson embedding theorem (see for
instance [21, Theorem 4.5]):

Theorem 3.6 ([21]). Let D be a dyadic lattice and let {aQ}Q2D be a sequence of
nonnegative numbers satisfying the Carleson condition

X

Q✓R
aQ  Aw(R), R 2 D,

for some constant A > 0. Then, for all p 2 (1,1) and f 2 L p(w),
0

@
X

Q2D

aQ
✓

1
w(Q)

Z

Q
f (x)w(x)dx

◆p
1

A

1/p

 A1/p · p0 · k f kL p(w).
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Lemma 3.7. Let w 2 A1. Let D be a dyadic lattice and S ⇢ D be an ⌘-sparse
family. Let 9 be a Young function. Given a measurable function f on Rn define

BS f (x) :=
X

Q2S

k f k9(L),Q�Q(x).

Then we have

kBS f kL1(w) 
4
⌘
[w]A1kM9(L) f kL1(w).

Proof. First, we see that

kBS f kL1(w) =
X

Q2S

k f k9(L),Qw(Q) 
X

Q2S

✓
inf
Q2z

M9(L) f (z)
◆

w(Q)


X

Q2S

✓
1

w(Q)

Z

Q

�
M9(L) f (x)

� 1
2w(x)dx

◆2
w(Q).

Applying Carleson embedding theorem (Theorem 3.6) with g = (M9(L) f )
1
2 we

have that

X

Q2S

✓
1

w(Q)

Z

Q
gw(x)d(x)

◆2
w(Q)  4Akgk2L2(w)

= 4AkM9(L) f kL1(w)

provided we can show that the Carleson condition
X

Q✓R
R2S

w(Q)  Aw(R)

holds. We observe that

X

Q✓R
R2S

w(Q) 
X

Q✓R
R2S

w(Q)

|Q|
|Q| 

X

Q✓R
R2S

inf
z2Q

M(�Rw)(z)
1
⌘
|EQ |


1
⌘

Z

R
M(�Rw)(z)dz 

1
⌘
[w]A1w(R).

Then we have that the Carleson condition holds with A = 1
⌘ [w]A1 . This ends the

proof of the lemma.

Now we are in position to prove Lemma 3.5.
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Proof of Lemma 3.5. We follow some of the key ideas from [29,30] (see also [22]).
By duality, it suffices to prove that
�
�
�
�
�

⇥
b, eT N

j
⇤
f

Mrw

�
�
�
�
�
L p0 (Mrw)

 cn
�
1+ N ( j)

�
k�kL1kbkBMO(p0 p)2(r 0)

1+ 1
p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

We calculate the norm by duality, so we have that
�
�
�
�
�

⇥
b, eT N

j
⇤
f

Mrw

�
�
�
�
�
L p0 (Mrw)

= sup
khkL p(Mrw)=1

Z

Rn

�
�
�
⇥
b, eT N

j
⇤
f (x)

�
�
� h(x)dx .

We need a version of the Rubio de Francia algorithm suited for this situation (see
[17, Chapter IV.5] and [9] for a detailed account on Rubio de Francia algorithm and
several applications). Consider the operator

S( f ) =
M

⇣
f (Mrw)

1
p
⌘

(Mrw)
1
p

and observe that S is bounded on L p(Mrw) with norm bounded by a dimensional
multiple of p0. We define

R(h) =
1X

k=0

1
2k

Skh
kSkkL p(Mrw)

.

This operator has the following properties:

(a) 0  h  R(h);
(b) kRhkL p(Mrw)  2khkL p(Mrw);
(c) R(h)(Mrw)

1
p 2 A1 with [R(h)(Mrw)

1
p ]A1  cp0.

We also observe that [Rh]A1  [Rh]A3  cn p0. Now
Z

Rn

�
�
�
⇥
b, eT N

j
⇤
f (x)

�
�
� h(x)dx 

Z

Rn

�
�
�
⇥
b, eT N

j
⇤
f (x)

�
�
� Rh(x)dx .

Let CeT N
j
denote the constant defined in (2.2), related to the operator eT N

j . Using
Theorem 2.2 we get
Z

Rn

�
�
�
⇥
b, eT N

j
⇤
f (x)

�
�
�Rh(x)dxcnCeT N

j

Z

Rn

3nX

j=1

�
TS j ,b| f |(x)+T ⇤

S j ,b| f |(x)
�
Rh(x)dx

and it suffices to obtain estimates for

I :=
Z

Rn
TS j ,b| f |(x)Rh(x)dx and I I :=

Z

Rn
T ⇤

S j ,b| f |(x)Rh(x)dx .
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First we focus on I . Choosing s = 1 + 1
cn[Rh]A1

, by (2.8), (2.6), RHI, and the
property (c) above, we have

I =
Z

Rn
TS j ,b| f |(x)Rh(x)dx 

X

Q2S j

Z

Q

�
�b(x) � bQ|Rh(x)dx

1
|Q|

Z

Q
| f |dy

 2kbkBMO
X

Q2S j

kRhkL log L ,Q

Z

Q
| f |dy

 2s0kbkBMO
X

Q2S j

✓
1

|Q|

Z

Q
Rhs

◆ 1
s
Z

Q
| f |dy

 cn[Rh]A1kbkBMO
X

Q2S j

Rh(Q)
1

|Q|

Z

Q
| f |dy

 cn p0kbkBMO
X

Q2S j

Rh(Q)
1

|Q|

Z

Q
| f |dy.

We apply now Lemma 3.7 with 9(t) = t , thus

X

Q2S j

Rh(Q)
1

|Q|

Z

Q
| f |dy  8[Rh]A1kM f kL1(Rh)  cn p0kM f kL1(Rh).

From here

kM f kL1(Rh) 
✓Z

Rn
|M f |p

0�
Mrw

�1�p0
◆ 1

p0
✓Z

Rn
(Rh)pMrw

◆ 1
p
2

�
�
�
�
M f
Mrw

�
�
�
�
L p0 (Mrw)

.

By [29, Lemma 3.4] (see also [33, Lemma 2.9])
�
�
�
�
M f
Mrw

�
�
�
�
L p0 (Mrw)

 cp(r 0)
1
p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

Summarizing,

I  cnkbkBMO p
�
p0�2�r 0� 1

p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

Now we focus on I I . A direct application of (2.8) yields

I I 
X

Q2S j

✓
1

|Q|

Z

Q
|b(y) � bQ | f (y)dy

◆
Rh(Q)

 cnkbkBMO
X

Q2S j

k f kL log L ,QRh(Q).
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Then, we use Lemma 3.7 with9(t) = t log(e+t), leading to the following estimate:
X

Q2S j

k f kL log L ,QRh(Q)  8[Rh]A1kML log L f kL1(Rh).

Proceeding as in the estimate of I ,

kML log L f kL1(Rh)  2
�
�
�
�
ML log L f
Mrw

�
�
�
�
L p0 (Mrw)

.

Now [33, Proposition 3.2] gives
�
�
�
�
ML log L f
Mrw

�
�
�
�
L p0 (Mrw)

 cn p2
�
r 0�1+ 1

p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

We combine all the estimates and we have that

I I  cnkbkBMO p0 p2
�
r 0�1+ 1

p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

Finally, collecting the estimates we have obtained for I and I I
�
�
�
�
�

⇥
b, eT N

j
⇤
f

Mrw

�
�
�
�
�
L p0 (Mrw)

 cnCeT N
j
kbkBMO

�
p0 p

�2�r 0�1+ 1
p0

�
�
�
�
f
w

�
�
�
�
L p0 (w)

.

Since CeT N
j

 cnk�kL1(1 + N ( j)) (recall the definition in (2.2)), we arrive at the
desired bound. The proof of the lemma is complete.

3.4. A basic summation result

In this subsection we prove the following key result that was used in [24] and which
will be used in the proof of Theorem 1.1.

Lemma 3.8. Let N ( j) = 2 j for j > 0 and N (�1) = N (0) = 0. Let ↵ > 0 and
0 < ✓ < 1. Then there exists some c > 0 depending on ↵ such that

1X

j=0
(1+ N ( j))2�↵N ( j�1)✓ 

c
✓
.

Proof. Let us take {N ( j)} j�0 so that N ( j) = 2 j for j � 1 and N (0) = 0, and let
us establish N (�1) = 0. Observe also that ex � 1

2 x
2 and hence

e�x  2x�2. (3.2)
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We split the sum into two parts:

1X

j=0
(1+ N ( j))2�↵N ( j�1)✓ =

0

@
X

j :2 j✓�1

+
X

j :2 j�✓�1

1

A (1+ N ( j))2�↵N ( j�1)✓ =: S1+S2.

For S1, we have

S1  c
X

j :2 j✓�1

2 j2�C2 j ✓  c
X

j :2 j✓�1

2 j  c✓�1.

On the other hand, for S2, by using (3.2),

S2  c
X

j :2 j�✓�1

2 j
✓
1
2 j✓

◆2

c
✓
,

and the conclusion follows.

4. Proofs of the main results

4.1. Proof of Theorem 1.1

The preceding section contained unweighted estimates for each of the pieces eT N
j

(and also for the commutators of these pieces) which have a very good decay of
exponential type whereas their corresponding weighted estimates are of polynomial
growth nature. Following the strategy in [24, Subsection 3.4], the main idea to prove
Theorem 1.1 is then to somehow combine both estimates to obtain the desired result.
That combination can be performed by using interpolation with change of measures.

Let us establish the result for T� first. In view of Lemma 3.1 and Lemma
3.3, by applying the interpolation theorem with change of measures [4, page 115,
Theorem 5.4.1] or [42, Theorem 2.11] we have that, for 0 < ✓ < 1,
�
�
�eT N

j f
�
�
�
L p(w✓ )

cn,pk�kL1
�
p0�✓2�↵pN ( j�1)(1�✓)�1+N ( j)

��
r 0� ✓

p0k f kL p(Mr/✓ (w✓ )).

Thus

kT� f kL p(w✓ ) 
1X

j=0

�
�
�eT N

j f
�
�
�
L p(w✓ )

Cn,pk�kL1
�
r 0� ✓

p0 k f kL p(Mr/✓ (w✓ ))

1X

j=0
(1+N ( j))2�↵p,n N ( j�1)(1�✓).

Now a direct application of Lemma 3.8 yields

kT� f kL p(w✓ )  Cn,pk�kL1
1

1� ✓

�
r 0� ✓

p0 k f kL p(Mr/✓ (w✓ )),
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or, calling u := w✓ ,

kT� f kL p(u)  Cn,pk�kL1
1

1� ✓

�
r 0� ✓

p0 k f kL p(Mr/✓ (u)).

This yields the proof of (1.6).
Now we consider the operator [b, T�]. By using Lemmas 3.2 and 3.5, again

by the interpolation theorem with change of measures we obtain, for 0 < ✓ < 1,

�
�
�
⇥
b, eT N

j
⇤
f
�
�
�
L p(w✓ )

 cn,pkbkBMOk�kL1
�
r 0�✓

�
1+ 1

p0

�
k f kL p(Mr/✓ (w✓ ))

⇥ (1+ N ( j))2�↵p,n N ( j�1)(1�✓).

Consequently,

�
�⇥b, T�

⇤
f
�
�
L p(w✓ ) 

1X

j=0

�
�
�
⇥
b, eT N

j
⇤
f
�
�
�
L p(w✓ )

 cn,pkbkBMOk�kL1
�
r 0�✓

�
1+ 1

p0

�
k f kL p(Mr/✓ (w✓ ))

⇥
1X

j=0
(1+ N ( j))2�↵p,n N ( j�1)(1�✓).

Using again Lemma 3.8, we have that

1X

j=0
(1+ N ( j))2�↵p,n N ( j�1)(1�✓)  Cn,p(1� ✓)�1.

In conclusion, we get

�
�⇥b, T�

⇤
f
�
�
L p(w✓ )  cn,pkbkBMOk�kL1

1
1� ✓

(r 0)
✓
�
1+ 1

p0

�
k f kL p(Mr/✓ (w✓ ))

and calling u := w✓ ,

�
�[b, T�] f

�
�
L p(u)  cn,pkbkBMOk�kL1

1
1� ✓

(r 0)
✓
�
1+ 1

p0

�
k f kL p(Mr/✓ (u))

we obtain (1.7), concluding the proof of Theorem 1.1.

4.2. Proof of Corollary 1.2

We focus on the result concerning T�. We omit the proof for [b, T�] since it follows
analogously with minor modifications.
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Fix p, s 2 (1,1). By Theorem 1.1 with r = ✓s we have that, for ✓ 2
�1
s , 1

�
,

kT� f kL p(w)  Cn,pk�kL1
1

1� ✓

�
(✓s)0

� ✓
p0 k f kL p(Ms(w)).

Now we choose ✓ = (2s0)0
s . We observe that ✓ 2 (1s , 1) and also that

1
1�✓ = 2s0 � 1.

Hence, we conclude that for any s > 1,

kT� f kL p(w)  Cn,pk�kL1
�
s0
�1+ 1

p0 k f kL p(Ms(w)), w � 0.

Now, if w 2 A1, by Theorem 2.4 there exists a dimensional constant ⌧n and we
can choose sw = 1+ 1

⌧n[w]A1
such that

✓
1

|Q|

Z

Q
wsw

◆ 1
sw


2

|Q|

Z

Q
w.

Then,

kT� f kL p(w)  Cn,pk�kL1
�
s0w

�1+ 1
p0 k f kL p(Msw (w))

 Cn,p k�kL1[w]1+1/p
0

A1
k f kL p(M(w)),

and hence

kT�kL p(w)  Cn,p k�kL1[w]
1+ 1

p0

A1
[w]

1
p
A1 .

This ends the proof of Corollary 1.2.
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Birkhäuser/Springer Basel AG, Basel, 2011.

[10] J. DUOANDIKOETXEA, The work of Jose Luis Rubio De Francia III, Publ. Mat. (2) 35
(1991), 65–80.

[11] J. DUOANDIKOETXEA, Weighted norm inequalities for homogeneous singular integrals,
Trans. Amer. Math. Soc. 336 (1993), 869–880.

[12] J. DUOANDIKOETXEA, “Fourier Analysis”, American Mathematical Society, Providence,
2001.

[13] J. DUOANDIKOETXEA, Extrapolation of weights revisited: New proofs and sharp bounds,
J. Funct. Anal. 260 (2015), 1886–1901.

[14] J. DUOANDIKOETXEA and J. L. RUBIO DE FRANCIA, Maximal and singular integral op-
erators via Fourier transform estimates, Invent. Math. 84 (1986), 541–561.

[15] C. FEFFERMAN and E. M. STEIN, Some maximal inequalities, Amer. J. Math. 93 (1971),
107–115.

[16] N. FUJII, Weighted bounded mean oscillation and singular integrals, Math. Japon. 22
(1977/1978), 529–534.
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Departamento de Matemáticas y Computación
Universidad de La Rioja
Edificio CCT - C/Madre de Dios 53
26006 Logroño, Spain
lroncal@bcamath.org


