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Equivalence between dimensional contractions in Wasserstein
distance and the curvature-dimension condition

FRANÇOIS BOLLEY, IVAN GENTIL, ARNAUD GUILLIN
AND KAZUMASA KUWADA

Abstract. The curvature-dimension condition is a generalization of the Bochner
inequality to weighted Riemannian manifolds and general metric measure spaces.
It is now known to be equivalent to evolution variational inequalities for the heat
semigroup, and quadratic Wasserstein distance contraction properties at differ-
ent times. On the other hand, in a compact Riemannian manifold, it implies a
same-time Wasserstein contraction property for this semigroup. In this work we
generalize the latter result to metric measure spaces and more importantly prove
the converse: contraction inequalities are equivalent to curvature-dimension con-
ditions. Links with functional inequalities are also investigated.

Mathematics Subject Classification (2010): 58J65 (primary); 58J35, 53B21
(secondary).

1. Introduction

The von Renesse-Sturm theorem (see [27]) ensures that a Wasserstein distance con-
traction property between solutions to the heat equation on a Riemannian manifold
is equivalent to a lower curvature condition. This result is one of the first equiv-
alence results relating the Wasserstein distance and a curvature condition. Recent
works have been devoted to a more precise curvature-dimension condition instead
of a sole curvature condition. In this work, and in a fairly general framework, we
derive new dimensional contraction properties under a curvature-dimension condi-
tion and we show that they are all equivalent to it.

Let 1 be the Laplace-Beltrami operator on a smooth Riemannian manifold
(M,G) and let (Pth)t>0 be the solution to the heat equation @t u = 1u with h as the
initial condition. Many of the coming notions and results have been considered in
a more general setting, but for simplicity in the introduction we focus on this case.
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The Bochner identity states that

1
2
1|r f |2 � r f · r1 f = |rr f |2 + Ric(r f,r f ),

where Ric is the Ricci curvature of (M,G). The manifold associated with its Lapla-
cian is said to satisfy the CD(R,m) curvature-dimension condition if its Ricci cur-
vature is uniformly bounded from below by R 2 R and its dimension is smaller
than m 2 (0,+1]. In this case

1
2
1|r f |2 � r f · r1 f >

1
m

(1 f )2 + R|r f |2 (1.1)

by the Cauchy-Schwarz inequality. The CD(R,m) condition and (1.1) are the start-
ing point of many comparison theorems, functional and geometrical inequalities,
bounds on the heat kernel, etc. (see, e.g., [8, 13, 26, 28]).

In this work we focus on the link between the curvature-dimension condition
and Wasserstein distance contraction properties of the heat semigroup. The von
Renesse-Sturm theorem [27] states that: the CD(R,1) condition holds if and only
if

W 2
2 (Pt gdx, Pthdx)  e�2RtW 2

2 (gdx, hdx) (1.2)
for all t > 0 and probability densities g, h with respect to the Riemannian measure
dx . Here W2 is the Wasserstein distance with quadratic cost.

There are many proofs of this result as well as extensions to more general
evolutions and spaces, see for instance [2, 8, 9, 15, 17, 23, 28, 29]. Following the
seminal papers [21, 25], attention has been drawn to taking the dimension of the
manifold into account.

A first way of including the dimension is to use two different times s and t in
the inequality (1.2). It is proved in [9, 18] that the CD(0,m) condition implies

W 2
2 (Psgdx, Pthdx)  W 2

2 (gdx, hdx) + 2m
�p

t �
p
s
�2 (1.3)

for all s, t > 0 and all probability densities g, h. A non zero lower bound on the
curvature and the equivalence have been further considered in [13,18]:

• In [18], the fourth author proved that the CD(R,m) condition holds if and only
if

W 2
2 (Pt gdx, Pshdx)  A(s, t, R,m)W 2

2 (gdx, hdx) + B(s, t,m, R) (1.4)

for all s, t > 0 and all probability densities g, h, and for appropriate positive
functions A, B;

• In [13], the authors proved that the CD(R,m) condition holds if and only if

s R
m

✓
1
2
W2(Pt gdx, Pshdx)

◆2
 e�R(t+s) s R

m

✓
1
2
W2(gdx, hdx)

◆2

+
m
R

⇣
1� e�R(s+t)

⌘ �pt �
p
s
�2

2(t + s)

(1.5)
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for all s, t > 0 and all probability densities g, h. Here sr (x) = sin(
p
r x)/

p
r

if r > 0, sr (x) = sinh(
p

|r |x)/
p

|r | if r < 0 and s0(x) = x , hence recover-
ing (1.3) when R = 0. Both inequalities (1.4) and (1.5) are extensions of (1.2)
and (1.3), taking the dimension into account.

Contraction properties with the same time have been derived in [11] for the Eu-
clidean heat equation in Rm , and then extended by the third author in [14] to a
compact Riemannian manifold. Let Entdxh =

R
h log h dx be the entropy of a

probability density h. Then the CD(R,m) condition implies that

W 2
2 (Pt gdx, Pthdx)  e�2Rt W 2

2 (gdx, hdx)

�
2
m

Z t

0
e�2R(t�u)(Entdx Pug � Entdx Puh)2du

for all t > 0 and all probability densities g, h. This bound has also been proved
in [11] for the Markov transportation distance instead of the W2 distance. This
distance differs from W2 and has actually been tailored to Markov semigroups and
the Bakry-Émery 02 calculus. Dimensional contraction properties for aWasserstein
distance defined with an adapted cost have also been derived in [29].

In this paper we derive diverse same time contraction inequalities under a gen-
eral CD(R,m) curvature-dimension condition, and in fact prove that they are all
equivalent to this condition. The results and the proofs will be given in the two set-
tings of a smooth Riemannian manifold and of a more general Riemannian energy
measure space, which is introduced in [6] and closely related to the so-called RCD
metric measure spaces (see [5] and also [1, 13]).

The paper is organized as follows. In Section 2, we state and explain the con-
text of our main result, Theorem 2.1. In Section 3, we present the strategy of our
proof, motivated by the elementary gradient flow approach in Euclidean space. The
main issue, from the weakest contraction to the curvature-dimension condition, is
proved on a Riemannian manifold in Section 4, and on a Riemannian energy mea-
sure space in Section 5. The general strategy is the same in both settings, and it
could seem redundant to give both proofs. However the proof in the Riemannian
setting is rather simpler, presents the most important steps of the argument and thus
gives a way to get it in a more general space. We believe that it is an opportunity
to emphasize, in our example, the main issues arising in transferring a proof in the
Riemannian setting to the abstract measure space setting. Indeed, there, regularity
is no more available “for free”, and our proof will crucially use a whole panel of
powerful tools developed by L. Ambrosio, N. Gigli, G. Savaré, K.-T. Sturm and
coauthors to overcome this difficulty, in particular localization and mollification by
semigroup.

The easier implications in Theorem 2.1 are directly proved on a Riemannian
energy measure space in Section 5. The last section gives a new and simple deriva-
tion of a classical entropy-energy inequality, as well as dimensional HWI inequal-
ities: for this we start from our contraction inequalities instead of the curvature-
dimension condition, as in earlier works.
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2. Main result

Our main theorem states that, in a quite general framework, a curvature-dimension
condition is equivalent to same time Wasserstein distance contraction inequalities.

Let (X, d) be a Polish metric space, P(X) be the set of Borel probability mea-
sures on X and P2(X) be the set of all µ 2 P(X) such that

R
d(x0, x)2 dµ(x) < 1

for some x0 2 X. The (quadratic) Wasserstein distance between ⌫1 and ⌫2 in P2(X)
is defined by

W2(⌫1, ⌫2) = inf
⇡

sZZ
d(x, y)2 d⇡(x, y),

where the infimum runs over all probability measures ⇡ on X ⇥ X with marginals
⌫1 and ⌫2.

A fundamental tool is the Kantorovich dual representation: for ⌫1, ⌫2 2 P2(X),

W 2
2 (⌫1, ⌫2)

2
= sup

 

⇢Z
Q d⌫1 �

Z
 d⌫2

�
. (2.1)

Here the supremum runs over all bounded Lipschitz functions  (in this case [26,
Theorem 5.10] can be extended to Lipschitz instead of continuous functions, see
[17, Remark 3.6]) and Q is the inf-convolution of  , defined on X by

Q (x) = inf
y2X

(

 (y) +
d(x, y)2

2

)

.

TheWasserstein space (P2(X),W2) is described in the reference books [2] and [26].
We shall define the entropy Entµ f of a probability density f with respect to a
(finite or not) measure µ by Entµ f =

R
f log f dµ if f (log f )+ 2 L1(µ) and 1

otherwise.
Our result will be stated in the two settings of a Riemannian Markov triple

(M, µ,0) (RMT in short), and a Riemannian energy measure space (X, ⌧, µ,E)
(REM in short). These settings will be described in detail in Sections 4 and 5
respectively. A REM space is a particular metric measure space, developed in [6].
A RMT is a smooth Riemannian manifold equipped with a weighted Laplacian
(see [8]) and is a particular example of REM space.

Even if a RMT is a REM space we prefer to state and prove our result in
both settings since the argument is a little simpler in the Riemannian case. We also
believe that it emphasizes the main difficulties when generalizing a result from a
smooth setting to an abstract metric measure space. In both spaces, (Pt )t>0 denotes
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the associated Markov semigroup. It is defined through the weighted Laplacian in
the RMT case, and through the Dirichlet form in the REM case.

The CD(R,m) curvature-dimension condition is defined using the Bochner
inequality (1.1) in a Riemannian manifold and in a weak form in a metric measure
space (see Definitions 4.1 and 5.1).

Recall finally that for r 2 R the map sr is defined on R by

sr (x) =

8
><

>:

sin(
p
r x)/

p
r if r > 0

sinh(
p

|r | x)/
p

|r | if r < 0
x if r = 0.

Theorem 2.1 (Equivalence between contractions andCD(R,m) condition). Con-
sider a RMT or REM space as in Sections 4 and 5, with (finite or not) reference
measure µ and associated semigroup (Pt )t>0. Let R 2 R and m > 0. Then the
following properties are equivalent:
(i) The CD(R,m) (or weak CD(R,m) in a REM space) curvature-dimension

condition holds;
(ii) For any t > 0 and any probability densities g, h with respect to µ, there holds

s R
m

✓
1
2
W2(Pt gµ, Pthµ)

◆2
 e�2Rt s R

m

✓
1
2
W2(gµ, hµ)

◆2

� 2m
Z t

0
e�2R(t�u) sinh2

✓
EntµPug � EntµPuh

2m

◆
du;

(2.2)

(iii) For any t > 0 and any probability densities g, h with respect to µ,

W 2
2 (Pt gµ, Pthµ)  e�2RtW 2

2 (gµ, hµ)

�
2
m

Z t

0
e�2R(t�u) �EntµPug � EntµPuh

�2 du.
(2.3)

See Theorems 4.3 and 5.3 for a more precise framework of Theorem 2.1.
A bound with the same additional term as in (ii) has also been derived in [10]

for some specific instances of symmetric Fokker-Planck equations inRm , for which
the generator only satisfies a CD(R,1) condition. Combined with a deficit in the
Talagrand inequality, it has led to refined convergence estimates on the solutions.

The more difficult (iii) ) (i) is proved in both RMT and REM spaces, in
Sections 4 and 5 respectively. The easier (i) ) (ii) ) (iii) are directly proved on
a REM space in Section 5.

3. Strategy of the proofs

3.1. Example of a gradient flow inRdRdRd

Let us first present the easiest case of a smooth gradient flow in Rd . There we shall
see that the equivalence between the contraction inequality (2.3) and the CD(R,m)



850 FRANÇOIS BOLLEY, IVAN GENTIL, ARNAUD GUILLIN AND KAZUMASA KUWADA

curvature-dimension condition is natural. It gives a way to understand the general
case.

Let F : Rd ! R be a C2 smooth function, and let (Xt )t>0 be a gradient flow
for the function F , that is, a solution to the differential equation

dXt
dt

= �rF(Xt ). (3.1)

Following [13], the function F satisfies aCD(R,m) curvature-dimension condition
for R 2 R andm > 0 if for any x, h 2 Rd , the map [0, 1] 3 s 7! '(s) = F(x+sh)
satisfies the convexity inequality

'00(s) > R||h||2 +
1
m
�
'0(s)

�2
. (3.2)

Here || · || is the Euclidean norm in Rd . Since the path (x + sh)s2[0,1] is a geodesic
between x and x+h, this means that F satisfies a (R,m)-convexity condition along
geodesics.

Let now (Xt )t>0 and (Yt )t>0 be two solutions to (3.1) with initial conditions
X0 and Y0 respectively. Let also 't (s) = F(Xt + s(Yt � Xt )), so that '0

t (s) =
rF(Xt + s(Yt � Xt )) · (Yt � Xt ). Then the function 3(t) = ||Xt � Yt ||2 satisfies

30(u) = �2(Xu � Yu) · (rF(Xu) � rF(Yu)) = �2
Z 1

0
'00
u (s)ds.

If now the function F satisfies the above CD(R,m) condition (3.2), then

30(u)�2R||Xu � Yu ||2 �
2
m

Z 1

0

�
'0
u(s)

�2du�2R3(u)�
2
m

('u(1) � 'u(0))2

by the Cauchy-Schwarz inequality. Integrating over the interval [0, t], we get

||Xt � Yt ||2  e�2Rt ||X0 � Y0||2 �
2
m

Z t

0
e�2R(t�u)(F(Xu) � F(Yu))2du. (3.3)

Conversely, let us assume that the gradient flow driven by F satisfies the prop-
erty (3.3) for any t > 0 and any initial conditions X0 and Y0. Then F satisfies the
CD(R,m) condition (3.2). For, taking the time derivative of (3.3) at t = 0 implies

�(X0 � Y0) · (rF(X0) � rF(Y0))  �R||X0 � Y0||2 �
1
m

(F(X0) � F(Y0))2.

Let then x, h inRd and s 2 [0, 1] be fixed. A Taylor expansion for Y0 = x+(s+")h
tending to X0 = x + sh (along a geodesic), so for " ! 0, gives

�h · r2F(x + sh)h  �R||h||2 �
1
m

(rF(x + sh) · h)2.

This is exactly the CD(R,m) condition (3.2).
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Let us observe that inequality (3.3) is exactly (2.3) when replacingRd with the
space of probability densities, the Euclidean norm with the Wasserstein distance,
F with the entropy, (Xt )t>0 with the semigroup (Pt )t>0 and the CD(R,m) con-
dition (3.2) with the corresponding Bakry-Émery condition, which is equivalent to
the (R,m)-convexity of the entropy (see [13]). Of course, this computation is nat-
ural since the considered evolution is the gradient flow of the entropy with respect
to the Wasserstein distance, see [2, 16].

We now want to mimic the above proof for a smooth gradient flow on Rd to
the setting of a general semigroup on (P2(X),W2). As here in the smooth case, we
shall see in the coming section that geodesics play a fundamental role.

3.2. How to adapt the gradient flow proof to the general case?

The most natural method to prove that a contraction inequality in Wasserstein dis-
tance, as in (1.2), implies a curvature condition is to use close Dirac measures as
initial data (see, e.g., [9]). In our case, this can not be performed since the entropy of
a Dirac measure is infinite. There seems to be hope since we consider the entropy
of the heat kernel in positive time, when it becomes finite. However, it does not
work again if we are on a homogeneous space. For instance, on Rd , the entropy of
the heat kernel pt (x, ·) does not depend on x and the dimensional corrective terms
in Theorem 2.1 vanish if we consider two Dirac measures as initial data.

To solve this issue we shall consider as initial data a probability density g (with
respect to µ) and a perturbation of it, both in sufficiently wide classes of functions.
The perturbation will be built by means of a geodesic in the Wasserstein space
(P2(X),W2). Of course the best way would be to consider directly a geodesic in
the Wasserstein space as it was first used in [16]. In our general setting of a RMT
or a REM space, it is difficult to deal with such a geodesic due to the lack of
regularity. That is why we use a “smooth” modification of a geodesic path. More
precisely, given such a g, we are looking for a path (gs)s>0 of probability densities
whose Taylor expansion for small s is a geodesic in P2(X) with a direction given
by a function f . We explain the idea on a RMT .

For that, consider the generator Lg = L + 0(log g, ·) (see (4.1) for the def-
inition of 0) with associated semigroup (Pgt )t>0. Given a direction function f ,
there are two ways of defining the path (gs)s>0, both admitting the same Taylor
expansion for small s:

• One can first consider the path gs = g(1 � sLg f ) for small s and a smooth
and compactly supported function f . The function gs is a smooth, bounded and
compactly supported perturbation of g. This path will be used on a RMT since
such functions are adapted to the Riemannian setting;

• One can also consider the path g̃s = g(1 + f � Pgs f ), again for s small and
“nice” f 2 L1(µ). The path (g̃s) has the same Taylor expansion as (gs) since
f � Pgs f = �sLg f + o(s). This path will be used on REM spaces. Indeed,
regularity of functions (such as gs above) is clearly a difficult issue in the setting
of metric measure spaces, andL1(µ) functions are much more adapted to them.
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By using the semigroup (Pgs )s�0 instead of the generator Lg, we can apply the
maximum principle which preserves (essential) boundedness of functions.

Remark 3.1. Let us see, formally and in the Euclidean space Rd , why the prob-
ability measure gsdx has the same first-order Taylor expansion as the geodesic in
the Wasserstein space. Let ⌫0 be a probability measure in Rd being absolutely con-
tinuous with respect to the Lebesgue measure,  : Rd ! R be a convex map,
and

⌫s = ((1� s)Id+ sr )#⌫0

for s 2 [0, 1]. The path (⌫s)s2[0,1] is a geodesic path between ⌫0 and ⌫1 in the
Wasserstein space, that is for any s, t 2 [0, 1],

W2(⌫s, ⌫t ) = |t � s|W2(⌫0, ⌫1).

Moreover, for any test function H : Rd ! R, and by a formal Taylor expansion
when s goes to 0,

Z
Hd⌫s =

Z
H((1� s)x + sr (x))d⌫0(x)

=
Z
[H(x) + srH(x) · (r (x) � x) + o(s)]d⌫0(x).

Assume now that d⌫0 = gdx for a function g. Then, by integration by parts as
in (4.4) below,

Z
Hd⌫s =

Z
Hd⌫0 � s

Z
H Lg( f ) d⌫0 + o(s) =

Z
H gsdx + o(s),

where f (x) =  (x) � |x |2/2.
In conclusion, the path (gs)s>0 appears as a (smooth) first-order Taylor expan-

sion of the W2-geodesic path (⌫s)s>0.
Observe that in a general setting we cannot expect a sufficient level of smooth-

ness of the Kantorovich potential  , even on a Riemannian manifold.

4. The Riemannian Markov triple context

In this section we prove the implication (iii)) (i) of Theorem 2.1 in the context of
a Riemannian manifold, in the form of Theorem 4.3 below.

4.1. Framework and results

Let (M,G) be a connected complete C1-Riemannian manifold. Let V be a C1

function on M and consider the Markov semigroup (Pt )t>0 with generator L =
1 � rV · r, where 1 is the Laplace-Beltrami operator. Let also dµ = e�V dx
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where dx is the Riemannian measure and 0 be the carré du champ operator, defined
by

0( f, g) =
1
2
(L( f g) � f Lg � gL f ) (4.1)

for any smooth f, g. We let 0( f ) = 0( f, f ) = |r f |2 where |r f | stands for the
length of r f with respect to the Riemannian metric G.

We assume that (M, µ,0) is a full Markov triple in a Riemannian manifold, as
in [8, Chapter 3], and in this work we call it a Riemannian Markov triple (RMT ). It
has to be mentioned that we need an additional hypothesis to obtain a full Markov
triple: the hypothesis proposed in [8, Chapter 3] is a uniform lower bound on the
Ricci curvature of M plus the Hessian of the function V : there exists a constant
⇢ 2 R such that RicG + r2V > ⇢Id. A more general statement will be given in
Section 5.

The measure µ is reversible with respect to the semigroup, that is, for any
t > 0, Pt is a self-adjoint operator in L2(µ). Moreover the integration by parts
formula Z

f Lg dµ = �
Z
0( f, g)dµ

holds for all f, g in the set C1
c (M) of infinitely differentiable and compactly sup-

ported functions onM. The generator L satisfies the diffusion property, that is, for
any smooth functions ', f, g,

L('( f )) = '0( f )L f + '00( f )0( f ),

or equivalently
0('( f ), g) = '0( f )0( f, g). (4.2)

In other words, the carré du champ operator is a derivation operator for each com-
ponent.

The map (x, t) 7! Pth(x) is simply the solution to the parabolic equation
@t u = Lu with h as the initial condition.
Definition 4.1 (CD(R,m) condition). Let R 2 R and m 2 (0,1]. We say that
the RMT (M, µ,0) satisfies a CD(R,m) curvature-dimension condition if

02( f ) > R0( f ) +
1
m

(L f )2

for any smooth function f, say in C1
c (M), where

02( f ) =
1
2
(L0( f ) � 20( f, L f )). (4.3)

Let us notice that m can be different from the dimension of the manifold M. The
CD(R,m) curvature-dimension condition is called the Bakry-Émery or 02 condi-
tion and has been introduced in [7] (see also the recent [8]).
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Example 4.2. On a d-dimensional Riemannian manifold (M,G)

• The operator L = 1 satisfies a CD(R,m) condition if m > d and the Ricci
curvature of the manifold is bounded from below by R;

• More generally, the operator L = 1 � rV · r satisfies a CD(R,m) condition
if m > d and

Ric+ Hess(V ) > R G +
1

m � d
rV ⌦ rV,

where Ric is the Ricci tensor of (M,G), see for instance [8, Section C6] (when
m = d then we need V = 0).

In a RMT , the following result gives the implication (iii)) (i) in Theorem 2.1:

Theorem 4.3. Let (M, µ,0) be a Riemannian Markov triple and (Pt )t>0 its asso-
ciated Markov semigroup. Let R 2 R and m > 0. If the inequality (2.3) holds for
any t > 0 and any smooth functions g, h on M with gµ, hµ in P2(M), then the
CD(R,m) condition of Definition 4.1 holds.

4.2. Proof of Theorem 4.3

It is based on the approximation of geodesics introduced in Section 3.2 (see Re-
mark 3.1), properties of the Hopf-Lax solution of the Hamilton-Jacobi equation,
and an adapted class of test functions.

Let f be in C1
c (M). Let also g be a smooth and positive function onM such

that gµ 2 P2(M),

Z
g | log g| dµ < 1 and

Z
0(g)
g

dµ < 1.

Let us define the generator Lg by

Lgh = Lh + 0(log g, h)

on smooth functions h. Since g > 0, then Lg is well defined on the set C1
c (M)

and Lgh 2 C1
c (M) for any h 2 C1

c (M). Moreover, the generator Lg satisfies
an integration by parts formula with respect to the probability measure gµ: for
h, k 2 C1

c (M) (one of them can be with non compact support)
Z
h Lgk gdµ = �

Z
0(h, k) gdµ. (4.4)

For any s > 0, let us define gs = g(1� sLg f ). The function Lg f is in C1
c (M), so

bounded, and we can let N = ||Lg f ||1. We shall frequently use the bounds (1 �
sN )g  gs  (1+sN )g. In particular gs > 0 for s < 1/N .Moreover

R
gsdµ = 1.

Hence, for s small enough, which we now assume, gsµ is in P2(M) with a smooth
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and positive density. The proof of Theorem 4.3 consists in applying (2.3) with gs
instead of f, dividing by 2s2 and letting s go to 0. For this we shall estimate the
three terms in the inequality.

A key tool is the Hopf-Lax semigroup defined on bounded Lipschitz functions
 by

Qs (x) := inf
y2M

(

 (y) +
d(x, y)2

2s

)

, s > 0, x 2M. (4.5)

The map x 7! Qs (x) is Lipschitz for every s > 0, and the map (s, x) 7! Qs (x)
satisfies the Hamilton-Jacobi equation

@s Qs +
1
2
|rQs |2 = 0, lim

s!0
Qs =  

in a sense given in [26, Theorem 22.46 and 30.30] for instance. We observe that
sQs( ) = Q1(s ) = Q(s ), so for s > 0 the Kantorovich duality (2.1) can be
written as

W 2
2 (⌫1, ⌫2)

2s2
=
1
s
sup
 

Z
Qs d⌫1 �

Z
 d⌫2

�
. (4.6)

Estimate on the term on the left-hand side of (2.3). Letting  = f in (4.6), we
obtain

W 2
2 (Pt gsµ, Pt gµ)

2s2
>
Z

Qs f Pt gs � f Pt g
s

dµ. (4.7)

Since f is Lipschitz, almost everywhere inM we have

lim
s!0

Qs f Pt gs � f Pt g
s

= �
1
2
0( f )Pt g � f Pt (gLg f )

by (vii’) in [26, Theorem 30.30]. But, by the definition of Qs f and since f is
bounded,

Qs f (x) = inf
y2B(x,

p
4sk f k1)

(

f (y) +
d(x, y)2

2s

)

.

Thus, for the Lipschitz seminorm k · kLip,

0 >
Qs f (x) � f (x)

s

> inf
y2B(x,

p
4sk f k1)\{x}

(
f (y) � f (x)
d(x, y)

d(x, y)
s

+
d(x, y)2

2s2

)

> �
1
2

sup
y2B(x,

p
4sk f k1)\{x}

✓
f (y) � f (x)
d(x, y)

◆2
> �

1
2
k f k2Lip

(4.8)
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(see also [26, page 585]). Moreover ||Qs f ||1  || f ||1, so, adding and subtracting
Qs f Pt g,

�
�
�
�
Qs f Pt gs � f Pt g

s

�
�
�
�  ||Qs f ||1 |Pt (gLg f )| + Pt g

f � Qs f
s



 

|| f ||1 ||Lg f ||1 +
|| f ||2Lip
2

!

Pt g.

The right-hand side is in L1(µ), so by the Lebesgue dominated convergence theo-
rem

lim inf
s!0

W 2
2 (Pt gsµ, Pt gµ)

2s2
>
Z ✓

�
1
2
0( f )Pt g � f Pt (gLg f )

◆
dµ.

Now, by reversibility of the measure µ and the integration by parts formula (4.4),
Z

f Pt (gLg f )dµ =
Z

Pt f Lg( f ) gdµ = �
Z
0( f, Pt f ) gdµ.

Thus we obtain our first estimate:

lim inf
s!0

W 2
2 (Pt gsµ, Pt gµ)

2s2
> �

1
2

Z
Pt (0( f ))gdµ +

Z
0( f, Pt f )gdµ. (4.9)

Estimate on the first term on the right-hand side. According to (4.6) we need
an upper bound on the quantities

R
Qs( )gsdµ �

R
 gdµ, independent of the

bounded Lipschitz function  .
First of all, for 0 < t < s,

d
dt

Z
Qt gt dµ =

Z 
�
1
2
0(Qt )(1� t Lg f ) � Qt Lg f

�
gdµ. (4.10)

This is justified by item (vii) in [26, Theorem 22.46 and 30.30] and the properties
that gµ 2 P(M), Lg f is bounded, ||Qt ||1  || ||1 and ||Qt ||Lip  || ||Lip
for any t .

Now the integration by parts formula (4.4) gives �
R
Qt Lg f gdµ =R

0(Qt , f )gdµ. Recall that Lg f is bounded and that we have let N = ||Lg f ||1.
For t < s < 1/N we obtain

d
dt

Z
Qt gt dµ 

Z 
�
1
2
0(Qt )(1� sN ) + 0(Qt , f )

�
gdµ

=
Z 

�
1� sN
2

0

✓
Qt �

1
1� sN

f
◆

+
1

2(1� sN )
0( f )

�
gdµ


1

2(1� sN )

Z
0( f )gdµ.
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Integrating over the set t 2 [0, s]:
Z
Qs gsdµ �

Z
 gdµ 

s
2(1� sN )

Z
0( f )gdµ.

Finally the Kantorovich duality (4.6) gives our second estimate:

lim sup
s!0

W 2
2 (gsµ, gµ)

2s2

1
2

Z
0( f )gdµ. (4.11)

Estimate on the second term on the right-hand side. Let u > 0 and let us compute
the limit of 1s

�
EntµPugs � EntµPug

�
when s goes to 0. First, for any s > 0,

d
ds
Pu(gs) log Pu(gs) = �(1+ log Pugs) Pu

�
gLg f

�
.

Then, for 0 < s < 1/N ,
�
�(1+ log Pugs)Pu(gLg f )

�
�  N Pug (1+ log(1+ N ) + | log Pu(g)|).

Forgetting the dimensional corrective term in (2.3), by the von Renesse-Sturm
theorem [27] the RMT satisfies a CD(R,1) condition. In particular, and sinceR
0(g)/g dµ < 1, one can use a local logarithmic Sobolev inequality [8, Theo-

rem 5.5.2] to deduce
R
Pug | log Pug| dµ < 1. In particular the right-hand side

in the last inequality is in L1(µ). Then, by the Lebesgue convergence theorem
and (4.4),

lim
s!0

EntµPugs�EntµPug
s

=�
Z
(1+ log Pug)Pu

�
gLg f

�
dµ

=�
Z
Pu(log Pug)Lg f gdµ=

Z
0(Pu(log Pug), f )gdµ.

By the Fatou lemma we obtain the third estimate:

lim sup
s!0

�
1
m

Z t

0
e�2R(t�u)


EntµPugs � EntµPug

s

�2
du

 �
1
m

Z t

0
e�2R(t�u)

✓Z
0(Pu(log Pug), f )gdµ

◆2
du.

(4.12)

Conclusion. Dividing the inequality (2.3) by 2s2, letting s go to 0 and using the
three estimates (4.9), (4.11) and (4.12), we get

�
1
2

Z
Pt0( f ) gdµ +

Z
0( f, Pt f )gdµ


e�2Rt

2

Z
0( f )gdµ �

1
m

Z t

0
e�2R(t�u)

✓Z
0(Pu(log Pug), f )gdµ

◆2
du.



858 FRANÇOIS BOLLEY, IVAN GENTIL, ARNAUD GUILLIN AND KAZUMASA KUWADA

This inequality is an equality when t = 0, and since f 2 C1
c (M), its derivative at

t = 0 implies

�
1
2

Z
L0( f ) gdµ+

Z
0( f, L f )gdµ  �R

Z
0( f )gdµ�

1
m

✓Z
0(log g, f )gdµ

◆2
.

Since
R
0(log g, f )gdµ =

R
0(g, f )dµ = �

R
gL f dµ and by definition of the

02 operator we get
Z
02( f )gdµ > R

Z
0( f ) gdµ +

1
m

✓Z
L f gdµ

◆2
(4.13)

for any f 2 C1
c (M) and any positive smooth probability density g with finiteR

g| log g|dµ and
R 0(g)

g dµ.
Inequality (4.13) appears as a weak form of the CD(R,m) condition. Again

from the CD(R,1) condition, it is a consequence of Wang’s Harnack inequality
(see [8, Theorem 5.6.1] and [28]) that there exist ↵0 > 0 and o 2M such that

Z
exp(�↵0d(o, x)2) dµ(x) < 1. (4.14)

Then, for given x 2 M, for any p > ↵0 the function gp defined by gp(y) =

Z pe�pd(x,y)2 for a normalisation constant Z p is such that gpµ 2 P2(X) andR
gp| log gp|dµ,

R
0(gp)/gpdµ < 1. Moreover (gp)p converges to the Dirac

measure �x at x , so replacing g by gp in (4.13) and letting p ! +1 we get

02( f ) > R0( f ) +
1
m

(L f )2

at any x 2 M and for any function f 2 C1
c (M). This is the CD(R,m) condition

as in Definition 4.1, and this finishes the proof of Theorem 4.3.

5. The Riemannian energy measure space context

In this section we prove Theorem 2.1 in the context of a Riemannian energy mea-
sure (REM) space. The proof goes along the same overall strategy as in the mani-
fold case of Section 4.2. However, to overcome the lack of differentiability, it will
require several tools and results from optimal transport and heat distributions on
metric measure spaces.

The framework is stated in Section 5.1. As an intermezzo, in Sections 5.2
and 5.3 we give the proofs of (i) ) (ii) ) (iii) in Theorem 2.1. The main impli-
cation (iii) ) (i) is stated and proved in Section 5.4, in the form of Theorem 5.3.
The path (g̃s)s>0 is constructed in Section 5.4.1, the three key estimates are given
in Section 5.4.2, finally the main proof is given in Section 5.4.3.
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5.1. Framework

As a natural framework, we state our result on a Riemannian energy measure space,
as introduced in [6]. Let (X, ⌧ ) be a Polish topological space and µ a locally fi-
nite Borel measure on X with a full support. Let (E,D(E)) be a strongly local
symmetric Dirichlet form on L2(µ). Let finally (Pt )t>0 be its associated semigroup
and L its generator, with domain D(L) ⇢ L2(µ). As for a Markov triple, see [8],
and since Pt is symmetric and sub-Markovian, we can extend Pt to a semigroup of
contractions on Lp(µ) for p 2 [1,1]. We also let E( f ) := E( f, f ) and

k f k2E := k f k2L2(µ)
+ E( f )

for f 2 D(E). In this work we assume that (X, ⌧, µ,E) is a Riemannian energy
measure space in the sense of [6, Definition 3.16]. A basic example of a REM
space is a Riemannian Markov triple as in Section 4. In this case, (E,D(E)) is
canonically defined by completion of ( f, f ) 7!

R
|r f |2 dµ. RCD spaces intro-

duced in [1, 5] are another important class of REM spaces. In this case, E/2 is
given by the L2-Cheeger energy functional. As we will see below, our REM space
becomes an RCD(R,1) space in an appropriate sense under one of the conditions
in Theorem 2.1 (see the argument in section 5.1 below): hence our argument falls
into the framework of a RCD space and it would make no difference to state or
to prove our result in the framework of a RCD space instead of a REM space.
However our conditions in Theorem 2.1 are described in terms of the Markov semi-
group (Pt )t>0 and its infinitesimal generator L , so we thought that the framework
of a REM space was natural and adapted, and preferred it rather than a RCD space
as a starting point.

To make this presentation concise, we prefer to state the crucial properties of
a REM space instead of its precise definition. Indeed the definition consists in
several notions, which will be used only indirectly through these properties:

• The intrinsic distance dE associated with (E,D(E)), in the sense of [6, Sec-
tion 3.3], becomes a distance function, further denoted d. It is compatible with
the topology ⌧ and the space (X, d) is complete [6, Definition 3.6] and length
metric [6, Theorem 3.10].

We let Lipb(X) denote the set of bounded Lipschitz functions on X (with respect to
d). Let |r f | : X ! R be the local Lipschitz constant of a Lipschitz function f on
X:

|r f |(x) := lim sup
y!x

| f (y) � f (x)|
d(x, y)

·

• E/2 coincides with the L2-Cheeger energy associated with d, defined for f 2
L2(µ) by

Ch( f ) := inf
⇢
lim inf
n!1

1
2

Z
|r fn|2dµ ; fn 2 Lipb(X), fn ! f inL2(µ)

�
.
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As a result, (E,D(E)) admits a carré du champ, i.e. there is a symmetric bilinear
map 0 : D(E) ⇥D(E) ! L1(µ) such that

E( f, g) =
Z
0( f, g) dµ.

As on smooth spaces, L and 0 satisfy the diffusion property (4.2). The coinci-
dence of E/2 and the Cheeger energy makes many connections between d and
0. For instance, D(E) \ Lipb(X) is dense in D(E) with respect to k · kE . In
addition,

0( f )  |r f |2 µ-a.e. (5.1)

for any Lipschitz f 2 D(E). See [6, Theorem 3.12] and [6, Theorem 3.14] for
all these facts.

Note that D(E) \ L1(µ) is an algebra and 0 satisfies the Leibniz rule:

0( f g, h) = f 0(g, h) + g0( f, h) for f, g 2 D(E) \ L1(µ) and h 2 D(E).

We state further assumptions for our main theorem. Fix a reference point o 2 X.

Regularity assumption.

(Reg1) There is ↵0 > 0 such that (4.14) holds.
(Reg2) (X, ⌧ ) is locally compact.

Assumption (Reg1): is equivalent to the condition (MD.exp) in [6] (see, e.g., the
comments after Equation (3.13) in [6]). This integrability condition yields the con-
servativity of Pt , i.e. Z

Pt f dµ =
Z

f dµ

for f 2 L1(µ) (see [6, Theorem 3.14]). This is equivalent to Pt1 = 1 µ-a.e,
that is, the semigroup is Markovian (instead of sub-Markovian). In fact (4.14) is
a nearly optimal condition to ensure that the semigroup is conservative (see [3,
Remark 4.21]). Thus it is not restrictive.

Assumption (Reg2): implies that any closed bounded set in X is compact (see,
e.g., [12, Proposition 2.5.22]). Moreover, (X, d) is a geodesic space (see, e.g., [12,
Theorem 2.5.23]). As a result, (P2(X),W2) is also a geodesic space (see, e.g., [20,
Corollary 1 and Proposition 1]).

In this framework, we should be careful when defining the operator 02 in (4.3)
since 0( f ) may not belong to D(L) even for a sufficiently nice f . To avoid such
a technical difficulty, and following [6, Definition 2.4], we employ a weak form of
the CD(R,m) condition
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Definition 5.1 (Weak CD(R,m) condition). Let R 2 R and m > 0. We say that
the REM space (X, ⌧, µ,E) satisfies a weak CD(R,m) condition if, for all f 2
D(L) with L f 2 D(E) and all g 2 D(L) \ L1(µ) with g > 0 and Lg 2 L1(µ),
1
2

Z
0( f )Lg dµ�

Z
0( f, L f )g dµ > R

Z
0( f )g dµ+

1
m

Z
(L f )2g dµ. (5.2)

The proof of (iii) ) (i) (and also of (ii) ) (iii)) of Theorem 2.1 will need fur-
ther regularity properties on the space and semigroup, which will in fact be conse-
quences of (iii) (or (ii)).

Note indeed that (2.3) in (iii) yields a W2-contraction

W 2
2 (Pt gdµ, Pthdµ)  e�2RtW 2

2 (gdµ, hdµ) (5.3)

by neglecting the term involving m. Then, by [6, Corollary 3.18], (5.3) implies
a CD(R,1) condition in the sense of (5.2). This fact is very helpful for further
discussion in the sequel since it ensures regularity of the space in many respects.
As a regularization property of Pt , we have

Pth 2 Lipb(X) for h 2 L2(µ) \ L1(µ), t > 0 (5.4)

(see [6, Theorem 3.17]); more precisely, Pth has a version which belongs to
Lipb(X)). In addition, (X, d, µ) becomes an RCD(R,1) space (see [6, Theo-
rem 4.17]). Then, for a probability density h with respect to µ, ((Pth)µ)t>0 is a
gradient flow of Entµ in the sense of the R-evolution variational inequality [1, The-
orem 6.1]. As a consequence, we obtain the following properties:
• We can extend the action of Pt to ⌫ 2 P2(X) in the sense that Pt⌫ is a solution
to the R-evolution variational inequality and that Pt⌫ = (Pth)µ if ⌫ = hµ. In
particular, (Pt⌫)t>0 becomes a continuous curve in (P2(X),W2), see [1, Theo-
rem 6.1]. In addition, ⌫ 7! Pt⌫ is a continuous map from (P2(X),W2) to itself,
see [1, Equation (7.2)];

• Pt⌫ ⌧ µ for ⌫ 2 P2(X) and t > 0, and its density ⇢t satisfies Entµ⇢t 2 R. This
property is included in the definition of the R-evolution variational inequality,
see, e.g., [1, Definition 2.5]. Recall that, under (4.14), Entµ⇢ is well-defined
and Entµ⇢ 2 (�1,1] for ⇢ : X ! [0,1] with ⇢µ 2 P2(X), see, e.g., [3,
Section 7];

• There is a positive symmetric measurable function pt (x, y) such that Pt coin-
cides with the integral operator associated with pt , see [1, Theorem 7.1];

• For any bounded measurable h and ⌫ 2 P2(X), we have
Z
h dPt⌫ =

Z
Pth d⌫, (5.5)

see [6, Proposition 3.2]. By the monotone convergence theorem, we can extend
this identity to those h which are bounded only from below (or above);

• For any f 2 D(L) and h 2 D(E) we have the integration by parts formula
Z
0(h, f ) dµ = �

Z
h L f dµ. (5.6)
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5.2. Proof of (i)) (ii) in Theorem 2.1

In [13] M. Erbar, K.-T. Sturm and the fourth author of this paper have proved an
Evolutional variational inequality (EVI in short) in the REM spaces. Let g, h be
probability densities with respect to µ and let Um = exp(�Entµ·/m). Then, under
the weak CD(R,m) condition as in (i),

d
dt
s R
m

✓
1
2
W2(Pthµ, gµ)

◆2
+R s R

m

✓
1
2
W2(Pthµ, gµ)

◆2

m
2

✓
1�

Um(g)
Um(Pth)

◆
. (5.7)

But it is classical, see, e.g., [2], how to deduce a contraction property inW2 distance
between solutions (Pth)t>0 and (Pt g)t>0 from an EVI: one applies the EVI to the
curve (Pth)t>0 and Psg for a given s, and then (with the time variable s) to the
curve (Psg)s>0 and Pth for a given t ; then one adds both inequalities, takes t = s
and integrate in time. Then one obtains (ii).

To sum up, it turns out that the EVI (5.7) not only leads to the property (1.5),
as observed in [13], but also to the same-time contraction property (ii).

5.3. Proof of (ii)) (iii) in Theorem 2.1

We first observe that sinh2(x) > x2 for any x , so (ii) in Theorem 2.1 implies the
same bound with sinh2(x) replaced by x2 in the integral. Then the implication
(ii) ) (iii) is a consequence of the following result, which we prove in the general
context of a geodesic space.

Proposition 5.2. Let (Y, dY ) be a geodesic metric space, U : Y ! (�1,1] and
't : Y ! Y (t � 0) a one-parameter family of maps. Suppose that t 7! 't (y) is
continuous for all y 2 Y and U('t (y)) 2 R for all t > 0 and y 2 Y. Suppose also
that for y0, y1 2 Y and t > 0,

s R
m

✓
1
2
dY ('t (y0),'t (y1))

◆2
 e�2Rt s R

m

✓
1
2
dY (y0, y1)

◆2

�
1
2m

Z t

0
e�2R(t�u)(U('u(y0)) �U('u(y1)))2du.

(5.8)

Then

dY ('t (y0),'t (y1))2  e�2Rt dY (y0, y1)2

�
2
m

Z t

0
e�2R(t�u)(U('u(y0)) �U('u(y1)))2du.

Proof. We adapt the argument of [13, Proposition 2.22].Let (ys)s2[0,1]be a geodesic
from y0 to y1 in Y , and let t > 0 be fixed. For any n and 1  i  n, let xni =
dY ('t (y(i�1)/n),'t (yi/n)). Then

dY ('t (y0),'t (y1))2 

 
nX

i=1
xni

!2
 n

nX

i=1

�
xni
�2
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for any n. In particular

dY ('t (y0),'t (y1))2  lim sup
n!1

n
nX

i=1

�
xni
�2

.

Now, by neglecting the second term in the right-hand side of (5.8) and by geodesic
property,

s R
m

✓
xni
2

◆
 e�Rt s R

m

✓
1
2
dY (y(i�1)/n, yi/n)

◆
= e�Rt s R

m

✓
1
2n
dY (y0, y1)

◆
.

It follows, as in [13, (2.32)], that there exists a constant c such that xni  c/n for
large n and any 1  i  n.Moreover s R

m
(x)2 = x2� Rx4/(3m)+O(x6) as x tends

to 0, so that

lim sup
n!1

n
nX

i=1

�
xni
�2

= 4 lim sup
n!1

n
nX

i=1
s R
m

�
xni /2

�2
. (5.9)

As a consequence

dY ('t (y0),'t (y1))2

 4 lim sup
n!1

n
nX

i=1
s R
m

✓
1
2
dY ('t (y(i�1)/n),'t (yi/n))

◆2

 4 lim sup
n!1

✓
n

nX

i=1
e�2Rt s R

m

✓
1
2
dY (y(i�1)/n, yi/n)

◆2

�
1
2m

Z t

0
e�2R(t�u)n

nX

i=1

�
U('u(y(i�1)/n)) �U('u(yi/n))

�2du
◆

by assumption (5.8).
Then the conclusion follows from this estimate by using (5.9) with dY (y(i�1)/n ,

yi/n) in place of xni in the first term, and the Cauchy-Schwarz inequality in the
second term.

Let us return to the proof of (ii)) (iii) in Theorem 2.1. We first check that (2.2)
yields (5.3). As we derived (5.3) from (2.3), the estimate (2.2) yields

s R
m

✓
1
2
W2(Pthµ, Pt gµ)

◆2
 e�2Rt s R

m

✓
1
2
W2(hµ, gµ)

◆2
(5.10)

by neglecting the term involving m. From this inequality, we can extend Pt to a
map from P2(X) to itself, in a canonical way. Moreover, in (5.10) we can replace
hµ and gµ with any ⌫0, ⌫1 2 P2(X) respectively. Then we obtain (5.3) by a similar
argument as in Proposition 5.2. Thus, as discussed in Section 5.1, (X, d, µ) is an
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RCD(R,1) space and all properties at the end of Section 5.1 become available.
We remark that the extension of Pt given on the basis of (5.10) coincides with the
one given by the RCD(R,1) property.

Now we only need to show that Pt fulfills all the assumptions for 't in Propo-
sition 5.2 with (Y, dY ) = (P2(X),W2) and U = Entµ. Here we are extending the
definition of Entµ so that, for ⌫ 2 P2(X), Entµ⌫ = Entµd⌫/dµ if ⌫ ⌧ µ and
Entµ⌫ = 1 otherwise. By taking observations at the beginning of this section into
account, it suffices to prove that (2.2) implies

s R
m

✓
1
2
W2(Pt⌫0, Pt⌫1)

◆2
 e�2Rt s R

m

✓
1
2
W2(⌫0, ⌫1)

◆2

�
1
2m

Z t

0
e�2R(t�u)�EntµPu⌫0 � EntµPu⌫1

�2du

for ⌫0, ⌫1 2 P2(X) and t > 0. But this is true since P�⌫0, P�⌫1 ⌧ µ for any
� 2 (0, t), so that

s R
m

✓
1
2
W2(Pt⌫0, Pt⌫1)

◆2
 e�2R(t��) s R

m

✓
1
2
W2(P�⌫0, P�⌫1)

◆2

�
1
2m

Z t

�
e�2R(t�u)�EntµPu⌫0 � EntµPu⌫1

�2du

by (2.2) and the bound sinh2(x) > x2; moreover P�⌫i ! ⌫i in W2 as � # 0 for
i = 0, 1: this gives the assertion. Hence the proof of (ii) ) (iii) in Theorem 2.1 is
completed. ⇤

5.4. Proof of (iii)) (i) in Theorem 2.1

In this section we prove the main implication (iii) ) (i) in Theorem 2.1, in the
following form

Theorem 5.3. Let (X, ⌧, µ,E) be a Riemannian energy measure space satisfying
the above regularity assumptions (Reg1) and (Reg2). Let R 2 R and m > 0.

If inequality (2.3) holds for any t > 0 and probability densities g, h 2 L1(µ)
with gµ, hµ 2 P2(X), then the weak CD(R,m) condition of Definition 5.1 holds.

In particular, the conditions (ii) and (iii) in Theorem 2.1 are equivalent to the
weak CD(R,m) condition.

5.4.1. Construction of the path (g̃s)s>0

In this section, we build the path g̃s mentioned in Section 3.2, under (2.3). Recall
that (X, d, µ) is now an RCD(R,1) space as remarked at the end of Section 5.1.
For x 2 X and r > 0, we denote the open ball of radius r centered at x by Br (x).
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For this we first define g(= g̃0). We take g in a more tractable (but large
enough) class than the full class of Definition 5.1. Fix ↵ > ↵0 with ↵0 as in (4.14),
� 2 (0, 1) and g0 : X ! R Lipschitz with compact support. Let us define g as
follows:

g :=
1
Z

⇣
(1� �)g0 + � exp

⇣
�↵d(x, o)2

⌘⌘
(5.11)

where Z > 0 is a normalizing constant such that gµ 2 P(X). Note that (4.14)
yields gµ 2 P2(X). We fix g until the end of the proof of Proposition 5.10 below.
We can define the L2-Cheeger energy functional Eg/2 associated with d and the
probability measure gµ. Let D(Eg) be the set of f 2 L2(gµ) with Eg( f ) < 1.
Recall that D(Eg) is complete with respect to k · kEg .

To define the path (g̃s)s>0 we need the corresponding generator Lg, and for
this we show the following auxiliary lemma.

Lemma 5.4. In the above notation, D(E) ⇢ D(Eg) and

Eg( f ) =
Z
0( f )g dµ (5.12)

for f 2 D(E). In addition, (Eg,D(Eg)) is bilinear.

We do not know whether (5.12) is valid for any f 2 D(Eg). Thus we have to
be careful when we apply the integration by parts formula (4.4) for Lg.

Proof. The former assertion follows from [3, Lemma 4.11]. For the latter assertion,
take f, f̃ 2 D(Eg). For each n 2 N, take also �n 2 Lipb(X) with 0  �n  1,
� |Bn(o) ⌘ 1 and � |Bn+1(o)c ⌘ 0.

Since, for each n 2 N, g is bounded away from 0 on Bn(o), we have fn :=
f �n 2 D(E) by the locality of the Cheeger energy, see [3, Proposition 4.8 (b)]
and [3, Lemma 4.11]. Moreover, ( fn)n2N forms a Cauchy sequence with respect to
k·kEg and hence k fn� f kEg ! 0. By the same argument, we have k f̃n� f̃ kEg ! 0
for f̃n := f̃ �n . By (5.12), and recalling that 0 is symmetric bilinear, we have

Eg( fn + f̃n) + Eg( fn � f̃n) = 2
⇣
Eg( fn) + Eg( f̃n)

⌘
.

Therefore the conclusion holds by letting n ! 1.

By Lemma 5.4, (Eg,D(Eg)) is a closed bilinear form on L2(gµ). Hence there
are an associated L2-semigroup Pgt of symmetric linear contraction and its gener-
ator Lg. By [3, Proposition 4.8 (b)], Eg is sub-Markovian. Thus Pgt satisfies the
maximum principle, i.e. Pgt f  c if f  c for f 2 L2(gµ) and c 2 R. In addition,
Lipb(X) \ D(Eg) is dense in D(Eg) with respect to k · kEg . Note that we can de-
fine Pgt and Lg without bilinearity of Eg (see [3, Section 4] and references therein).
However, then they can be nonlinear and the integration by parts formula (4.4) may
not hold.
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Lemma 5.5. In the above notation:

(i) g 2 D(E) \ L1(µ) and log g 2 D(Eg);
(ii) D(L) ⇢ D(Lg).

Proof. (i) The first claim follows from (5.1) and (4.14). For the second one, note
that

Eg(log g) 
Z

|r log g|2g dµ.

It is the integrated form of (5.1) for Eg instead of E . Then the claim follows
from (4.14).

(ii) Let f 2 D(L) and h 2 D(Eg). Take hn 2 Lipb(X)\D(Eg) for n 2 N such
that khn � hkEg !0. By a truncation argument used in the proof of Lemma 5.4, we
may assume that each hn is supported on a bounded set, without loss of generality.
Then hn 2 D(E) \ L1(µ) and hence hng 2 D(E). Thus the Leibniz rule, the
assertion (i), (5.6) and (5.1) imply
�
�
�
�

Z
0(hn, f )g dµ

�
�
�
� =

�
�
�
�

Z
0(hng, f ) dµ �

Z
hn0(g, f ) dµ

�
�
�
�



�
�
�
�

Z
hn(L f )g dµ

�
�
�
�+

�
�
�
�

Z
hn0(log g, f )g dµ

�
�
�
�

 khnkL2(gµ)

 

kgk1kL f kL2(µ) +

�
�
�
�
�
|rg|2

g

�
�
�
�
�

1

E( f )1/2
!

.

The definition of g yields k|rg|2/gk1 <1. Thus there is C > 0 independent of h
and n such that

�
�Eg(hn, f )

�
�  CkhnkL2(gµ).

Here we used Lemma 5.4. By letting n ! 1, we can replace hn with h in this
inequality. Hence f 2 D(Lg) since h is arbitrary in D(Eg).

We can now define the path (g̃s)s>0. Let f 2 D(L) \ Lipb(X) with k f k1 
1/4. We fix f until the end of the following section, and observe that f 2 L2(gµ).
Then we let

g̃s := g
�
1+ f � Pgs f

�
. (5.13)

By the L1-bound on f and the maximum principle for Pgs , we have

1
2
g  g̃s  2g. (5.14)

In what follows, we may assume without loss of generality that Lg f is not identi-
cally 0. For, by (5.6) and Lemma 5.5,
Z
L f g dµ = �

Z
0( f, g) dµ = �

Z
0( f, log g)g dµ =

Z
Lg f log g g dµ. (5.15)



DIMENSIONAL CONTRACTIONS IN WASSERSTEIN DISTANCE 867

Thus, if Lg f is identically 0, then
R
L f g dµ = 0; hence (5.19) below holds in this

specific case (without the next section) since the CD(R,1) condition holds on our
RCD(R,1) space.

5.4.2. Three key estimates

The proof of Theorem 5.3 is based on (5.19) in Proposition 5.10 below. In turn, this
bound is based on the three key estimates in Lemmas 5.6, 5.7 and 5.9, which in the
manifold case of Section 4.2 correspond to (4.9), (4.11) and (4.12). The proofs are
a bit different since we use g̃s instead of gs .

The Hopf-Lax semigroup (Qs)s>0 given by (4.5) will again play a crucial role.
Required properties for Qs in this framework are given in [3, Section 3] or [4,
Section 3] for instance.

We begin with the first estimate, corresponding to (4.9):

Lemma 5.6 (First estimate).

lim inf
s!0

W 2
2 (Pt g̃sµ, Pt gµ)

2s2
> �

1
2

Z
Pt (|r f |2)g dµ +

Z
0( f, Pt f )g dµ.

Proof. It suffices to prove an lower bound on the right-hand side of (4.7). By a
rearrangement,
Z
Qs f Pt g̃s � f Pt g

s
dµ =

Z
Qs f � f

s
Pt (g̃s � g) dµ

+
Z
Qs f � f

s
Pt g dµ +

Z
f
Pt (g̃s � g)

s
dµ.

(5.16)

Since gµ 2 P(X), the Cauchy-Schwarz inequality yields s�1(g̃s � g) ! �g Lg f
in L1(µ). Thus the last term in (5.16) converges to �

R
f Pt (gLg f ) dµ. By Lem-

ma 5.4, and as in Section 4.2, this quantity is equal to the second term on the right-
hand side of the assertion. Moreover, by the general bound (4.8), the first term on
the right-hand side of (5.16) goes to 0. Finally, by (4.8) and the Lebesgue dominated
convergence theorem we conclude on the second term as in the Riemannian case of
Section 4.2. More precisely, we have

lim inf
s!0

Z
Qs f (x) � f (x)

s
Pt g(x) µ(dx)

> �
1
2
lim sup
s!0

Z
sup

y2B(x,
p
4sk f k1)\{x}

✓
f (y) � f (x)
d(x, y)

◆2
Pt g(x)µ(dx)

= �
1
2

Z
|r f |2Pt g dµ.

Thus the assertion holds.

Next lemma deals with the second estimate and corresponds to (4.11).
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Lemma 5.7 (Second estimate).

lim sup
s!0

W 2
2 (g̃sµ, gµ)

2s2


1
2(1� 2k f k1)

Z
0( f )g dµ.

Proof. Again, by the dual form (4.6), we need to bound
R
Qs g̃sdµ �

R
 gdµ

uniformly from above on the bounded Lipschitz functions  . We can assume
that  is moreover supported on a bounded set. Then the function (s1, s2) 7!R
Qs1( )g̃s2 dµ satisfies the assumption of [2, Lemma 4.3.4] since we have (5.14)

and kQs1 k1  k k1. Thus, instead of (4.10), we obtain

d
ds

Z
Qs( )g̃s dµ 

d
ds

Z
Qs( )g̃s0 dµ

�
�
�
�
s0=s

+
d
ds

Z
Qs0( )g̃s dµ

�
�
�
�
s0=s

=
Z 

�
1
2
|rQs |2

�
1+ f � Pgs f

�
� Qs Lg Pgs f

�
g dµ

for a.e. s > 0. Here the equality follows from [4, Theorem 3.6], the properties
kQs kLip < 1, kQs k1 < 1 and the Lebesgue dominated convergence the-
orem. Note that Qs 2 D(Eg) since Qs is Lipschitz with a bounded support.
Thus, by virtue of Lemma 5.4 and (5.1),

�
Z
Qs 

�
Lg Pgs f

�
g dµ = Eg

�
Qs , Pgs f

�

q
Eg(Qs )Eg

�
Pgs f

�



sZ
|rQs |2g dµ Eg

�
Pgs f

�
.

By combining this estimate with the last one, we obtain

d
ds

Z
Qs( )g̃s dµ 

1
2(1� 2k f k1)

Eg
�
Pgs f

�


1
2(1� 2k f k1)

Eg( f )

=
1

2(1� 2k f k1)

Z
0( f )g dµ.

Here the second inequality follows from the spectral decomposition for quadratic
forms and the equality follows from Lemma 5.4 again since f2D(L)⇢D(E). Thus
the conclusion follows by integrating this estimate, as in the proof of (4.11).

For the third estimate, we still require some preparation. We call C2(X) the set
of continuous functions  on X for which there exists C > 0 such that | (x)| 
C(1 + d(o, x)2). For  2 C2(X) and ⌫ 2 P2(X), we have  2 L1(⌫). By
assumption on g,  2 Lp(gµ) for any  2 C2(X) and p 2 [1,1). The following
lemma ensures integrability properties required in the proof of Lemma 5.9 below.
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Lemma 5.8. In the above notation:

(i)  gµ 2 P2(X) for any  2 L2(gµ) with  gµ 2 P(X);
(ii) log Pug 2 C2(X) for u > 0.

Proof. (i) Using Assumption (Reg1) and (5.11), this follows from
Z
d(o, x)2 (x)g(x) µ(dx) 

✓Z
d(o, x)4g(x) µ(dx)

◆1/2✓Z
 2g dµ

◆1/2
<1.

(ii) By (5.11) this is obvious for u = 0 and hence we consider the case u > 0. First
of all, log Pug is continuous on X since Pug > 0. Moreover, since (X, d, µ) is an
RCD(R,1) space, we have the log-Harnack inequality

Pu(log g)(o) �
Rd(x, o)2

2(e2Ru � 1)
 log Pug(x)  log kgk1

(see [6, Lemma 4.6] or [19, Proposition 4.1]). Moreover log g 2 C2(X) and Pu�o 2
P2(X) by the properties after (5.4), so we have

R
log g dPu�o = Pu(log g)(o) 2 R.

Thus log Pug 2 C2(X).

We recall characterizations of convergence inW2 for later use. Let ⌫n 2 P2(X),
n 2 N and ⌫ 2 P2(X). Then W2(⌫n, ⌫) ! 0 is equivalent to either of the following
(see, e.g., [26, Theorem 6.9]):

• ⌫n ! ⌫ weakly and
R
d(o, x)2⌫n(dx) !

R
d(o, x)2⌫(dx);

•
R
 d⌫n !

R
 d⌫ for any  2 C2(X).

We now turn to the third estimate.

Lemma 5.9 (Third estimate).

lim inf
s!0

1
s2

Z t

0
e�2R(t�u)⇥EntµPug̃s � EntµPug

⇤2du

>
Z t

0
e�2R(t�u)

Z
Pu
�
gLg f

�
log Pug dµ

�2
du.

Proof. By the Fatou lemma, it suffices to show that

lim inf
s!0


EntµPug̃s � EntµPug

s

�2
>
Z

Pu
�
gLg f

�
log Pug dµ

�2

for each u > 0. By (5.14) and since EntµPug 2 R, we have Pug̃s log Pug,
Pug log Pug 2 L1(µ). Moreover a2 > (a + b)2/(1+ �) � b2/� for � > 0 and

0  x log x � x + 1  (x � 1)2
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for x > 0, so

�
EntµPug̃s � EntµPug

�2 >
1

1+ �

✓Z
(Pug̃s � Pug) log Pug dµ

◆2

�
1
�

 Z
(Pug̃s � Pug)2

Pug
dµ

!2
.

By the Cauchy-Schwarz inequality for Pu ,

lim sup
s!0

1
s

Z
(Pug̃s � Pug)2

Pug
dµ  lim sup

s!0

1
s

Z
Pu

 
(g̃s � g)2

g

!

dµ

= lim sup
s!0

s
Z ��
�
�
Pgs f � f

s

�
�
�
�

2

g dµ = 0.

Since � > 0 is arbitrary, it suffices to show

lim
s!0

1
s

Z
Pu
�
g(Pgs f � f )

�
log Pug dµ =

Z
Pu
�
gLg f

�
log Pug dµ (5.17)

in order to complete the proof. Here the well-definedness of the right-hand side
is included in the assertion. Since r 7! r+ is 1-Lipschitz, s�1(Pgs f � f )+ =
(s�1(Pgs f � f ))+ converges to (Lg f )+ in L2(gµ) and hence in L1(gµ). By [3,
Theorem 4.16 (d)],

R
Lg f g dµ = 0. Hence k(Lg f )+kL1(gµ) > 0 since Lg f is not

identically 0 (as assumed at the end of Section 5.4.1). Thus k(Pgs f � f )+kL1(gµ) >

0 for sufficiently small s > 0. Let us now define ⌫ fs , ⌫
f
0 2 P(X) as follows:

⌫
f
s :=

(Pgs f � f )+
k(Pgs f � f )+kL1(gµ)

gµ, ⌫
f
0 :=

(Lg f )+
k(Lg f )+kL1(gµ)

gµ.

Then ⌫ fs ! ⌫
f
0 weakly in P(X) as s ! 0. Moreover, by (i) in Lemma 5.8, ⌫ fs 2

P2(X) for s > 0 since f, Pgs f, Lg f 2 L2(gµ). Furthermore W2(⌫
f
s , ⌫

f
0 ) ! 0 as

s ! 0 by the remark after Lemma 5.8: for
�
�
�
�

Z
d(o, ·)2d⌫ fs �

Z
d(o, ·)2d⌫ f0

�
�
�
�



✓Z
d(o, ·)4g dµ

◆1/2 ��
�
�

s
�
��Pgs f � f

�
+

�
�

L1(gµ)

(Pgs f � f )+
s

�
1

k(Lg f )+kL1(gµ)

(Lg f )+
�
�
�
�
L2(gµ)

! 0

as again s�1(Pgs f � f )+ ! (Lg f )+ in L2(gµ) (and hence in L1(gµ)).
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Then, likewise, Pu⌫
f
s 2 P2(X) for u, s > 0 and

lim
s!0

W2
⇣
Pu⌫

f
s , Pu⌫

f
0

⌘
= 0 (5.18)

by (5.3). By Lemma 5.8 again, log Pug 2 C2(X) and in particular log Pug 2
L1(Pu⌫ f0 ). Hence, by (5.18) and the remark after Lemma 5.8, we obtain

lim
s!0

1
s

Z
Pu
⇣
g
�
Pgs f � f

�
+

⌘
log Pug dµ

= lim
s!0

�
��Pgs f � f

�
+

�
�

L1(gµ)

s

Z
log Pug dPu⌫

f
s

= k(Lg f )+kL1(gµ)

Z
log Pug dPu⌫

f
0 =

Z
Pu
⇣
g
�
Lg f

�
+

⌘
log Pug dµ 2 R.

We can apply the same argument to (Pgs f � f )� instead of (P
g
s f � f )+ to show the

corresponding assertion. In particular, the integral in the right-hand side of (5.17)
is well-defined and these two claims yield (5.17).

5.4.3. Conclusion of the proof of Theorem 5.3

Let g be as in the last section, that is, given by (5.11). To proceed, we recall the no-
tion of semigroup mollification introduced in [6, Section 2.1]. Let  2 C1

c ((0,1))

with  > 0 and
R1
0 (r) dr = 1. For " > 0 and f 2 Lp(µ) with p 2 [1,1], we

define h" f by

h" f :=
1
"

Z 1

0
Pr f 

⇣r
"

⌘
dr.

It is immediate that kh" f � f kE ! 0 as " ! 0 for f 2 D(E). Moreover, for
f 2 L2(µ) \ L1(µ), h" f, L(h" f ) 2 D(L) \ Lipb(X). Here the latter one comes
from the following representation:

Lh" f = �
1
"2

Z 1

0
Pr f  0

⇣r
"

⌘
dr.

Proposition 5.10. Following the same assumptions as in Theorem 5.3, let f =
h" f0 for some " > 0 and f0 2 L2(µ) \ L1(µ). Then 0( f ) 2 D(E), and for g as
above

1
2

Z
0(0( f ), g) dµ+

Z
0( f, L f )g dµ�R

Z
0( f )g dµ�

1
m

✓Z
L f g dµ

◆2
. (5.19)

Proof. By assumption, f 2 D(L) \ Lipb(X). Moreover, 0( f ) = |r f |2 µ-a.e.
by [6, Theorem 3.17]. Let ⌘ > 0 be so small that ⌘k f k1  1/4. By applying
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Lemma 5.6, Lemma 5.7 and Lemma 5.9 to ⌘ f instead of f in (2.3),

�
⌘2

2

Z
Pt0( f ) g dµ + ⌘2

Z
0( f, Pt f )g dµ 

e�2Rt⌘2

2(1� 2⌘k f k1)

Z
0( f )g dµ

�
⌘2

m

Z t

0
e�2R(t�u)

✓Z
Pu((Lg f )g) log Pug dµ

◆2
du.

By dividing this inequality by ⌘2 and letting ⌘ ! 0,

�
1
2

Z
Pt0( f ) g dµ+

Z
0( f, Pt f )g dµ


e�2Rt

2

Z
0( f )g dµ �

1
m

Z t

0
e�2R(t�u)

✓Z
Pu
�
(Lg f )g

�
log Pugdµ

◆2
du.

(5.20)

By virtue of mollification by h", we have L f 2 D(E) and

d
dt

�
�
�
�
t=0

Z
0( f, Pt f )g dµ = �

1
"2

Z 1

0
 0
⇣r
"

⌘ Z
0( f, Pr f0)g dµdr

=
Z
0( f, L f )g dµ.

Note that 0( f ) 2 D(E) (hence the left-hand side of (5.19) is well-defined). This
fact follows from [24, Lemma 3.2] with the aid of mollification by h". Then, by
Lemma 5.11 below, we can differentiate (5.20) at t = 0 to obtain

1
2

Z
0(0( f ), g) dµ +

Z
0( f, L f )g dµ

 � R
Z
0( f )g dµ �

1
m

✓Z
(Lg f )g log g dµ

◆2

= � R
Z
0( f )g dµ �

1
m

✓Z
(L f )g dµ

◆2
.

Here we have used (5.15) also in the last equality. This is nothing but the desired
inequality.

Lemma 5.11. For  2 L2(gµ),

lim
u!0

Z
Pu( g) log Pug dµ =

Z
 g log g dµ.

Proof. We may assume  � 0 and  gµ 2 P(X) without loss of generality. Then
in particular  gµ 2 P2(X) by Lemma 5.8 (i). First of all,

Z
Pu( g)| log Pug| dµ < 1



DIMENSIONAL CONTRACTIONS IN WASSERSTEIN DISTANCE 873

by a similar argument as in Lemma 5.8. Thus
Z

Pu( g) log Pug dµ =
Z
 gPu(log Pug) dµ 

Z
 g log P2ug dµ

by the Fubini theorem and the Jensen inequality for Pu as integral operator. Now,
for each x , limu!0W2(Pu�x , �x ) = 0 by the remarks in the end of Section 5.1,
and g is bounded and continuous, so Pug(x) =

R
gdPu�x ! g(x). Moreover

log P2ug  log ||g||1 and  gµ is a probability measure, so by the Fatou lemma

lim sup
u!0

Z
Pu( g) log Pug dµ 

Z
 g log g dµ. (5.21)

For the opposite bound, again by the Jensen inequality for Pu ,
Z

Pu( g) log Pug dµ >
Z

Pu( g)Pu(log g) dµ =
Z
log gP2u( g) dµ.

Moreover log g is in C2(X) and W2(P2u( g)µ, gµ) ! 0 as u ! 0, again by
the remarks in the end of Section 5.1. Hence, by the remark after Lemma 5.8, we
obtain

lim inf
u!0

Z
Pu( g) log Pug dµ> lim

u!0

Z
P2u( g) log g dµ =

Z
 g log g dµ. (5.22)

Hence the conclusion follows from the combination of (5.21) and (5.22).

Now we are in turn to complete the proof of Theorem 5.3.

Proof of Theorem 5.3. The last crucial step consists in transforming (
R
(L f )g dµ)2

into
R
(L f )2g dµ which will be done by a localization procedure. Let f be as in

Proposition 5.10.
Remark first that, by letting � ! 0 in the definition (5.11), we obtain (5.19)

for g0 instead of the function g of (5.11). To put the square inside the integral
in (5.19), we need to localize this inequality, and thus we employ a partition of
unity. Let ⌘ > 0. Since L f 2 Lipb(X), we can take � > 0 sufficiently small so that
|L f (x)�L f (y)| < ⌘ for any x, y 2 Xwith d(x, y) < 4�. Since supp g0 is compact,
there is {xi }ni=1 ⇢ X such that supp g0 ⇢

Sn
i=1 B�(xi ) (note that we require the

regularity assumption (Reg2) only at this point). Let us define  ̃i (i = 1, . . . , n) by
 ̃i (x) := 0 _ (2� � d(xi , x)) and

 i (x) :=

8
>>><

>>>:

 ̃i (x)
nP

j=1
 ̃ j (x)

if  ̃i (x) 6= 0,

0 if  ̃i (x) = 0.



874 FRANÇOIS BOLLEY, IVAN GENTIL, ARNAUD GUILLIN AND KAZUMASA KUWADA

Then  i 2 Lip(supp g0), 0   i  1, supp i ⇢ B2�(xi ) and
Pn

i=1  i (x) = 1 for
x 2 supp g0. By applying (5.19) for  i g0/k i g0kL1(µ) instead of g0, we have

1
2

Z
0(0( f ), g0) dµ +

Z
0( f, L f )g0 dµ

=
nX

i=1

✓
1
2

Z
0(0( f ), i g0) dµ +

Z
0( f, L f ) i g0 dµ

◆

 � R
Z
0( f )g0 dµ �

1
m

nX

i=1

1
k i g0kL1(µ)

✓Z
(L f ) i g0 dµ

◆2
.

By the choice of � and { i }ni=1, with ⌘ < 1,

nX

i=1

1
k i g0kL1(µ)

✓Z
(L f ) i g0 dµ

◆2
> (1� ⌘)

nX

i=1
k i g0kL1(µ)L f (xi )

2 � ⌘

>(1� ⌘)

Z
(L f )2g0 dµ � ⌘ � 2⌘(1� ⌘)kL f k1.

By letting ⌘ ! 0,

�
1
2

Z
0(0( f ), g0) dµ�

Z
0( f, L f )g0 dµ > R

Z
0( f )g0 dµ+

1
m

Z
(L f )2g0 dµ.

Let now g 2 D(L) \ L1(µ) with g > 0 and Lg 2 L1(µ), as in Theorem 5.3.
By virtue of mollification by h", (5.1) and (5.4), we have 0( f ),0( f, L f ), (L f )2 2
L1(µ)\L1(µ). Thus we can replace g0 in the last inequality with g1 2 Lipb(X)\
D(E), by a standard truncation argument. Then we can replace g1 with g since
D(E) \ Lipb(X) is dense in D(E) with respect to k · kE .

Finally, we remove the mollification h". Let f 2 D(L) with L f 2 D(E) and
fn := (�n) _ f ^ n. Then we have, from the integration by parts formula (5.6),

1
2

Z
0(h" fn)Lg dµ �

Z
0(h" fn, Lh" fn)g dµ

>R
Z
0(h" fn)g dµ +

1
m

Z
(Lh" fn)2g dµ.

By virtue of mollification by h", kh" fn �h" f kE ! 0 and kLh" fn � Lh" f kE ! 0
as n ! 1. Thus we obtain (5.2) by letting n ! 1 and " ! 0 after it, with taking
Lh" f = h"L f into account.

6. Links with functional inequalities

A new proof of the entropy-energy inequality We now consider the case where
R > 0 and µ is a probability measure. It is classical that the CD(R,m) condition
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implies the entropy-energy inequality

Entµh 
m
2
log

✓
1+

1
mR

I (h)
◆

(6.1)

for any function h such that
R
hdµ = 1. Here I (h) =

R
0(h)/h dµ is the Fisher

information of h. This inequality is given in [8, Theorem 6.8.1] for instance, and
also in [13, Corollary 3.28] via the (R,m)-convexity of Entµ.

Inequality (6.1) improves upon the standard non dimensional logarithmic
Sobolev inequality Entµh  I (h)/2R, a consequence of the CD(R,1) condi-
tion. It leads for example to a sharp bound on the instantaneous creation of the
entropy of the heat semigroup in P2(X), namely

EntµPth 
m
2
log

1
1� e�2Rt

for all h and t > 0. For similar bounds, see also [13, Proposition 2.17] for a gradient
flow argument starting from the (R,m)-convexity of Entµ, and [10, Proposition 3.1]
for Fokker-Planck equations on Rm with R-convex potentials.

The two approaches of [8] and [13] are rather involved, and we now give a
formal (and below rigorous) and direct way of recovering (6.1) from the contraction
inequality (2.3) in Theorem 2.1 (which is equivalent to the CD(R,m) condition).
The key point is the (formal) identity

lim sup
�#0

W 2
2 (P�+t hµ, Pthµ)

�2
= I (Pth) (6.2)

(see, e.g., [22, Equation (26)]) and the classical identity d
duEntµPuh = �I (Puh).

Indeed, from inequality (2.3) and the Fatou lemma, for any 0  s < t ,

I (Pth) = lim sup
�#0

W 2
2 (Pt+�hµ, Pthµ)

�2
 e�2R(t�s) lim sup

�#0

W 2
2 (Ps+�hµ, Pshµ)

�2

�
2
m

Z t

s
e�2R(t�u) lim inf

�#0

✓
EntµPu+�h � EntµPuh

�

◆2
du

= e�2R(t�s) I (Psh) �
2
m

Z t

s
e�2R(t�u) I (Puh)2du.

This yields the differential inequality

d
dt
I (Pth)  �2R I (Pth) �

2
m
I (Pth)2

and then
I (Pth) 

mRI (h)
e2Rt (I (h) + mR) � I (h)

(6.3)
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by integration on [0, t]. The entropy-energy inequality (6.1) follows by further
integrating (6.3) on [0,+1) and using limt!1 EntµPth = 0.

Before making this argument rigorous we give a formal argument to (6.2) at
t = 0, alternative to [22]. For simplicity, assume that µ = dx is the Riemannian
measure and (Pt )t>0 is the heat semigroup associated with the Laplace-Beltrami
operator L = 1. Let h be a probability density with respect to dx . First

@s Ps�h + r · (ws Ps�h) = 0,

where ws = ��r log Ps�h. Then one can check that at the first order in �, the
couple (Ps�h, ws)s2[0,1] is optimal between P�hµ and hµ in the Benamou-Brenier
formulation (see [26, Chapter 7]). Hence

W 2
2 (P�hµ, hµ)

�2
=
Z 1

0

Z
|r log Ps�h|2Ps�h dµds + o(1) ! I (h), � ! 0.

Theorem 6.1. In a REM space as in Section 5, the contraction inequality (2.3)
implies the entropy-energy inequality (6.1).

Proof. Let h be a probability density with hµ 2 P2(X) and I (h) < 1, as we can
assume. Recall that (X, d, µ) is a RCD(R,1) space under our assumption (2.3).
Thus, by [3, Theorem 9.3 (i) and Theorem 8.5 (i)],

�
d
du
EntµPuh = I (Puh) = lim sup

�#0

W 2
2 (Pu+�hµ, Puhµ)

�2
(6.4)

for a.e. u 2 (0,+1). In particular, (6.2) holds almost everywhere and, proceeding
as above,

I (Pth)  e�2R(t�s) I (Psh) �
2
m

Z t

s
e�2R(t�u) I (Puh)2du (6.5)

for any t > s > 0 where (6.4) is valid.
We now prove that (6.5) holds for all t > s > 0. For this, set  (t) :=

e2Rt I (Pth). Then  is non-increasing on [0,1) by a standard argument: indeed,
by CD(R,1) with the self-improvement argument in [24], we have

p
0(Pth) 

e�Rt Pt (
p
0(h)) for all t > 0. It yields

0(Pth)
Pth

 e�2R(t�s)
�
Pt�s(

p
0(Psh))

�2

Pt�s(Psh)
 e�2R(t�s)Pt�s

✓
0(Psh)
Psh

◆
.

Thus the claim follows by integrating this inequality by µ. Moreover t 7! I (Pth)
is lower semi-continuous (see, e.g., [3, Lemma 4.10]). Thus  is lower semi-
continuous and non-increasing on [0,1), so also right-continuous. This implies
that (6.5) holds for t > s > 0.
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Let now � > 0. By dividing (6.5) by e�2Rt ( (t)+�)( (s)+�), for t > s > 0,

2
m( (s) + �)( (t) + �)

Z t

s
e�2Ru (u)2 du 

1
 (t) + �

�
1

 (s) + �
· (6.6)

We claim

2(1� �)

m

Z t

0
e�2Ru

✓
 (u)

 (u) + �

◆2
du 

1
 (t) + �

�
1

 (0) + �
(6.7)

for any t 2 [0,1). For the proof of the claim, we let J be the subset of t 2 [0,1)
satisfying (6.7) and prove J = [0,1). First, 0 2 J obviously holds and hence
J 6= ;. Second, if t 2 J and t 0 2 (t,1) with t 0 � t sufficiently small, then t 0 2 J .
Indeed, by the right continuity of  , we have  (u) + � > (1 � �)( (t) + �) for
any u > t being sufficiently close to t . We take t 0 > t so that this holds for all
u 2 (t, t 0). Thus (6.7) for this t , (6.6) and  being non-increasing yield

2(1� �)

m

Z t 0

0
e�2Ru

✓
 (u)

 (u) + �

◆2
du


1

 (t) + �
�

1
 (0) + �

+
2

m( (t) + �)( (t 0) + �)

Z t 0

t
e�2Ru (u)2 du


1

 (t 0) + �
�

1
 (0) + �

and hence t 0 2 J . Third, J is closed under increasing sequences. That is, for any
bounded increasing sequence (tn)n2N in J , then limn!1 tn 2 J . This property
follows from the fact that  is lower semi-continuous. Now these three properties
imply J = [0,1) and hence the claim holds.

Finally we obtain (6.3) for all t > 0 by taking � # 0 and rearranging terms
in (6.7). But

Entµh � EntµPth =
Z t

0
I (Psh)ds (6.8)

for all t by [3, Theorem 9.3 (i) and 8.5 (i)] again. Hence integrating (6.3) in t
concludes the proof.

A dimensional HWI type inequality For R being 0 or negative, no logarithmic
Sobolev inequality for µ holds in general, and following [22] it can be replaced by
a HWI interpolation inequality with an additional W2 term: this is inequality giving
an upper bound on the entropy H in terms of the distance W2 and the Fisher infor-
mation I . As above, let us see how to derive a dimensional form of this inequality
from the contraction property (2.2) in Theorem 2.1.

In a REM space as in Section 5, with a reference measure µ in P2(X), assume
the contraction property (2.2) with R = 0. Let g, h such that gµ, hµ 2 P2(X),
I (h) < 1 and gµ has bounded support. Recall first that (X, d, µ) is a RCD(0,1)
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space under our assumption (2.2). In particular I (Pth)  I (h) for all t > 0.
Then [1, Theorem 6.3] and the Cauchy-Schwarz inequality yield

1
2
d
dt
W 2
2 (Pthµ, gµ) > �W2(Pthµ, gµ)

p
I (Pth)

for almost every t > 0. In particular

1
2
W 2
2 (Pthµ, gµ) �

1
2
W 2
2 (hµ, gµ) > �

Z t

0
W2(Pshµ, gµ)

p
I (Psh) ds

> �
Z t

0
W2(Pshµ, gµ)

p
I (h) ds

for all t > 0.
If now g converges to 1 in such a way that gµ converges to µ in the W2 dis-

tance, then using the triangular inequality
�
�W2(Pshµ, gµ) � W2(Pshµ,µ)

�
�  W2(gµ,µ)

for any 0  s  t one can pass to the limit above, leading to

1
2
W 2
2 (Pthµ,µ) �

1
2
W 2
2 (hµ,µ) > �

Z t

0
W2(Pshµ,µ)

p
I (h) ds.

Now by (2.2) the left-hand side is bounded from above by

�4m
Z t

0
sinh2

✓
EntµPsh
2m

◆
ds.

Finally s 7! W2(Pshµ,µ) and s 7! EntµPsh are continuous on [0, t], so one can
let t go to 0 and obtain

sinh2
✓
Entµh
2m

◆


1
4m

W2(hµ,µ)
p
I (h). (6.9)

In [13], they proved the HW I inequality

exp
✓
Entµg1 � Entµg0

m

◆
 1+

1
m
W2(g1µ, g0µ)

p
I (g1),

and we can obtain (6.9) also from this inequality by considering the cases (g0, g1) =
(h, 1) and (g0, g1) = (1, h) in this inequality and summing them up. The inequality
obtained in the case (g0, g1) = (1, h) is in fact better than (6.9) (and has the same
behaviour for large Entµh).
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Here is a possible application of (6.9): in the above notation and assumptions
(with R = 0), there exists a positive numerical constant C such that

EntµPth 
m
2
max

(

C, log
W 2
2 (hµ,µ)

mt

)

, t > 0

for all h with hµ 2 P2. This bound is a consequence of (6.8), (6.9) with Pth instead
of h, the bounds W2(Pthµ,µ)  W2(hµ,µ) and sinh4(x) > e4x/32 for x large
enough.

For short time, this gives a regularization bound of the entropy asm/2 log(1/t),
which is exactly the behaviour observed above for R > 0, and also for the heat ker-
nel on Rm ; it also improves on the corresponding bound m log(1/t) in [13, Propo-
sition 2.17, (ii)].
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