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Asymptotic estimates and compactness
of expanding gradient Ricci solitons

ALIX DERUELLE

Abstract. We first investigate the asymptotics of conical expanding gradient
Ricci solitons by proving sharp decay rates to the asymptotic cone both in the
generic and in the asymptotically Ricci flat case. We then establish a compactness
theorem concerning nonnegatively curved expanding gradient Ricci solitons.

Mathematics Subject Classification (2010): 53C44 (primary); 35K65 (sec-
ondary).

1. Introduction

The Ricci flow, introduced by Hamilton in the early eighties, is a nonlinear heat
equation on the space of metrics of a given manifold, modulo the action of diffeo-
morphisms and homotheties. Therefore, one expects the Ricci flow to smooth out
singular geometric structures. We consider here the smoothing of metric cones over
smooth compact manifolds by expanding self-similarities of the Ricci flow. More
precisely, we recall that an expanding gradient Ricci soliton is a triplet (M, g,r f )
where f : M ! R is a smooth function such that

r
2 f = Ric(g) +

g
2
.

At least formally, one can associate a Ricci flow solution by defining g(⌧ ) := (1+

⌧ )�⇤

⌧ g where (�⌧ )⌧>�1 is the one-parameter family of diffeomorphisms generated
by the vector field �r

g f/(1+ ⌧ ).
Let us describe a first class of nontrivial examples, i.e. non-Einstein, of Ricci

expanders discovered by Bryant [6, Chapter 1]: it is a one-parameter family of
rotationally symmetric metrics (gc)c>0 on Rn whose asymptotic cones (in the Gro-
mov sense) are the metric cones (C(Sn�1), dr2 + (cr)2gSn�1), with c 2 R⇤

+
, where
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(Sn�1, gSn�1) is the Euclidean sphere of curvature 1. The metrics gc have posi-
tive curvature operator if c < 1 and are negatively curved if c > 1. The metric
cone (C(Sn�1), dr2 + (cr)2gSn�1) is both the asymptotic cone of (M, gc) and the
singular initial condition of the associated Ricci flow at time ⌧ = �1. Such a phe-
nomenon has been generalized at least in two directions. In the positively curved
case, Schulze and Simon [24] have shown that most of the asymptotic cones of non
collapsed Riemannian manifolds are smoothed out by Ricci gradient expanders.
On the other hand, Chen and the author [7] proved that any Ricci gradient expander
with quadratic curvature decay has a unique asymptotic cone (C(X), dr2 + r2gX ),
where X is a smooth compact manifold and gX is a C1,↵ metric for any ↵ 2 (0, 1).

The main purpose of this article consists in understanding how the geometry
of the link (X, gX ) is reflected globally or asymptotically on the Ricci soliton. We
describe first the asymptotics of Ricci expanders. We recall the definition of a
gradient Ricci expander being asymptotically conical.
Definition 1.1. An expanding gradient Ricci soliton (M, g,r f ) is asymptotically
conical to (C(X), gC(X) := dr2 + r2gX , r@r/2) if there exists a compact K ⇢ M ,
a positive radius R and a diffeomorphism � : M \ K ! C(X) \ B(o, R) such that

sup
@B(o,r)

|r
k(�⇤g � gC(X))|gC(X) = O( fk(r)), 8k 2 N, (1.1)

f (��1(r, x)) =

r2

4
, 8(r, x) 2 C(X) \ B(o, R), (1.2)

where fk(r) = o(1) as r ! +1.
Condition (1.1) is one of the classical definitions of asymptotically conical

metrics (e.g., in [23] with Schauder norms instead) and condition (1.2) taken from
[8] reflects the compatibility with the expanding structure.

We are mainly interested in the following situations: either the convergence is
polynomial at rate ⌧ , i.e. fk(r) = r�⌧�k for some positive ⌧ and any nonnegative
integer k, or the convergence is exponential at rate ⌧ , i.e. fk(r) = r�⌧+ke�r2/4 for
any nonnegative integer k.

The first main result of this paper is the following:

Theorem 1.2. Let (M, g,r f ) be an expanding gradient Ricci soliton such that,
for some p 2 M ,

lim sup
x!+1

rp(x)2+i |ri Ric(g)|(x) < +1, 8k 2 N.

Then there exists a unique metric cone over a smooth compact manifold (C(X),dr2+
r2gX ) with a smooth metric such that (M, g,r f ) is asymptotic to (C(X), dr2 +

r2gX , r@r/2) at polynomial rate ⌧ = 2. In particular, it shows that

lim sup
x!+1

rp(x)2+i |ri Rm(g)|(x) < +1, 8i 2 N.
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See [7, Theorem 1.2] and [23, Theorem 4.3.1] for earlier and related results. This
rate is sharp regarding the existing examples: the Bryant examples or the Ricci
expanders built by Feldman-Ilmanen-Knopf [14] on the negative line bundle
(L�k, gk,p)k,p with k, p2N⇤ coming out of the cone (C(S2n�1/Zk), i@@̄(|z|2p/p)),
where Zk acts on Cn by rotations.

Theorem 1.2 shows the existence and uniqueness of an asymptotic cone. This
comes essentially from the use of theMorse flow associated to the potential function
f : see the introduction of [7] for references of counterexamples in case one drops
the expanding structure.

Finally, Theorem 1.2 holds for Ricci shrinkers, i.e. triplets (M, g,r f ) such
that Ric(g)+r

2 f = g/2. As shrinkers are ancient solutions to the Ricci flow, local
Shi’s estimates [9, Chapter 6] imply immediately the corresponding decay of higher
covariant derivatives of the curvature tensor in case the curvature tensor decays
quadratically at infinity. This does not hold for Ricci expanders as the recent paper
[13] shows: there exist asymptotically conical Ricci expanders with low regularity
(C2,↵) at infinity. That is why we insist in Theorem 1.2 and in the remaining part of
this paper on appropriate covariant derivatives decay of the curvature tensor.

Now, if the curvature tensor of the link X satisfies some elliptic constraints, we
expect to get faster convergence to the asymptotic cone or at least a faster conver-
gence of some tensor made out of the curvature tensor of the Ricci expander. In-
deed, for Ricci expanders, there is a one-to-one correspondence between the asymp-
totic cone (in the Gromov-Hausdorff sense) and the singular initial condition of the
corresponding Ricci flow: see the introduction of [13] for an explanation. There-
fore, the smoother the initial condition (or the asymptotic cone) is, the faster the
convergence rate to the initial condition will be.

The second main result of this paper is:

Theorem 1.3. Let (Mn, g,r f ) be an expanding gradient Ricci soliton. Assume

lim
+1

r2p Ric(g) = 0.

(1) Then, rk Ric(g) = O( f 1+
k�n
2 e� f ), for any k � 0;

(2) (M, g,r f ) is asymptotic to a smooth Ricci flat metric cone (C(X), dr2+r2gX )
at exponential rate ⌧ = n;

(3) If the scalar curvature is positive then

inf
M

f n/2�1e f Rg

� C(n, sup
Mn
Rg, sup

Mn
f Rg)min

⇢
lim inf

+1

f n/2�1e f Rg; min
fC(µ(g),n,supMn Rg)

Rg
�
.

Remark 1.4.

• The assumption on the Ricci curvature is satisfied if, for instance, the conver-
gence to its asymptotic cone is at least Ck , for k � 2 and if the asymptotic cone
is Ricci flat;
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• The Ricci curvature decay obtained in Theorem 1.3 is sharp. Indeed, accord-
ing to [23, Example 3.3.3], the Ricci curvature decay of the Ricci expanders
(L�k, gk,1)k with k 2 N⇤ coming out of the cone (C(S2n�1/Zk), i@@̄(|z|2))
built in [14] is exactly O( f 1�n/2e� f );

• The rate ⌧ = n is given as in Theorem 1.2 by the decay of the Ricci curvature at
infinity.

If (X, gX ) is Einstein with constant scalar curvature different from (n � 1)(n � 2),
then

T := Ric(g) �

Rg
n � 1

✓
g �

r f
|r f |

⌦

r f
|r f |

◆
= O(r�4).

This tensor T reflects the conical geometry at infinity and has already been proved
useful in other contexts: [3]. This is proved in Theorems 3.6 and 3.8 under weak
assumptions on the convergence to the asymptotic cone (less than C2).

Finally, we also focus on how bounds on asymptotic covariant derivatives of
the Ricci curvature imply corresponding bounds on asymptotic covariant derivatives
of the full curvature: see the proof of Theorem 1.2.

Now, once this said, we must say a few words about the proof of Theorem 1.3
which is almost more important because of the robustness of its method based on
the maximum principle with the help of new barriers. The main contribution of this
paper is to derive a priori new decay at infinity of (sub)solutions of the following
eigenvalue problem: 8<

:
1 f u = ��u � 2 R

u = o( f ��)
(1.3)

where 1 f := 1 + rr f denotes the weighted Laplacian associated to a Ricci
expander (Mn, g,r f ). Notice that they are two approximate solutions to this
eigenvalue problem: f �� and f ��n/2e� f . To give a flavor of the main technical
Lemma 2.9, we state a light but striking version of one of its corollary:

Corollary 1.5. Let (Mn, g,r f ) be an expanding gradient Ricci soliton such that
f is an exhausting function. Assume there exists a C2 tensor T such that

1 f T = ��T + Rm(g) ⇤ T,

for some real number �. Assume R0 := supMn ( f |Rm(g)|) is finite.

(1) Then,

sup
Mn

f �|T |  C

 
lim sup

+1

f �|T | + sup
f f0

|T |

!
,

C = C(n, �, R0,min
Mn

f ),

f0 = f0(n, �, R0,min
Mn

f );
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(2) Moreover, if lim sup
+1

f �|T | = 0 then

sup
Mn

f
n
2��e f |T |  C

 
n, �, R0,min

Mn
f, sup

f f0
|T |

!
,

f0 = f0
✓
n, �, R0,min

Mn
f
◆

.

This method is even useful in the flat case, i.e. for the Gaussian soliton (Rn, eucl,
r@r/2). Indeed, the L2

⇣
e|·|2/4dµ(eucl)

⌘
-eigenvalues of the weighted Laplacian

1r@r/2 are conjugate to the Hermite functions since the weighted Laplacian is uni-
tarily conjugate to the harmonic oscillator1�c1r2�c2 where c1 and c2 are positive
constants. Therefore, Corollary 1.5 gives an exact decay for the Hermite functions.

We emphasize the fact that all these estimates are quantitative, i.e. they hold
outside a compact set that might depend on the expander, that is why they are not so
useful regarding compactness questions which is the second aspect of this article.
Indeed, all the previous results are asymptotic estimates, they do not control all the
topology and the geometry of the Ricci expander. Besides, Corollary 1.5 applied to
the curvature tensor is of no help.

The first result about (pre)compactness of Riemannian metrics goes back to
Cheeger and Gromov. As we are mainly interested in the C1 topology, we state
Hamilton’s compactness theorem with bounds on covariant derivatives of the cur-
vature tensor and bounded diameter [15]:

Theorem 1.6 (Hamilton).

M(n, D, v, (3k)k�0) :=

n
(Nn, h) closed | diam(h)D; Vol(N , h) � v; (1.4)

|r
k Rm(h)|  3k,8k 2 N

o
, (1.5)

where D, v and (3k)k2N are positive real numbers, is compact in the C1 topology.

If one drops the diameter bound, a similar statement holds in the C1 pointed
convergence for complete Riemannian manifolds: then, the lower volume bound
concerns the volume of geodesic balls of a fixed radius, say 1. The conditions on
the covariant derivatives of the curvature tensor can be actually replaced by bounds
on the Ricci curvature and are given for free when an elliptic or parabolic equation
is assumed to hold: [15] in the Ricci flow case and [16] for Ricci shrinkers and
the references therein. In our setting, as (C(X), gC(X)) is the initial condition of a
nonlinear heat equation, we expect heuristically at least that if (X, gX ) belongs to a
compact set of metricsM then so will be the set of expanders with asymptotic cone
(C(X), gC(X))(X,gX )2M. The notion of compactness in this setting is that of the
C1 conical topology whose Definition 4.4, rather technical, is given in Section 4.
In particular, converging in this topology for asymptotically conical Ricci expanders
implies the convergence of the corresponding asymptotic cones.
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We are able to prove compactness of Ricci expanders with non negative curva-
ture operator. In this case, the potential function is a strictly convex function with
quadratic growth, in particular, the topology is that of Rn and the level sets of the
potential function are diffeomorphic to Sn�1. More precisely, if Crit( f ) denotes the
set of critical points of a function f , we have the following:

Theorem 1.7. The class

MVol
Exp(n, (3k)k�0, V0)

:=

8>>><
>>>:

(Mn, g,r f, p) normalized
expanding gradient Ricci soliton
smoothly converging to its asymptotic
cone (C(X), dr2+ r2gX , r@r/2, o)

���������

Rm(g) � 0;
Crit( f ) = {p};
AVR(g) � V0;
(X, gX )2M(n �1,⇡, nV0, (3k)k�0)

9>>>=
>>>;

is compact in the C1 conical topology.

Remark 1.8.

• We prove a more general compactness theorem for conical expanders in case
one assumes the non negativity of the Ricci curvature only: see Theorem 4.6.

• It would be interesting to allow different underlying topologies in Theorem 4.6
as in the Feldman-Ilmanen-Knopf examples [14].

The main difficulty in proving Theorems 1.7 and 4.6 consists in inverting limits, i.e.
formally speaking,

lim
t!+1

lim
i!+1

(Mi , t�2gi , pi ) = lim
i!+1

lim
t!+1

(Mi , t�2gi , pi ), (1.6)

where (Mi , gi , pi )i is a sequence of expanding gradient Ricci solitons as in The-
orem 1.7. More precisely, we need to bound independently of the sequence the
following rescaled covariant derivatives:

sup
x2Mi

(1+ rpi (x))
2+k

|r
k Rm(gi )|(x), k � 0.

The main step for proving this inversion is to derive new a priori estimates of differ-
ential inequalities with quadratic nonlinearities. Indeed, the norm of the curvature
tensor |Rm(g)| =: u satisfies

1 f u � �u � c(n)u2,

as soon as |Rm(g)| does not vanish. Therefore, the second main (technical) contri-
bution of this paper is to bound globally the rescaled norm of such a solution u by
its value at infinity:
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Proposition 1.9. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with
bounded scalar curvature and such that the potential function f is an exhausting
function. Assume there exists a C2 bounded nonnegative function u : M ! R such
that

1 f u � �u � cu2, lim sup
+1

f u < +1,

for some positive constant c. Then

sup
Mn

f u  C(c, sup
Mn

u, lim sup
+1

f u).

Again, the only tool used massively all along the proofs of asymptotic and a priori
global estimates is the maximum principle for functions. This contrasts with the
shrinking case where integral estimates appear to be more useful: see [16]. Finally,
on the one hand, Theorem 1.7 can be interpreted as the extension of Hamilton’s
compactness theorem for non negatively curved expanding gradient Ricci solitons
with conical initial condition, on the other hand, the motivation of Theorem 1.7
comes equally from an analogous statement (but which is much harder to prove) in
the setting of conformally compact Einstein manifolds where the notion of asymp-
totic cone (C(X), gC(X)) is replaced by the one of conformal infinity (X, [gX ]):
see [1] for details. Last but not least, Theorem 1.7 was highly motivated to show
the connectedness of the moduli space of conical Ricci expanders with positive
curvature operator [13].

In the course of the proof of the a priori estimates, we are able to partially
answer questions (9) and (11) asked in [9, Section 7.2, Chapter 9]: see Proposi-
tion 3.10 concerning a lower bound on the rescaled scalar curvature and Proposi-
tion 3.5 for Ricci pinched metrics.

We give a brief outline of the organization of the paper.
In Section 2, we first recall and (re)-prove curvature identities on expanding

gradient Ricci solitons, then we focus on precise estimates of the potential function
(Proposition 2.4). Secondly, we (re)-prove local estimates in the spirit of Shi both
for the curvature tensor (Lemma 2.6) and general solutions of weighted elliptic
equations (Lemma 2.8). Finally, we prove a priori estimates for subsolutions of
weighted elliptic equations: Lemma 2.9, though abstract, is at the core of most
results of this paper.

Section 3 is devoted to the proof of asymptotic estimates on conical expand-
ing gradient Ricci solitons: we treat separately the generic (Theorem 1.2) and the
asymptotically Ricci flat case (Theorem 1.3). Then we prove Proposition 3.5 con-
cerning the rigidity of Ricci pinched metrics. Then we focus on Einstein constraints
at infinity: Theorems 3.6 and 3.8. Subsection 3.4 focuses on a priori lower bounds
on the curvature operator in case the asymptotic cone is positively curved.

Finally, in Section 4, we first prove general global a priori estimates: Proposi-
tions 1.9 and 4.3, Corollaries 4.1 and 4.2. This leads us directly to the proof of the
two compactness theorems: Theorems 4.6 and 1.7.
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2. Soliton equations and rough estimates

2.1. Algebraic identities on Ricci expanders

We start with a couple of definitions:

• Let (M, g) be a Riemannian manifold and let w : M ! R be a smooth function
on M . The weighted Laplacian (with respect to w) is

1wT := 1T + rrwT,

where T is a tensor on M . This weighted Laplacian is symmetric with respect
to the weighted measure ewdµ(g). We emphasize the fact that this is not the
usual convention for the weighted Laplacian: such a choice is made to keep the
potential function f of an expander positive;

• An expanding gradient Ricci soliton (M,g,r f ) is said normalized if
R
Me

� f dµg=

(4⇡)n/2 (whenever it makes sense).

The next lemma gathers well-known Ricci soliton identities together with the (static)
evolution equations satisfied by the curvature tensor.
Lemma 2.1. Let (Mn, g,r f ) be a normalized expanding gradient Ricci soliton.
Then the trace and first order soliton identities are:

1 f = Rg +

n
2
, (2.1)

r Rg +2Ric(g)(r f ) = 0, (2.2)
|r f |2 + Rg = f + µ(g), (2.3)
divRm(g)(Y, Z , T ) = Rm(g)(Y, Z ,r f, T ), (2.4)

for any vector fields Y , Z , T and where µ(g) is a constant called the entropy.
The evolution equations for the curvature operator, the Ricci tensor and the

scalar curvature are:

1 f Rm(g) + Rm(g) + Rm(g) ⇤ Rm(g) = 0, (2.5)
1 f Ric(g) + Ric(g) + 2Rm(g) ⇤ Ric(g) = 0, (2.6)
1 f Rg +Rg +2|Ric(g)|2 = 0, (2.7)

where, if A and B are two tensors, A ⇤ B denotes any linear combination of con-
tractions of the tensorial product of A and B.
Proof. See [6, Chapter1] for instance.
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The next lemma is valid for any gradient Ricci soliton and only uses the second
Bianchi identity:

Lemma 2.2. Let (Mn, g,r f ) be a gradient Ricci soliton. Then

rr f Rm(g)(W, X,Y, Z) = rW divRm(g)(Y, Z , X) � rX divRm(g)(Y, Z ,W )

+Rm(g)(X,r2 f (W ),Y, Z)

�Rm(g)(W,r2 f (X),Y, Z).

Proof. By the second Bianchi identity,

rr f Rm(g)(W,X,Y,Z)=�rW Rm(g)(X,r f,Y, Z) � rX Rm(g)(r f,W,Y,Z).

Now,

rW Rm(g)(X,r f,Y, Z) = W · Rm(g)(X,r f,Y, Z) � Rm(g)(rW X,r f,Y,Z)

�Rm(g)(X,r2 f (W ),Y, Z)

�Rm(g)(X,r f,rWY, Z)

�Rm(g)(X,r f,Y,rW Z)

= �rW divRm(g)(Y, Z , X)

�Rm(g)(X,r2 f (W ),Y, Z).

We pursue this section by computing the evolution of the norm of the covariant
derivatives of the curvature along theMorse flow generated by the potential function
in terms of the covariant derivatives of the Ricci curvature.

Proposition 2.3. Let (Mn, g,r f ) be an expanding gradient Ricci soliton.

(1) Then,

rr f |Rm(g)|2 + 4r2 f (Rm(g),Rm(g))
= �4 tr

�
? ! hr? divRm(g)(·, ·, ·),Rm(g)(·, ·, ·, ?)i

�
= �4ri divRm(g)abc Rm(g)abci ,

where r
2 f (Rm(g),Rm(g)) := hRm(g)(·,r2 f (·), ·, ·),Rm(g)(·, ·, ·, ·)i;

(2) (Commutation identities) For any tensor T , and any positive integer k,

⇥
rr f ,r

k⇤ T = �

k
2
r
kT +

kX
i=0

r
k�i Ric(g) ⇤ r

i T, (2.8)

⇥
1,rk⇤ T = r

kT ⇤ Ric(g) +

k�1X
i=0

r
k�i Rm(g) ⇤ r

i T . (2.9)
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(3) For any integer k � 1,

rr f |r
k Rm(g)|2 + (2+ k)|rk Rm(g)|2

= r
k+2 Ric(g) ⇤ r

k Rm(g) + Ric(g) ⇤ r
k Rm(g)⇤2

+

kX
i=1

r
i Ric(g) ⇤ r

k�i Rm(g) ⇤ r
k Rm(g).

Proof. By Lemma 2.2,

rr f |Rm(g)|2 = 2rr f Rm(g)i jkl Rm(g)i jkl
= 2

�
ri divRm(g)kl j � r j divRm(g)kli

+Rm(g) jr2 f (i)kl � Rm(g)ir2 f ( j)kl
�
Rm(g)i jkl

= � 4ri divRm(g) jkl Rm(g) jkli � 4Rm(g)ir2 f ( j)kl Rm(g)i jkl .

The commutation identities can be proved by induction on k.
Concerning the third identity, according to (2.8) and Proposition 2.3,

rr f |r
k Rm(g)|2 = 2

D
r
k
rr f Rm(g),rk Rm(g)

E

+2
D⇥

rr f ,r
k⇤Rm(g),rk Rm(g)

E
= �(2+ k)|rk Rm(g)|2 + r

k+2 Ric(g) ⇤ r
k Rm(g)

+Ric(g) ⇤ r
k Rm(g)⇤2

+

kX
i=1

r
k�i Ric(g) ⇤ r

i Rm(g) ⇤ r
k Rm(g).

For an expanding gradient Ricci soliton (Mn, g,r f ), we define v : Mn
! R by

v(x) := f (x) + µ(g) + n/2,

for x 2 Mn . Then, v enjoys the following properties.

Proposition 2.4. Let (Mn, g,r f ) be a non-Einstein expanding gradient Ricci soli-
ton. Then,

1 f v = v, (2.10)
v > |rv|

2. (2.11)
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Assume Ric(g) � 0 and assume (Mn, g,r f ) is normalized. Then Mn is diffeo-
morphic to Rn and

v �

n
2

> 0. (2.12)

1
4
rp(x)2 +min

Mn
v  v(x) 

✓
1
2
rp(x) +

q
min
Mn

v

◆2
, 8x 2 Mn, (2.13)

AVR(g) := lim
r!+1

Vol B(q, r)
rn

> 0, 8q 2 Mn, (2.14)

�C(n, V0, R0)  min
Mn

f  0 ; µ(g) � max
Mn Rg � 0, (2.15)

where V0 is a positive number such that AVR(g) � V0, R0 is such that supMn Rg 

R0 and p 2 Mn is the unique critical point of v.

Remark 2.5.

• (2.14) is due to Hamilton: [9, Chapter 9].
• In [10] it is proved that µ(g) � 0 with equality if and only if it is isometric to the
Euclidean space by studying the linear entropy along the heat kernel. Their ar-
gument works for Riemannian manifolds with nonnegative Ricci curvature. We
give here a simpler but maybe less enlightening proof in the setting of gradient
Ricci expanders.

Proof. (2.10) comes from adding equations (2.1) and (2.3). (2.11) comes from
the maximum principle at infinity established in [19] ensuring that for a nontrivial
expanding gradient Ricci soliton, one has 1v = 1 f > 0.

Now, if Ric(g) � 0, the soliton equation ensures that the potential function
f (or v) satisfies r

2 f � (g/2) which implies that v is a proper strictly convex
function. By Morse-type arguments, one can show that M is diffeomorphic to Rn

and the lower bound of (2.13) is achieved by integrating the previous differential
inequality involving the Hessian of v. The upper bound of (2.13) holds more gen-
erally since it comes from (2.11).

Now, for the convenience of the reader, we reprove briefly (2.14) with the help
of the sublevel set of the potential function. Indeed, with the help of the coarea
formula, the rescaled volume of the level sets t ! Vol{ f = t}t�(n�1)/2 is non de-
creasing for t larger than minMn f . By the coarea formula again, it implies directly
that the rescaled volume of the sublevel sets t ! Vol{ f  t}t�n/2 is bounded from
below by a positive constant. As the potential function and the distance function to
the square are comparable by (2.13), the volume ratio r�n Vol B(p, r) is bounded
from below by a positive constant for large radii r hence for any radius by the
Bishop-Gromov theorem.

Finally, we show first that the scalar curvature is bounded. Indeed, if (�t )t is
the Morse flow associated to f , then

@t Rg = �2Ric(g)
✓

r f
|r f |

,
r f
|r f |

◆
 0.
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In particular, it means that t ! max f=t Rg is non increasing and therefore, by
continuity of the scalar curvature, we get

sup
Mn
Rg  max

f=minMn f
Rg = Rg(p),

where Crit( f ) = {p}.
Now, as r

2 f � g/2,

f (x) 

rp(x)2

4
+min

Mn
f +

q
min
Mn

f + µ(g)
rp(x)
2



rp(x)2

4
+min

Mn
f +

q
max
Mn Rg

rp(x)
2

,

for any x 2 Mn since minMn f + µ(g) = maxMn Rg. As f is normalized, we have

(4⇡)n/2 =

Z
Mn

e� f dµ(g) �

⇣
nV0e�minMn f

⌘ Z +1

0
e�r

2/4�pmaxMn Rgrrn�1dr

� e�minMn f C(n, V0, R0),

for some positive constant C(n, V0, R0). Hence a lower bound on minMn f . By
using a lower bound on f of the form

min
Mn

f +

rp(x)2

4
 f (x),

for any x 2 Mn , one gets by a similar argument using the Bishop-Gromov theorem
that minMn f  0 sinceZ

Rn
e�kxk2/4dµ(eucl)(x) = (4⇡)n/2.

As a consequence of the previous estimates, we get for free thatµ(g)�maxMn Rg�

0 without using [10] and also an upper bound for µ(g) as expected: µ(g) 

C(n, V0, R0). Therefore, if µ(g) = 0, one has Rg = 0 which implies that Ric(g) =

0 by equation (2.7). [21] shows then that (Mn, g,r f ) is isometric to the Gaussian
soliton (Rn, eucl, r@r/2). Indeed, the potential function satisfies r

2 f = g/2 which
means that f (x) = minMn f + r2p(x)/4 for any x 2 Mn , where p is the only criti-
cal point of f . In particular, it means that r2p is smooth on Mn and that 1r2p = 2n
on a Riemannian manifold with nonnegative Ricci curvature: the (infinitesimal)
Bishop-Gromov theorem then implies that (Mn, g) is Euclidean.

2.2. Local Shi’s estimates

We derive now some baby Shi’s estimates for expanding gradient Ricci solitons for
large radii. The main thing here is to estimate the influence of the supremum of the
curvature operator.
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Lemma 2.6. If (Mn, g,r f ) is an expanding gradient Ricci soliton such that
Ric(g) � �(n � 1)K on B(p, r) with K � 0, then, for any k � 0 and r � 1,

sup
B(p,r/2)

|r
k Rm(g)|

 C

 
n, sup

A(p,r/2,r)

|r f |
r

, k, Kr2
!
sup
B(p,r)

|Rm(g)|

 
1+ sup

B(p,r)
|Rm(g)|k/2

!
.

Remark 2.7. Lemmata 2.6 and 2.8 below do not use the expanding structure in an
essential way, therefore, these results still hold for shrinkers and steady solitons as
well.

Proof. Along the proof, c is a constant which only depends on n but can vary from
a line to another. We only give the proof for k = 1.

Using the commutation identities of Proposition 2.3, one can prove that

1 f |r Rm(g)|2 � 2|r2 Rm(g)|2 �

✓
3
2

+ c(n)|Rm(g)|
◆

|r Rm(g)|2.

The coefficient 3/2 has no importance in this proof.
Following [22] and [5], define U := |Rm(g)|2, V := |r Rm(g)|2 and W :=

|r
2 Rm(g)|2. Consider the function F := (U + a)V where a is a positive constant

to be defined later. F satisfies,

1 f F = V (1 f U) + (U + a)(1 f V ) + 2hrU,rV i

� V (2V � (c|Rm(g)| + 2)U) + (U + a)(2W � (c|Rm(g)| + 2)W )

� 8U1/2VW 1/2

� 2V 2 + 2(U + a)W � 16UW � V 2 � (c|Rm(g)| + 4)F
= V 2 + 2W (a � 7U) � (c|Rm(g)| + 4)F,

where, in the third inequality, we use 2ab  a2/↵ + ↵b2, for positive numbers a
and b with ↵ = 4. If a := 7 supB(p,r)U , one gets on B(p, r),

1 f F � V 2 � (c|Rm(g)| + 4)F. (2.16)

Let � : Mn
! [0, 1] be a smooth positive function with compact support defined

by �(x) :=  (rp(x)/r)where r > 0 and : [0,+1[! [0, 1] is a smooth positive
function satisfying

 |[0,1/2] ⌘ 1,  |[1,+1[ ⌘ 0,  0

 0,
 02

 
 c,  00

� �c.

Let G := �F . Then G satisfies

1 f G = �(1 f F) + 2hr�,rFi + F(1 f �).
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At a point where G attains its maximum,

rG = Fr� + �rF = 0, 1G  0.

Multiplying (2.16) by �, we get at a point where G attains its maximum,

0 � (�V )2 � �G(c|Rm(g)| + 4) � 2G
|r�|

2

�
+ G(1� + hr f,r�i).

Now, in any case, a�V  G  2a�V . Therefore, if a > 0,

0 �

✓
G
8a

◆2
+ G

"
��(c|Rm(g)| + 4) � 2

|r�|
2

�
+1 f �

#
.

So that if G does not vanish identically on B(p, r),

�V  ca

"
�(c|Rm(g)| + 4) + 2

|r�|
2

�
�1 f �

#
.

Now,

r� =

 0

r
rrp, 1� =

 00

r2
+

 0

r
1rp.

Hence,

2
|r�|

2

�
�1 f � =

1
r2

"
2 02

 
�  00

#
�

 0

r
(hr f,rrpi +1rp).

On the other hand, Ric(g) � �(n�1)K on B(p, r), with K � 0, by the comparison
theorem,

1rp  (n � 1)K 1/2 coth(K 1/2rp)



n � 1
rp

(1+ K 1/2rp) 

2(n � 1)
r

(1+ K 1/2r) on B(p, r)\B(p, r/2).

Therefore, by the very definition of  ,

sup
B(p,r/2)

|r Rm(g)|

 c sup
B(p,r)

|Rm(g)|

"
sup
B(p,r)

|Rm(g)| + 1+

supA(p,r/2,r) |r f |
r

+

1
r2

(1+ K 1/2r)

#1/2
.
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Finally, we consider local Shi’s estimates for solutions of the weighted Lapla-
cian with a potential depending on the curvature.
Lemma 2.8 (Local covariant derivatives estimates). Let (Mn, g,r f ) be an ex-
panding gradient Ricci soliton such that Ric(g) � �(n � 1)K on B(p, r) with
K � 0. Let T be a C2 tensor satisfying

1 f T = ��T + Rm(g) ⇤ T, (2.17)

for some � 2 R. Then, for any k � 0 and r � 1,

sup
B(p,r/2)

|r
kT |  C

 
n, �, sup

A(p,r/2,r)

|r f |
r

, k, Kr2
!
sup
B(p,r)

|T |(1+ sup
B(p,r)

|Rm(g)|k/2)

Proof. The proof is essentially the same as for Lemma 2.6. We only give the major
steps for k = 1 and k = 2.

By the evolution equation for T given by (2.17), we estimate,

1 f |T |
2

� 2|rT |
2
� (c(n)|Rm(g)| + 2�)|T |

2.

1 f |rT |
2

� 2|r2T |
2
� (c(n)(|Rm(g)| + |r Rm(g)|2/3) + 2�+ 1)|rT |

2

�c|r Rm(g)|4/3|T |
2.

Adapting the proof of Lemma 2.6, with the same notation, one gets

1 f F� V 2 � c(�, n)(1+ (|Rm(g)| + |r Rm(g)|2/3))F � c(n)|r Rm(g)|4/3a2.

We conclude following the same procedure and by invoking the results of Lem-
ma 2.6.

Concerning the estimates of r2T :

1 f |r
2T |

2
� 2|r3T |

2
� c(n, �)|r2T |

2(1+ |Rm(g)|)

�c(n, �)|r2T |

⇣
|rT ||r Rm(g)| + |r

2 Rm(g)||T |

⌘
� 2|r3T |

2
�  1|r

2T |
2
�  2,

where

 1 := c(n, �)(1+ |Rm(g)| + |r Rm(g)|2/3 + |r
2 Rm(g)|1/2)

 2 := c(n, �)(|rT |
2
|r Rm(g)|4/3 + |r

2 Rm(g)|3/2|T |
2).

Now, define U := |rT |
2, V := |r

2T |
2 and W := |r

3T |
2. Consider the function

F := (U + a)V where a := c supB(p,r)U . F satisfies,

1 f F � V 2 �

 
2 1 +

|r Rm(g)|4/3|T |
2

a

!
F � 2a 2.

Therefore, as in the proof of Lemma 2.6, we obtain:

sup
B(p,r/2)

V  c sup
B(p,r)

h
a 1 + |r Rm(g)|4/3|T |

2
+ (a 2)1/2

i
.
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2.3. A priori estimates for subsolutions of the weighted Laplacian

The purpose of this section is to prove the following lemma that is crucial for the
rest of the paper.

Lemma 2.9. Let (Mn, g,r f ) be a normalized expanding gradient Ricci soliton
such that f is an exhausting function. Assume u : Mn

! R+ is a C2 function that
is a subsolution of the following weighted elliptic equation:

1 f u � ��u � c1v�↵u � Q, (2.18)

where � 2 R, c1 2 R+, ↵ 2 R⇤

+
and Q : Mn

! R is a nonneg ative function.
Define ↵̃ := min{1,↵}. Assume supMn f ↵̃|Rg | is finite.

(1) If Q ⌘ 0, then there exists some positive height t0 = t0(n, �,↵, c1,minMn f,
supMn f ↵̃|Rg |) and some positive constants Ci = Ci (n, �,↵, c1,minMn f,
supMn f ↵̃|Rg |) for i = 0, 1 such that for t � t0, the function

v�e�C0v
�↵̃
u � A1v2��

n
2 e�v�C1v�↵̃

: {t0  f  t} ! R,

attains its maximum on the boundary { f = t0} [ { f = t} for any nonnegative
constant A1;

(2) If Q = O(v��), for some real number � such that � < � then there exists
some positive height t0 = t0(n, �,↵, c1,�, supMn f ↵̃|Rg |,minMn f ) and some
positive constants Ci = Ci (n, �,↵, c1,minMn f, supMn f ↵̃|Rg |) for i = 0, 1
such that for t � t0, the function

v�e�C0v
�↵̃
u � A0v��� � A1v2��

n
2 e�v�C1v�↵̃

: {t0  f  t} ! R,

attains its maximum on the boundary { f = t0} [ { f = t} for any nonnegative
constant A1, and A0 � A0(n, �, c1,↵,�, supMn (v�Q),minMn f );

(3) If Q = O(v�e�v), for some real number � such that � > � + n/2, then there
exists some positive height t0 = t0(n, �,↵, c1,�, supMn f ↵̃|Rg |,minMn f )
and some positive constants Ci = Ci (n, �,↵, c1,minMn f, supMn f ↵̃|Rg |) for
i = 0, 1 such that for t � t0, the function

v�e�C0v
�↵̃
u + A0v�+�e�v

� A1v2��
n
2 e�v�C1v�↵̃

: {t0  f  t} ! R,

attains its maximum on the boundary { f = t0} [ { f = t} for any nonnegative
constant A1 and A0 � A0(n, �, c1,↵,�, supMn (v��evQ),minMn f ).

Proof. We first absorb the linear term on the right-hand side of (2.18):

1 f (v
�u)� �

⇣
�(�+ 1)|r ln v|

2
+ c1v�↵

⌘
(v�u) � v�Q + 2�hr ln v,r(v�u)i,
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i.e.

1v�2� ln v(v
�u) � �

⇣
�(�+ 1)|r ln v|

2
+ c1v�↵

⌘
(v�u) � v�Q

� �

C(�, c1,minMn v)

vmin{↵,1}
(v�u) � v�Q.

Then, if ↵̃ := min{↵, 1}, multiply the previous differential inequality by a function
of the form e�Cv�↵̃ to get,

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u
⌘

� 1v�2� ln v

⇣
e�Cv�↵̃

⌘
· (v�u) � 2C2|rv�↵̃

|
2(v�e�Cv�↵̃

u)

�

C(�, c1,minMn v)

v↵̃

⇣
v�e�Cv�↵̃

u
⌘

� v�e�Cv�↵̃
Q.

Now,

1v�2� ln v

⇣
e�Cv�↵̃

⌘
=

⇣
�C1v�2� ln vv

�↵̃
+ C2|rv�↵̃

|
2
⌘
e�Cv�↵̃

=

C
v↵̃

⇣
↵̃(1+ [↵̃ + 1� 2�+ C↵̃v�↵̃

]|r ln v|
2)
⌘
e�Cv�↵̃

�

C↵̃
2v↵̃

e�Cv�↵̃
,

for v � v0(C,minMn v,↵). Therefore,

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u
⌘
�

✓
C↵̃
2

� C(�, c1,min
Mn

v)

◆
v�↵̃

⇣
v�e�Cv�↵̃

u
⌘
(2.19)

�2C2|rv�↵̃
|
2(v�e�Cv�↵̃

u) � v�e�Cv�↵̃
Q, (2.20)

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u
⌘
>�v�e�Cv�↵̃

Q, (2.21)

for C = C(�, c1,↵,minMn v) and v � v0(�, c1,minMn v,↵).

(1) If Q ⌘ 0, then

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u
⌘

> 0, (2.22)
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for C = C(�, c1,↵,minMn v) and v � v0(�, c1,minMn v,↵). Now, we com-
pute the weighted Laplacian of a function of the form v� e�v with � 2 R:

1v�2� ln vv
�

=

⇣
� v��11v�2� ln vv + � (� � 1)|r ln v|

2v�
⌘

= � v�
⇣
1+ (� � 1� 2�)|r ln v|

2
⌘

,

1v�2� ln ve�v
= (�1v�2� ln vv + |rv|

2)e�v
=

 
�1v + 2�

|rv|
2

v

!
e�v

=

✓
�Rg ��

2Rg +n
v

+ 2��

n
2

◆
e�v,

1v�2� ln v(v
� e�v) = � v� e�v

⇣
1+ (� � 1� 2�)|r ln v|

2
⌘

� 2� v� e�v |rv|
2

v

+

✓
�Rg ��

2Rg +n
v

+ 2��

n
2

◆
v� e�v

=

✓
2��

n
2

� � � Rg +(� � �)
2Rg +n

v

+� (� � 1� 2�)|r ln v|
2
⌘

v� e�v,

hrv�↵̃,rv� e�v
i 

C(� ,minMn v)

v↵̃
v� e�v.

Therefore, if � := 2�� n/2, then,

1v�2� ln v+2Cv�↵̃ (v2��n/2e�v) 

C1
v↵̃

v2��n/2e�v, (2.23)

for some positive constant C1 = C1(C, supMn v↵̃|Rg |, n,minMn f ). Now,

1v�2� ln v+2Cv�↵̃ (v2��n/2e�ve�2C2v
�↵̃

) 

✓
C1 � C2

v↵̃

◆
v2��n/2e�ve�2C2v

�↵̃
,

for any positive constant C2, for v � v0(C2,C, n,minMn v) since,

1v�2� ln v+2Cv�↵̃

⇣
e�2C2v

�↵̃
⌘



C2↵̃
v↵̃

e�2C2v
�↵̃

,

2
D
r(v2��n/2e�v),re�2C2v

�↵̃
E

 �

2C2↵̃
v↵̃

v2��n/2e�ve�2C2v
�↵̃

.

Choose C2 = C1/↵̃ such that

1v�2� ln v+2Cv�↵̃ (v2��n/2e�ve�2C1v
�↵̃

)  0, (2.24)
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for v � v0(C, supMn v↵̃|Rg |). Combining the two differential inequalities
(2.22) and (2.24), one gets for any nonnegative constant A1, for v �

v0(n, �, c1,minMn v,↵, supMn v↵̃|Rg |),

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u � A1v2��n/2e�ve�C1v
�↵̃
⌘

> 0, (2.25)

where C = C(n, �, c1,↵,minMn v) and C1 = C1(n, �, c1,↵,minMn v,
supMn v↵̃|Rg |). Hence the result by applying the maximum principle on a
slice {v0  v  t}.

(2) If Q = O(v��) with � < �, then, thanks to (2.21) and (2.25),

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u � A1v2�n/2e�ve�C1v
�↵̃
⌘

� �Q̃v���e�Cv�↵̃
,

where Q̃ := supMn v�Q, for v � v0(n, �, c1,↵, supMn (v↵̃|Rg |),minMn v).
We notice that, for � > 0,

1v�2� ln v+2Cv�↵̃

�
v��

�
 �

�

2
v�� ,

for v � v0(n, �,C,↵, � ,minMn v). Therefore, if � := � � �,

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u � A1v2��n/2e�ve�C1v
�↵̃

� A0v���
⌘

> 0,

for

v � v0(n, �, c1,↵,�, sup
Mn

(v↵̃|Rg |),min
Mn

v),

A0 � A0(n, �, c1,↵,�, sup
Mn

(v�Q),min
Mn

v),

A1 � 0.

Again, applying the maximum principle on a slice {v0  v  t} gives the result.
(3) If Q = O(v�e�v) with � + n/2 < �, then,

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u�A1v2��n/2e�ve�C1v
�↵̃
⌘

� �Q̃v�+�e�v�Cv�↵̃
,

where Q̃ := supMn v��evQ, for v � v0(n, �, c1,↵, supMn (v↵̃|Rg |),minMn v).
A similar computation leading to the estimate (2.23) gives

1v�2� ln v+2Cv�↵̃

�
v�+�e�v

�
�

�� � � n/2
2

v�+�e�v,

for v � v0(n, �,C,↵, �,�, supMn (v↵̃|Rg |),minMn v). Therefore,

1v�2� ln v+2Cv�↵̃

⇣
v�e�Cv�↵̃

u � A1v2��n/2e�ve�C1v
�↵̃

+ A0v�+�e�v
⌘
� 0,
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for

v � v0
�
n, �, c1,↵,�, sup

Mn
(v↵̃|Rg |),min

Mn
v
�
,

A0 � A0
�
n, �, c1,↵,�, sup

Mn
(v��evQ),min

Mn
v
�
,

A1 � 0.

The main application of Lemma 2.9 is the following corollary dealing with tensors:

Corollary 2.10. Let (Mn, g,r f ) be a normalized expanding gradient Ricci soli-
ton such that f is an exhausting function. Assume there exists a C2 tensor T such
that

1 f T = ��T + Rm(g) ⇤ T,

for some real number �. Assume R0 := supMn
�
vmin{↵,1}|Rm(g)|

�
is finite, for some

↵ > 0.

(1) Then,

sup
Mn

v�|T |  C
✓
lim sup

+1

v�|T | + sup
vv0

|T |

◆
,

C = C(n, �,↵, R0,min
Mn

f ),

v0 = v0(n, �,↵, R0,min
Mn

f ).

Moreover, if lim sup
+1

v�|T | = 0 then

sup
Mn

v
n
2��ev|T |  C

✓
n, �,↵, R0,min

Mn
f, sup

vv0
|T |

◆
,

v0 = v0(n, �,↵, R0,min
Mn

f ).

(2) If supMn vmin{↵,1}+i/2|ri Rm(g)| =: R↵i and lim sup+1
v�+i/2|ri T | =: Ti are

finite for i = 0, ..., k then

sup
Mn

v�+k/2|rkT |  C
✓
n, k, �,↵, (R↵i )0ik, sup

vv0
|T |, (Ti )0ik,min

Mn
f
◆

,

where

v0 = v0

✓
n, k, �,↵, (R↵i )0ik,min

Mn
f
◆

.
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(3) If T0 = 0 and if R↵0 is finite then

sup
Mn

v��� k
2+

n
2 ev|rkT |  C

✓
n, k,↵, �, R↵0 , sup

vv0
|T |,min

Mn
f
◆

,

v0 = v0

✓
n, k, �,↵, R↵0 ,minMn

f
◆

.

Proof.

(1) We want to apply Lemma 2.9 to the function u✏ :=

p
|T |

2
+ ✏2. Indeed, u✏

satisfies

1 f u✏ � ��u✏ � c1v�↵u✏ .

Therefore, there exists some positive height v0 = v0(n, �,↵, R↵0 ,minMn f ) and
some positive constants Ci = Ci (n, �,↵, R↵0 ,minMn f ) for i = 0, 1 such that
for t � v0, the function

v�e�C0v
�↵̃
u✏ � A1v2��

n
2 e�v�C1v�↵̃

: {v0  f  t} ! R,

attains its maximum on the boundary {v = v0} [ {v = t} for any nonnegative
constant A1. If we choose A1 large enough (independent of ✏  1) such that

sup
vv0

⇣
v�e�C0v

�↵̃
u✏ � A1v2��

n
2 e�v�C1v�↵̃

⌘
 0,

A1 = A1(n, �,↵, R↵0 ,minMn
f, sup

vv0
u).

Hence the result by letting ✏ go to 0 and then letting v = t go to +1.
(2) We are now in a position to prove the second part of Corollary 2.10. Indeed, by

using (2.8) and (2.9) of Proposition 2.3, for k � 1,

1 f (r
kT ) = r

k1 f T + [1 f ,r
k
]T

= �

✓
�+

k
2

◆
r
kT + Rm(g) ⇤ r

kT +

k�1X
i=0

r
k�i Rm(g) ⇤ r

i T

= �

✓
�+

k
2

◆
r
kT + Rm(g) ⇤ r

kT + Qk,

where Qk :=

Pk�1
i=0 r

k�i Rm(g) ⇤ r
i T . By induction on k, k � 2 (the proof

of case k = 1 is straightforward)

sup
Mn

v�+
k
2+↵̃|Qk |=C

 
n, k, �,↵, (R↵i )0ik, sup

vvk�1
|T |, (Ti )0ik�1,min

Mn
f

!
,

vk�1 = vk�1

✓
n, k, �,↵, (R↵i )0ik�1,min

Mn
f
◆

.
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By Lemma 2.9, as �+ k/2 < �+ k/2+ ↵̃, there exists some positive height

vk = vk(n, k, �,↵, R↵0 ),minMn
f )

and some positive constants Ci = Ci (n, �,↵, R↵0 ,minMn f ) for i = 0, 1 such
that for t � vk , the function

v�+
k
2 e�C0v

�↵̃
|r

kT |�A0v�
k
2�↵̃�A1v2�+k�

n
2 e�v�C1v�↵̃

: {vk  v  t}!R,

attains its maximum on the boundary {v = vk} [ {v = t} for any nonnegative
constant A1, and A0 � A0(n, k, �, R↵0 ,↵, supMn (v�+

k
2+↵̃|Qk |),minMn f ). For

A0 large enough one can ensure that

sup
v=vk

⇣
v�+

k
2 e�C0v

�↵̃
|r

kT | � A0v�
k
2�↵̃

⌘
 0,

A0 � C(n, k, �, R↵0 ,↵, sup
Mn

(v�+
k
2+↵̃|Qk |),min

Mn
f ) sup

vvk
|r

kT |.

Therefore, if t goes to +1,

sup
Mn

v�+
k
2+↵̃|r

kT |  C(lim sup
+1

v�+
k
2+↵̃|r

kT | + sup
vvk

|r
kT |),

C = C

 
n, k, �,↵, (R↵i )0ik, sup

vvk�1
|T |, (Ti )0ik, sup

vvk
|r

kT |,min
Mn

f

!
,

vk = vk

✓
n, k, �,↵, (R↵i )0ik,min

Mn
f
◆

.

Now, by the local estimates given by Lemma 2.8,

sup
vvk

|r
kT |  C(n, k, �,↵, sup

v2vk
|Rm(g)|,min

Mn
f ) sup

v2vk
|T |.

 C(n, k, �,↵, R↵0 ,minMn
f ) sup

v2vk
|T |

which concludes the proof.
(3) The proof of (3) is similar. Here, by induction on k,

sup
Mn

⇣
v
n
2��� k�1

2 ev|Qk |
⌘

 C

 
n, k, �,↵, sup

vvk�1
|T |, R↵0 ,minMn

f

!
,

vk�1 = vk�1

✓
n, k, �,↵, R↵0 ,minMn

f
◆

.

According to Lemma 2.9, since trivially,

�+

k
2

> �+

k � 1
2

,



A PRIORI ESTIMATES FOR CONICAL RICCI EXPANDERS 507

there exists some positive height

vk = vk(n, k, �,↵, R↵0 ,minMn
f )

and some positive constants Ci = Ci (n, �,↵, R↵0 ,minMn f ) for i = 0, 1 such
that for t � vk , the function defined on {vk  v  t},

v�+
k
2 e�C0v

�↵̃
|r

kT | + A0v2�+k�
n+1
2 e�v

� A1v2�+k�
n
2 e�v�C1v�↵̃

,

attains its maximum on the boundary {v = vk} [ {v = t} for any nonnegative
constant A1 and A0 � A0(n, �, R↵0 ,↵, supMn (v

n
2��� k�1

2 ev|Qk |),minMn f ).
For A1 large enough, one can ensure that

sup
v=vk

⇣
v�+

k
2 e�C0v

�↵̃
|r

kT | + A0v2�+
k�1
2 e�v

� A1v2�+k�
n
2 e�v�C1v�↵̃

⌘
 0,

A1 � C(n, k, �, R↵0 ,↵, sup
Mn

(v
n
2��� k�1

2 ev|Qk |),min
Mn

f ) sup
vvk

|r
kT |.

Now, by the local estimates given by Lemma 2.8, as T = O(v2��n/2e�v),
Tk = 0 for any k � 0.
Therefore, if t goes to +1 together with Lemma 2.8,

sup
Mn

⇣
v
n
2��� k

2 ev|rkT |

⌘
 C(n, k,↵, �,min

Mn
f, R↵0 , sup

vvk
|T |),

vk = vk

✓
n, k, �,↵, R↵0 ,minMn

f
◆

.

3. Asymptotic estimates

3.1. Rate of convergence to the asymptotic cone: generic case

By the very definition of the asymptotic cone, the asymptotic geometry is close to
the cone (C(X), dr2+r2gX ) in the sense of smooth Cheeger-Gromov convergence.
The aim of this section is to quantify this convergence. This approach is inspired
by [2] and [11] which are the cornerstones of the study of asymptotically locally
euclidean manifolds (ALE).
Definition 3.1. Ak

g(T ) := lim supx!+1
rp(x)2+k |rkT |g(x) for a tensor T and a

nonnegative integer k.
The purpose of this section is to give a proof of Theorem 1.2 that we restate in

terms of the invariants defined above.

Theorem 3.2. Let (M, g,r f ) be an expanding gradient Ricci soliton such that

Ak
g(Ric(g)) < +1, 8k 2 N.
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Then there exists a metric cone over a smooth compact manifold (C(X), dr2 +

r2gX ) with a smooth metric such that (M, g,r f ) is asymptotic to (C(X), dr2 +

r2gX , r@r/2) at polynomial rate ⌧=2. In particular, the invariants (Ak
g(Rm(g))k�0

are finite.

Remark 3.3. Instead of assuming the finiteness of all the invariants(Ak
g(Ric(g)))k�0,

we could have stated Theorem 3.2 with a finite number of finite such invariants: if
(Ai

g(Ric(g))0ik are finite then the proof of Theorem 3.2 shows that the asymp-
totic cone is of regularity Ck .

Proof. The proof is essentially the same as in [7]. Nonetheless, we clarify the
situation by pointing out the crucial estimates. Indeed, as the Ricci curvature has
quadratic curvature decay, one can show that the potential function is equivalent to
r2p/4 for any p 2 M , hence proper and by (2.4), the level sets of f + µ(g) (this
choice will be made clearer below), denoted by Mt := { f + µ(g) = t}, are well-
defined compact diffeomorphic hypersurfaces, for t large enough. Let us define the
following diffeomorphism

� : [t0,+1) ⇥ Mt20 /4
=: [t0,+1) ⇥ X ! M

�t20 /4

(x, t) ! �
t2
4 �

t20
4

(x),

for t0 large enough, where (�t )t is the Morse flow associated to the potential func-
tion f + µ(g), i.e.

@t�t =

r f
|r f |2

.

Then the pull-back metric �⇤g can be written as

�⇤g =

t2

4|r f |2
dt2 + t2ḡt

=

✓
1+

4�⇤ Rg
t2 � 4�⇤ Rg

◆
dt2 + t2ḡt ,

where, by definition, ḡt := t�2�⇤

t2/4�t20 /4
(g|Mt2/4

). Therefore, showing the expected
asymptotic estimates amounts to study the convergence of the one-parameter family
of metrics ḡt as t goes to +1. Moreover, by the very definition of �, one checks
immediately that it is compatible with the soliton structure:

( f + µ(g))(�(t, x)) =

t2

4
; @t� =

p
f + µ(g)

r f
|r f |2

.

Under the sole assumption A0g(Rm(g)) < +1, Chen and the author show in [7]
that (ḡt )t�t0 C1,↵ converges to a C1,↵ metric ḡ1 without giving the rate of the



A PRIORI ESTIMATES FOR CONICAL RICCI EXPANDERS 509

convergence. Moreover, if one imposes bounds on the rescaled covariant derivatives
of the Ricci tensor, the family (ḡt )t converges to ḡ1 in the C1 topology.

Indeed, we are even able to precise the convergence of this family of metrics
to its limit ḡ1:

@t ḡt = �2t�1ḡt + t�2 ·

t
2
2�⇤

r
2 f

|r f |2
(3.1)

=

✓
�2t�1 +

t
2|r f |2

◆
ḡt +

�⇤ Ric(g)
t |r f |2

(3.2)

=

8�⇤ Rg
t (t2 � �⇤ Rg)

ḡt +

4�⇤ Ric(g)
t (t2 � 4�⇤ Rg)

. (3.3)

Hence, if the Ricci curvature decays quadratically,

ḡt � ḡ1 = O(t�2). (3.4)

With appropriate bounds on the rescaled covariant derivatives of the Ricci curva-
ture, one gets more precise estimates concerning the covariant derivatives of the
difference ḡt � ḡ1: firstly, one derivates equation (3.3) and then, by using the
assumption on the decay of the covariant derivatives of the Ricci curvature, one
integrates as we did previously to get r ḡ1,i ḡt = O(t�2) for i 2 N.

We finally prove that the full curvature tensor decays quadratically if a suf-
ficient number (two exactly) of covariant derivatives of the Ricci curvature are
bounded in a rescaled sense.

By a previous observation, ifA0g(Ric(g)) < +1, f is quadratic in the distance
to a fixed point and its Morse flow is well-defined outside a compact set. Therefore,
by Proposition 2.3, one obtains on Mt :

@t |Rm(g)|2 +

4r2 f (Rm(g),Rm(g))
|r f |2

=

1
|r f |2

r
2 Ric(g) ⇤ Rm(g),

which means in particular that

@t (t2|Rm(g)|2)  O(t�2)(t2|Rm(g)|2) + c(n)|r2 Ric(g)|(t |Rm(g)|). (3.5)

By integrating this differential inequality, we get for t0  t ,

t sup
Mt

|Rm(g)|  t0 sup
Mt0

|Rm(g)| + O

 Z t

t0
sup
Ms

|r
2 Ric(g)|ds

!
,

giving the finiteness of A0g(Rm(g) if A2g(Ric(g)) < +1. The finiteness of the
invariants Ak

g(Rm(g)) follows by induction by mimicking the previous argument
together with the second part of Proposition 2.3.
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Remark 3.4. Theorem 1.2 does not assume a priori bounds on the full curvature
tensor: the sole assumption on the rescaled covariant derivatives of the Ricci cur-
vature implies the corresponding bounds for the curvature tensor. Nonetheless, the
proof of Theorem 1.2 shows a loss of two derivatives when estimating the conver-
gence and the finiteness of the invariants (Ak

g(Rm(g))k�0 which seems to be a usual
phenomenon when dealing with geodesic normal coordinates: [11] and [2]. Can one
prove the existence of a harmonic diffeomorphism at infinity which preserves the
soliton structure ?

3.2. Ricci flat asymptotic cones and rigidity of pinched metrics

The first part of this section consists in proving Theorem 1.3:

Proof of Theorem 1.3.

(1) By Lemma 2.1, equation (2.6), the Ricci curvature satisfies

1 f Ric(g) = �Ric(g) � 2Rm(g) ⇤ Ric(g).

Moreover, as lim+1 r2p Ric(g) = 0, it implies lim+1 f Ric(g) = 0 since f is
equivalent to r2p/4. In order to apply Lemma 2.10, we have to prove that the
curvature tensor decays appropriately at infinity. A priori, we have no informa-
tion on the curvature growth at infinity, nonetheless, one can adapt the work of
Munteanu and Wang [18] to the expanding case by proving that the curvature
tensor grows at most polynomially providing the Ricci curvature is bounded and
f is an exhausting function which is the case here. As Ric(g) decays quadrati-
cally, by Lemma 2.8,r2 Ric(g) grows at most like f ↵�1 if Rm(g) = O( f ↵) for
some positive ↵. Then, by using Lemma 2.3 as we did in the proof of Theorem
1.2, one can show that Rm(g) = O( f ↵�1). Hence, by induction, one shows
actually that Rm(g) = O( f �1+↵0

) for any ↵0
2 (0, 1).

Now, we apply Lemma 2.10 with T = Ric(g), � = 1 and ↵0
2 (0, 1) to get

sup
Mn

v
n�k
2 �1ev|rk Ric(g)| < +1, 8k � 0.

(2) Clearly, by the previous step, the invariants (Ak
g(Ric(g)))k�0 are finite. There-

fore, we can apply Theorem 1.2 to claim that (Mn, g,r f )) is asymptotically
conical to a metric cone (C(X), dr2 + r2gX ) with (X, gX ) a smooth Rieman-
nian manifold. Moreover, as lim+1 f Ric(g) = 0, the metric cone is Ricci
flat.
The convergence is exponential since, according to equation (3.3), the rate is
given by

O

0
@Z +1

t
s2 sup

Ms2/4

|Ric(g)| · s�3ds

1
A = O

✓
t�ne�

t2
4

◆
.
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(3) Concerning the lower bound for the scalar curvature, we employ the same
method, that is, we compute the evolution of the quantity vn/2�1ev Rg hoping
that some weighted Laplacian of it is positive outside a compact set.
We first consider ev Rg:

1v(ev Rg)=
�
1vev

�
Rg +2

D
rv,r

�
Rg ev

�E
�2|rv|

2 Rg ev+ev1v Rg, (3.6)

1�v(ev Rg)= (v � |rv|
2
� 1)Rg ev � 2|Ric(g)|2ev (3.7)

=

⇣
Rg +

n
2

� 1
⌘
ev Rg �2|Ric(g)|2ev. (3.8)

Then, for some real ↵,
1�v(v

↵ev Rg) = 1�v

�
v↵
�
(ev Rg) + 2↵hr ln v,r(v↵ev Rg)i

� 2↵2|r ln v|
2v↵ev Rg +

⇣
Rg +

n
2

� 1
⌘

v↵ev Rg

� 2|Ric(g)|2v↵ev,

1�v�2↵ ln v(v
↵ev Rg) =

✓
n
2

�1�↵+Rg +2↵
1v

v
�↵(↵+1)|r ln v|

2
◆

v↵ev Rg

� 2|Ric(g)|2v↵ev

=

✓
n
2

�1�↵+

2↵1v�↵(↵ + 1)
v

+↵(↵+1)
1v

v2

◆
v↵ev Rg

+ (R2g �2|Ric(g)|2)v↵ev.

If ↵ := n/2� 1, we get

1�v�(n�2) ln v(v
n/2�1ev Rg) =

✓
(n/2� 1)n/2+ (n � 2)Rg

v

◆
ev Rg

+

✓
n/2(n/2� 1)Rg

+n/2
v2

◆
vn/2�1ev Rg

+(R2g �2|Ric(g)|2)vn/2�1ev.
Therefore, one has

1�v�(n�2) ln v(v
n/2�1ev Rg) 

✓
C(n, supMn Rg)

v
+ Rg

◆
vn/2�1ev Rg . (3.9)

According to the differential inequality (3.9), one has

1�v�(n�2) ln v(v
n/2�1ev Rg) 

✓
C(n, supMn Rg, supMn v Rg)

v

◆
vn/2�1ev Rg .

Bymultiplying by a function of the form eCv�1 whereC is a constant depending
on n, supMn Rg and supMn v Rg as we did before for the Ricci curvature, one
has

1
�v�(n�2) ln v�2Cv�1(vn/2�1eve�Cv�1

Rg) < 0,
outside a sublevel set of the form {v  C(n, supMn Rg)}. Hence the result.
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We decide to prove a proposition on Ricci pinched metrics as a natural follow-
up to the proof of the previous theorem.

Recall that a Riemannian manifold (Mn, g) is Ricci pinched if there exists
some ✏ 2 (0, 1] such that

Ric(g) �

✏

n Rg
g.

We are able to prove the following:

Proposition 3.5. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with non
negative scalar curvature which is Ricci pinched. Then:

(1) (Mn, g,r f ) is asymptotically conical to a Ricci flat metric cone
�
C(Sn�1),

gC(Sn�1), r@r/2
�
at exponential rate;

(2) If dimM = 4, (M4, g,r f ) is isometric to the Gaussian soliton (R4, eucl,
| · |

2/4);
(3) If g is sufficiently pinched, i.e. if ✏ 2 [✏(n), 1] where limn!+1 ✏(n) = 1 �

2�1/2, then (Mn, g,r f ) is isometric to the Gaussian soliton.

Note that we do not assume a bound on the full curvature tensor: we derive such
bounds by the sole assumption of being Ricci pinched.

Previous works on this question were done in the following cases:

• If (M, g) has a sufficiently pinched curvature tensor (implying the nonnegativity
of the sectional curvature): [12];

• If (M, g) ⇥ R2 has pinched isotropic curvature (implying the nonnegativity of
the sectional curvature): [4] extending [12], proving the non existence of non
flat non compact such pinched metrics without any expanding structure;

• If dimM = 3: [17] by essentially using the same argument of the proof of
Proposition 3.5 in dimension 4.

Proof of Proposition 3.5.

(1) As the Ricci curvature is pinched and the scalar curvature is nonnegative, the
Ricci curvature is trivially nonnegative, therefore, the potential function is
quadratic in the distance function by (2.13) in Proposition 2.4. Moreover, the
Ricci curvature decays exponentially at infinity: this has already been shown
in previous works on Ricci pinched expanders. We reprove it for the conve-
nience of the reader. Consider the Morse flow (�t )t associated to the potential
function. Then, by (2.2) of Lemma 2.1,

@t Rg =

⌧
r Rg,

r f
|r f |2

�
= �2Ric(g)(n,n).

Since the Ricci curvature is pinched,

@t Rg  �

2✏
n Rg

,
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which implies that Rg(�t (x))  e�2✏t/n Rg(x), for t � 0, i.e. the Ricci curva-
ture decays as e�2✏ f/n . In particular, one has lim+1 r2p Ric(g) = 0 and Theo-
rem 1.3 applies. Moreover, as it is explained in Lemma 2.1, the levels sets of
f are diffeomorphic to Sn�1: the link of the asymptotic cone of (Mn, g,r f )
is therefore a smooth standard sphere endowed with an Einstein metric with
constant n � 2;

(2) According to the previous step of the proof of Proposition 3.5, the asymptotic
cone is (C(X), dr2+ r2gX ) where X is diffeomorphic to Sn�1 and gX satisfies
Ric(gX ) = (n�2)gX , which, in (global) dimension 3 or 4, implies that (X, gX )
is isometric to the Euclidean sphere of curvature 1. In particular, the asymptotic
volume ratio is

AVR(g) = lim
r!+1

Vol B(p, r)
rn

= !n,

where !n is the volume of the unit ball of the n-dimensional Euclidean space.
By the Bishop-Gromov theorem, (Mn, g) is isometric to the Euclidean space
when n 2 {3, 4};

(3) On the one hand, if the Ricci curvature is pinched, that is, there exists some
positive number ✏ less than or equal to 1 such that

Ric(g) �

✏ Rg
n

g,

then we estimate the norm of the Ricci curvature as follows:

|Ric(g)|2 =

????Ric(g) �

✏ Rg
n

g +

✏ Rg
n

g
????
2

 (1� ✏)2 R2g +

2✏(1� ✏)

n R2g +

✏2

n R
2
g



⇣
c(n)✏2 � 2c(n)✏ + 1

⌘
R2g,

where c(n) = 1�1/n. Consequently, 2|Ric(g)|2  R2g pointwisely if and only
if ✏ 2 [✏�, 1] where

✏� := 1�

vuut1�

1

2
⇣
1�

1
n

⌘ ,

which means that ev Rg satisfies on Mn according to equation (3.8),

1�v(ev Rg) �

⇣n
2

� 1
⌘
ev Rg .

By applying the maximum principle, we get that (Mn, g) is scalar flat since
lim
+1

ev Rg = 0,

as soon as n � 3 by the Ricci curvature decay obtained in Theorem 1.3. By the
evolution equation (2.7), (Mn, g) is Ricci flat hence isometric to the Euclidean
case according to [21].
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3.3. Estimates for non Ricci flat asymptotic cones with an Einstein link

In this section, we investigate the asymptotic geometry of Ricci expanders whose
asymptotic cones have an Einstein link.
Theorem 3.6. Let (Mn, g,r f ) be an expanding gradient Ricci soliton. Assume
the following weak decays on the curvature tensor:

Rm(g) = O(r�2
p ), divRm(g) = O(r�3

p ).

If (M, g,r f ) is weakly Einstein at infinity, i.e. Ric(g)� Rg
(n�1) (g�n⌦n) = o(r�2

p ),
then

Ric(g) �

Rg
(n � 1)

(g � n⌦ n) = O(r�3
p )

Remark 3.7. Theorem 3.6 is interesting only if the convergence to the asymptotic
cone is less than C2 a priori. Recall from [7] that if the curvature tensor decays
quadratically, the asymptotic cone is only C1,↵ , for any ↵ 2 (0, 1).

Proof. Define
T := Ric(g) �

Rg
(n � 1)

(g � n⌦ n).

T is well-defined outside a compact set (or even a point if Ric(g) � �(�/2)g for
� 2 [0, 1)). Then, tr T = 0 and

1 f T + T = �2Rm(g) ⇤ Ric(g) +

2
n � 1

|Ric(g)|2(g � n⌦ n)

+

Rg
n � 1

1 f (n⌦ n) +

2
n � 1

r Rg ·r(n⌦ n).

Now, recall that Rm(g) ⇤ Ric(g)i j := Rm(g)ikl j Ric(g)kl . Therefore,

hRm(g) ⇤ Ric(g), T i = hRm(g) ⇤ T, T i +

Rg
n � 1

hRm(g) ⇤ (g � n⌦ n), T i

= hRm(g) ⇤ T, T i +

Rg
n � 1

hRic(g) � Rm(g)(n, ·, ·,n), T i

= hRm(g) ⇤ T, T i +

Rg
n � 1

|T |
2
�

R2g
(n � 1)2

T (n,n)

�

Rg
n � 1

hRm(g)(n, ·, ·,n), T i.

Now, according to Lemma 2.1, we know that

hRm(g)(n, ·, ·,n), T i = O(v�2)|T |

T (n,n) = Ric(n,n) = O(v�2)

|T |
2

= |Ric(g)|2 �

R2g
n � 1

+

2Rg
n � 1

Ric(n,n),
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Hence,

1
2

⇣
1 f |T |

2
+ 2|T |

2
� 2|rT |

2
⌘

= �2hRm(g) ⇤ T, T i

�

2
n � 1

(Rg +Ric(g)(n,n))|T |
2

+

4Rg
(n � 1)2

Ric(n,n)2 +

2Rg
n � 1

Rm(g)n..n ⇤ T

+

Rg
n � 1

h1 f (n⌦ n), T i

+

2
n � 1

hr Rg ·r(n⌦ n), T i.

Now, since,

rn =

r
2 f � r

2 f (n) ⌦ n
|r f |

,

hr Rg ·r(n⌦ n), T i = 2hrr Rgn,Ric(g)(n)i
= O(v�4),

hrr f (n⌦ n), T i = 2hrr f n,Ric(g)(n)i
= 2hRic(g)(n) � Ric(g)(n,n)n,Ric(g)(n)i = O(v�4),

h1(n⌦ n), T i = 2h1(n),Ric(g)(n)i + 2hrn ⇤ rn, T i

= O(v�1)|T |.

Finally, we get:

1
2

⇣
1v|T |

2
+ 2|T |

2
� 2|rT |

2
⌘

= O(v�1)|T |
2
+ O(v�2)|T | + O(v�4)

= O(v�1)|T |
2
+ O(v�3),

where we used the Young inequality in the last line. Define now u := |T |
2. Then,

there are positive constants c0, c1 such that

1vu + 2u � �c0v�1u � c1v�3.

We apply Lemma 2.9 to u, � = �2, ↵ = 1 and Q = c1v�3 to get that supMn v3u <
+1 since lim+1 v2u = 0 by assumption on T , which is excatly the expected decay
on T .

The decay of the tensor T considered in Theorem 3.6 can be sharpened as soon
as the Laplacian of the curvature tensor decays appropriately:

Theorem 3.8. Let (Mn, g,r f ) be an expanding gradient Ricci soliton. Assume
the curvature tensor decays quadratically at infinity, i.e. Rm(g) = O(r�2

p ).
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(1) (Weak asymptotically constant scalar curvature) If lim+1 f Rg = R1 = cst
and if 1g Rg = O( f �2), then

Rg =

R1

f
+ O( f �2);

(2) (Weak asymptotically constant Ricci curvature) If

T := Ric(g) �

Rg
(n � 1)

(g � n⌦ n) = o( f �1),

1g Ric(g) = O( f �2),

then T = O( f �2);
(3) (Weak asymptotically constant curvature operator) If

T̃ := Rm(g) �

Rg
(n � 1)(n � 2)

(g � n⌦ n) � (g � n⌦ n) = o( f �1),

1g Rm(g) = O( f �2),

then T̃ = O( f �2).

Remark 3.9. Again, Theorem 3.8 is only interesting if the convergence to the
asymptotic cone is less than C2.

Proof. First of all, denote by R1 the limit of the rescaled curvature, i.e. R1 :=

lim+1 v Rg. Then, by the soliton identities given by Lemma 2.1,

rr f (v Rg �R1) = |rv|
2 Rg +vrr f Rg

= �1v Rg �v
⇣
1Rg +2|Ric(g)|2

⌘
= O(v�1).

In particular, if we integrate the previous estimate along the flow generated by
r f/|r f |2, then we get,

v Rg �R1 = O(v�1).

The same procedure applies to the Ricci curvature if the metric of the link of the
asymptotic cone has constant Ricci curvature. Indeed, by the previous estimate on
the scalar curvature,

vT = v Ric(g) �

R1

n � 1
(g � n⌦ n) + O(v�1).

Therefore, it suffices to prove that

v Ric(g) �

R1

n � 1
(g � n⌦ n) = O(v�1).
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Again, by Lemma 2.1,

rr f

✓
v Ric(g)� R1

n�1
(g�n⌦ n)

◆
=�v(1Ric(g)+2Rm(g)⇤Ric(g))�1v Ric(g)

+

R1

n � 1
⇥
(rr f n) ⌦ n+ n⌦ (rr f n)

⇤
= O(v�1).

The result follows by integrating along the Morse flow of the potential function f .
The same procedure applies to the curvature tensor if the metric of the link of the
asymptotic cone has constant curvature.

3.4. Positively curved expanding gradient Ricci solitons

Even if the following proposition belongs to the global estimates, we find it more
convenient to give its proof now:

Proposition 3.10. Let (M, g,r f ) be a normalized expanding gradient Ricci soli-
ton with non negative Ricci curvature. Then,

✓p
µ(g) +

rp(x)
2

◆2
Rg(x) � lim inf

y!+1

rp(y)2

4 Rg(y), 8x 2 M,

where p is the unique critical point of the potential function f and µ(g) is the
entropy.

The definition of the entropy of a Ricci expander can be found in Lemma 2.1.
Note that if the convergence to the asymptotic cone (C(X), gC(X)) of such a

Ricci expander is at least C2 and if the scalar curvature RgX is positive then accord-
ing to Proposition 3.10, the rescaled scalar curvature has a definite positive lower
bound.

Proof of Proposition 3.10. Recall first that 1 f v = v. Then, by equation (2.7), one
has

1 f (v Rg) = �2|Ric(g)|2v + 2 < r(v Rg),r ln v > �2(v Rg)|r ln v|
2

 0.

One gets the expected estimate by applying the maximum principle to sub level set
{v  t} with t tending to +1.

Remark 3.11.

• The proof of Proposition 3.10 does not require the Ricci curvature to be non-
negative, one only needs nonnegative scalar curvature plus the fact that v is an
exhaustion function;
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• In particular, Proposition 3.10 gives a positive lower bound for the rescaled
scalar curvature as soon as the metric gX of the link of the asymptotic cone
C(X) satisfies RgX > (n � 1)(n � 2) on X .

The next proposition gives an asymptotic lower bound on the Ricci curvature in
case the asymptotic cone is sufficiently positively curved:

Proposition 3.12. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with
positive Ricci curvature that converges (in the C4 sense at least) to its asymptotic
cone (C(X), dr2 + r2gX ) where Ric(gX ) > (n � 2)gX . Then, for some p 2 Mn ,

lim inf
r!+1

r4 inf
@B(p,r)

Ric(g) > 0.

Proof. By assumption on the positivity of the Ricci curvature of the metric of the
link of the cone, it is sufficient to prove it for the radial direction. By the soliton
identity (2.2),

2v2 Ric(g)(n,n) = �

v2

|r f |2
hr Rg,r f i

=

v2

|r f |2
⇣
1Rg +2|Ric(g)|2 + Rg

⌘
.

In particular, using the decay of 1Rg and the fact that lim inf+1 v Rg > 0, one
gets infMn v2 Ric(g)(n,n) > 0.

Hence the result.

We end this subsection by proving the analogue of Proposition 3.12 for the
curvature operator.

Proposition 3.13. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with
positive curvature operator that converges (in the C4 sense) to its asymptotic cone
(C(X), dr2 + r2gX ) where Rm(gX ) > Id32T X . Then, for p 2 Mn ,

lim inf
r!+1

r4 inf
@B(p,r)

Rm(g) > 0.

Proof. Any bivector ↵ 2 32T M can be written as ↵ = ↵0
+ � ^ n, where ↵0 is a

linear combination of bivectors spanning 2-planes orthogonal to n and � is a vector
orthogonal to n. Then, by the soliton identity (2.4)

Rm(g)(↵,↵) = Rm(g)(↵0,↵0) + 2Rm(g)(↵0,� ^ n) + Rm(g)(� ^ n,� ^ n)
� Rm(g)(↵0,↵0)�c(n)v�1/2

| divRm(g)||↵0

||�|+Rm(g)(�,n,n,�).
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Now,

Rm(g)(r f,U, V,r f ) = � divRm(g)(r f,U, V )

= �rr f Ric(g)(U, V ) + rU Ric(g)(r f, V ),

for any vector U and V . On the other hand, by the soliton identities given by
Lemma 2.1,

rU Ric(g)(r f,V ) = U · Ric(g)(r f,V )�Ric(g)(rUr f, V )�Ric(g)(r f,rUV )

= hrU (Ric(g)(r f )), V i � Ric(g)
✓
U
2

+ Ric(g)(U), V
◆

= �

r
2 Rg
2

(U, V ) � Ric(g)
✓
U
2

+ Ric(g)(U), V
◆

.

Therefore,

Rm(g)(n,U, V,n) =

1
2|r f |2

(21Ric(g) + Ric(g) + 4Rm(g) ⇤ Ric(g)) (U, V )

�

1
2|r f |2

⇣
r
2 Rg(U, V ) + 2Ric(g) ⌦ Ric(g)

⌘
(U, V ).

Hence, by the decay of the curvature and the assumption on the positivity of the
curvature operator of the metric of the link of the cone,

inf
x2Mn

v2(x)min
�?n

Rm(g)(x)(� ^ n,� ^ n) > 0.

Finally, we get, by the Young inequality,

Rm(g)(↵,↵) �

C
v

|↵0

|
2
� O(v�2)|↵0

||�| +

C
v2

|�|
2

�

C
v

⇣
1� O(v�1)

⌘
|↵0

|
2
+

C
v2

|�|
2,

where C is a positive constant space independent which can vary from line to line.
Hence the expected lower bound for the curvature operator.

4. A priori curvature estimates and compactness theorems

We start by establishing Proposition 1.9: it is an a priori estimate for general sub-
solutions of weighted elliptic equations with quadratic nonlinearities on a Ricci
expander.
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Proof of Proposition 1.9. First of all, as the potential function is exhausting, the
level sets { f = t} of the potential function are smooth compact diffeomorphic
hypersurfaces as soon as t > supMn Rg by Lemma 2.1. Without loss of generality,
one can assume c = 1 by considering ũ := cu.

As 1 f v = v,

1 f (vu) � �

(vu)2

v
+ 2hr(vu),r ln vi � 2(vu)|r ln v|

2

� 2hr(vu),r ln vi �

(vu + 1)2

v
+

1
v
,

by Proposition 2.4 Now, define w := (vu + 1)�1. Then,

1v�2 ln vw = �

1v�2 ln v(vu)
(vu + 1)2

+ 2
|r(vu)|2

(vu + 1)3


1
v

+ 2|rw|
2(uv + 1)



1
v

+ 2|rw|
2w�1.

Finally, consider W := w + 2v�1. Then, as

1v�2 ln vv
�1

= �

1v�2 ln vv

v2
+ 2|rv|

2v�3

= �

1
v

+ 4|rv|
2v�3,

we get,

1v�2 ln vW  �v�1
+ 8|rv|

2v�3
+ 2|rw|

2w�1

 �v�1
+ 8v�2

+ 2|rw|
2w�1.

Assume that W attains its minimum at an interior point in the slice {t1  f  t2}
with t1 to be chosen later. Then, at this point, one has by the previous differential
inequality:

0  �v�1
+ 8v�2

+ 2|r2v�1
|
2w�1.

That is,

1� 8v�1
 8(sup

Mn
u + v�1)v�1,

which is impossible if t1 > C(supMn u). Therefore, W attains its minimum on the
boundary of {t1  f  t2} as soon as t1 is larger than C(supMn u) > 0. By letting
t2 go to +1, one has

min
M

W � min
✓
C(sup

Mn
u), lim inf

+1

W
◆

,

which turns out to be exactly the expected estimate.
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It turns out that Proposition 1.9 can be applied to the full curvature tensor
and the scalar curvature when the Ricci curvature is nonnegative as the next two
lemmata show.

Corollary 4.1. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with finite
asymptotic curvature ratio, i.e. A0g(Rm(g)) < +1. Then,

sup
Mn

v|Rm(g)|  C
✓
n, sup

Mn
|Rm(g)|, A0g

�
Rm(g)

�◆
.

Proof. First of all, as A0g(Rm(g)) < +1, it can be shown that f is equivalent to
r2p/4, in particular f is proper.

By equation (1.9), the curvature operator Rm(g) of an expanding gradient
Ricci soliton satisfies

1 f Rm(g) = �Rm(g) + Rm(g) ⇤ Rm(g).

Therefore,

1 f |Rm(g)|2 � 2|r Rm(g)|2 � 2|Rm(g)|2 � c(n)|Rm(g)|3.

Now, since the curvature may vanish, we have to deal with u✏ :=

p
|Rm(g)|2 + ✏2

first, where ✏ > 0. By routine computations, one has

1 f u✏ � �u✏ � c(n)u2✏ .

Using the proof of Proposition 1.9, one gets, with the same notations,W✏ := (vu✏+
1)�1,

min
t1 ft2

W✏ = min
⇢
min
f=t1

W✏,min
f=t2

W✏

�
, (4.1)

for t1 larger than a positive constant depending on supMn u✏ which does not depend
on ✏ if ✏ is less than 1. Therefore, if ✏ goes to 0 in (4.1), and by letting t2 go to+1,
we get the expected estimate.

Corollary 4.2. Let (Mn, g,r f ) be an expanding gradient Ricci soliton with non-
negative Ricci curvature such that lim sup

+1
v Rg < +1. Then,

sup
Mn

v Rg  C
✓
sup
Mn
Rg, A0g(Rg)

◆
.

Proof. By Proposition 2.4, f is an exhausting function and the scalar curvature is
bounded. Moreover, the scalar curvature satisfies the following differential inequal-
ity since the Ricci curvature is nonnegative:

1 f Rg = �Rg �2|Ric(g)|2 � �Rg �2R2g .

Hence the result by applying Proposition 1.9 to the scalar curvature Rg.
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As we are dealing with smooth convergence, we need to control globally the
rescaled covariant derivatives of the curvature tensor in terms of the asymptotic
curvature ratios (Ak

g(Rm(g)))k�0 and a bound on the curvature tensor. We state and
prove the following proposition dealing only with the full curvature tensor.
Proposition 4.3. Let (Mn, g,r f ) be an expanding gradient Ricci soliton such that

Ai
g(Rm(g)) < +1,

for i 2 {0, ..., k}. Then,

sup
Mn

⇣
v1+k/2|rk Rm(g)|

⌘

 C
✓
n, k,min

Mn
v, sup

Mn
|Rm(g)|, A0g(Rm(g)), ..., Ak

g(Rm(g))
◆

.

Proof of Proposition 4.3. We cannot apply directly Corollary 2.10, since it assumes
a priori bounds on the full rescaled covariant derivatives of the curvature.

Nonetheless, we prove these estimates in a similar way by induction on k.
We begin by deriving a nice differential inequality satisfied by r

k Rm(g):

1 f |r
k Rm(g)|2 = 2|rk+1 Rm(g)|2 + 2

⌦
[1,rk

]Rm(g),rk Rm(g)
↵

+2
⌦
[rr f ,r

k
]Rm(g),rk Rm(g)

↵
+2
⌦
r
k(�Rm(g) + Rm(g) ⇤ Rm(g)),rk Rm(g)

↵
.

According to (2.8) and (2.9) , we get for k � 2, (the case k = 1 can be proved in a
more straightforward way)

1 f |r
k Rm(g)|2 � 2|rk+1 Rm(g)|2

�2
✓
1+

k
2

+ c(n, k)|Rm(g)|
◆

|r
k Rm(g)|2 (4.2)

�c(n, k)
k�1X
i=1

|r
i Rm(g)||rk�i Rm(g)||rk Rm(g)|. (4.3)

By applying the induction assumption, we get

1 f |r
k Rm(g)|2�2|rk+1 Rm(g)|2�2

✓
1+

k
2

+c(n, k)|Rm(g)|
◆

|r
k Rm(g)|2

�C
✓
n,k,min

Mn
v,sup

Mn
|Rm(g)|,A0g(Rm(g)), . . . ,Ak�1

g (Rm(g))
◆

v�(k/2+2)
|r

k Rm(g)|.

By considering uk✏ :=

p
|r

k Rm(g)|2 + ✏2, one has

1 f uk✏ � �

✓
1+

k
2

+ c(n, k)|Rm(g)|
◆
uk✏

�C
✓
n,k,min

Mn
v,sup

Mn
|Rm(g)|, A0g(Rm(g)), . . . ,Ak�1

g (Rm(g))
◆

v�(k/2+2).
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Since

1 f (v
k/2+1) =

✓
1+

k
2

◆
vk/2+1 +

k
2

✓
1+

k
2

◆
|r ln v|

2vk/2+1,

we get, by Corollary 4.1,

1 f
⇣
uk✏v

k/2+1
⌘

� 2
✓
1+

k
2

◆ ⌦
r(uk✏v

k/2+1),r ln v
↵

�C(n, k, sup
Mn

|Rm(g)|, A0g(Rm(g)))v�1
⇣
uk✏v

k/2+1
⌘

�C
✓
n, k,min

Mn
v, sup

Mn
|Rm(g)|,A0g(Rm(g)),. . .,Ak�1g (Rm(g))

◆
v�1.

Now,

1v�(2+k) ln ve�C0v
�1

=

C0
v2

 
v � (2+ k)

|rv|
2

v

!
+ C20 |rv�1

|
2,

1v�(2+k) ln v

⇣
uk✏v

k/2+1e�C0v
�1
⌘

� �2C0
D
r

⇣
uk✏v

k/2+1e�C0v
�1
⌘

,rv�1
E

+

✓
C0
2

� C(n, k, sup
Mn

|Rm(g)|, A0g(Rm(g))) � C20v
�2
◆

· v�1
·

⇣
uk✏v

k/2+1e�C0v
�1
⌘

�C
✓
n, k,min

Mn
v, sup

Mn
|Rm(g)|, A0g(Rm(g)), ..., Ak�1

g (Rm(g))
◆
e�C0v

�1
v�1

� �2C0
D
r

⇣
uk✏v

k/2+1e�C0v
�1
⌘

,rv�1
E

�C
✓
n, k,min

Mn
v, sup

Mn
|Rm(g)|, A0g(Rm(g)), ..., Ak�1

g (Rm(g))
◆
e�C0v

�1
v�1,

for

C0 = C
✓
n, k, sup

Mn
|Rm(g)|, A0g(Rm(g))

◆
,

v � C := C
✓
n, k, sup

Mn
|Rm(g)|, A0g(Rm(g))

◆
.

Finally, for any constant C1 larger than C , one has

1v�(2+k) ln v+2C0v�1

⇣
uk✏v

k/2+1e�C0v
�1

� C1v�1
⌘

� 0,
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for v � C
⇣
n, k, supMn |Rm(g)|, A0g(Rm(g))

⌘
. Therefore, by the maximum prin-

ciple and the fact that these estimates does not depend on ✏  1, one gets the
expected estimates since one can assume that

uk✏v
k/2+1e�C0v

�1
� C1v�1

 0

on v  C(n, k, supMn |Rm(g)|, A0g(Rm(g))).

Before proving Theorem 1.7, we need to introduce the notion of (C1) conical
convergence for asymptotically conical Ricci expanders:
Definition 4.4. A sequence of pointed asymptotically conical Ricci expanders (Mn

i ,

gi ,rgi fi ,pi )i with corresponding asymptotic cones (C(Xi ),dr2+r2gXi ,r@r/2, oi )i
converges to a pointed asymptotically conical Ricci expander (Mn

1
,g1,rg1 f1,p1)

with corresponding asymptotic cone (C(X1), dr2+ r2gX1
, r@r/2, o1) in the C1

conical topology if the following holds:

• (Mi , gi , pi )i converges to (M1, g1, p1) in the sense of the Cheeger-Gromov
pointed smooth convergence;

• There exists a sequence of diffeomorphisms  i : X1 ! Xi such that for any
positive ✏ and any nonnegative integer k, there exist a radius R and an index i0
such that

sup
r�R

sup
@B(o1,r)

rl
????r�⇤

1
g1,l

h
(��1

i � (I dr , i ))⇤gi� �⇤

1
g1

i????✏, i� i0, lk,

where (�i )i and �1 are the diffeomorphisms at infinity given by Definition 1.1
and where I dr denotes the identity on the radial coordinates of the cone C(X1).

Remark 4.5. Notice that the convergence in the smooth conical topology implies
the convergence of the corresponding asymptotic cones.

We are now in a position to state and prove the first compactness theorem:

Theorem 4.6. The class

M0
Exp(n, �0, (3k)k�0) :=

⇢
(Mn, g,r f, p) normalized expanding gradient Ricci

soliton such that
Ric(g) � 0; Crit( f ) = {p}; sup

Mn
|Rm(g)|  �0;

lim sup
x!+1

rp(x)2+k |rk Rm(g)|(x)  3k, 8k � 0
�

is compact in the C1 conical topology.
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Remark 4.7.

• Theorem 4.6 does not assume a uniform lower bound for the rescaled volume:
this is actually a consequence of the proof of Theorem 4.6;

• We could also have assumed a bound on the Ricci curvature of the form Ric(g)�
��g with � 2 [0, 1/2) giving again the same properties for the potential func-
tion, the statement of Theorem 4.6 should be modified slightly then and would
have been less concise;

• There is no a priori lower bound on the volume in the statement of Theorem
4.6. Actually, the nonnegativity of the Ricci curvature implies that X is diffeo-
morphic to a codimension one sphere endowed with a metric gX with a positive
lower bound on the Ricci curvature depending only on the dimension and a cur-
vature bound30: one can then invoke a non-collapsing theorem due to Petrunin
and Tuschmann [20] to bound from below the volume of gX .

Proof of Theorem 4.6.

• Firstly, we remark that if (Mn, g,r f, p) 2 M0
Exp(n, �0, (3k)k�0) then

(Mn, g,r f ) is asymptotically conical to (C(X), gC(X), r@r/2) by Theorem 1.2.
Moreover, as Ric(g) � 0, X is diffeomorphic to Sn�1. We claim that

AVR(g) � C(n, A0g(Rm(g))) � C(n,30) > 0.

Indeed, (X, gX ) is a smooth Riemannian manifold such that

Ric(gX ) � (n � 2)gX ,

sup
X

|Rm(gX )|  C(n, A0g(Rm(g)))  C(n,30).

On the one hand, if n is odd, then the Gauss-Bonnet applied to (X, gX ) gives

2 = �(X) =

2
Vol(Sn�1)

Z
X
K,

where

K =

1
(n � 1)!

X
i1<...<in�1

✏i1,...,in�1 Rm(gX )i1,i2 ^ ... ^ Rm(gX )in�2,in�1,

where ✏i1,...in�1 is the signature of the permutation (i1, ..., in�1). Therefore,

0 < C(n)  VolgX (X)(C(n) + A0g(Rm(g))
n�1
2  C(n,30)AVR(g),

which proves the claim if n is odd.
On the other hand, if n is even, we apply the ⇡2-theorem of [20] asserting in
our setting that there exists a positive constant V0 = V0(n,30) such that the
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volume of any simply connected compact Riemannian manifold (X, gX ) with
finite second homotopy group and such that Ric(gX ) � c(n)gX > 0, Rm(gX ) 

C(n,30) is bounded from below by V0.
As a consequence, any link of the asymptotic cones of such Ricci expanders
belongs toM(n� 1,⇡,C(n,30), (f3k)k�0) wheref3k depends on a finite num-
ber of 3i . Indeed, the diameter estimate follows by the Myers theorem and the
curvature estimates follow by Gauss equations. Hence, these metrics lie in a
compact set for the C1 topology according to Theorem 1.6;

• Thanks to Proposition 2.4, we notice that

|min
Mn

f | + |µ(g)|  C(n, �0,30). (4.4)

Therefore, if (Mn
i , gi ,r fi , pi )i 2 M0

Exp(n, �0, (3k)k�0), then (Mn
i , gi , pi )i

belongs to

MPt (n, v, (C(n, k, �0))k�0) :=

n
(Mn, g, p) complete |Volg Bg(p, 1) � v;

|r
k Rm(g)|  C(n, k, �0),8k 2 N

o
,

where v = v(n,30), which is compact for the pointed C1 topology. Indeed,
the bounds on the covariant derivatives of the curvature tensor come from Lem-
ma 2.6 and the volume estimate is due to the Bishop-Gromov theorem together
with the estimate AVR(g)�C(n,30). In particular, (Mi ,gi ,pi )i (sub)converges
to a smooth Riemannian manifold (M1,g1,p1)2MPt (n, v,(C(n, k, �0))k�0)
with non negative Ricci curvature. Moreover, by the Ricci soliton equation to-
gether with the bounds (4.4), ( fi )i subconverges to a smooth function f1 sat-
isfying the Ricci soliton as well: f1 is a smooth strictly convex function with
Crit( f1) = {p1}. We also check that f1 is normalized. Indeed, for a positive
radius R > 0 and some index i , we have

????(4⇡)n/2 �

Z
B(pi ,R)

e� fi dµ(gi )
???? 

Z
rpi�R

e� fi dµ(gi )

 e�minMni fi
Z
rpi�R

e�r
2
pi /4dµ(gi )

 C(n, �0,30)
Z

+1

R
e�r

2/4rn�1dr.

If R is fixed and if i tends to +1,
????(4⇡)n/2 �

Z
B(p1,R)

e� f1dµ(g1)

????  C(n, �0,30)
Z

+1

R
e�r

2/4rn�1dr,

which implies in particular that f1 is normalized;
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• Now, we justify the inversion of limits.
Let (Mn

i , gi ,r fi , pi )i 2 M0
Exp(n, �0, (3k)k�0) be converging to a normalized

expanding gradient Ricci soliton (M1, g1,r f1, p1) with nonnegative Ricci
curvature. Let (C(Xi ), dr2+r2gXi )i be the sequence of asymptotic cones corre-
sponding to (Mi , gi , pi )i . As noticed previously, the sequence of compact Rie-
mannian manifolds (Xi , gXi )i has a subsequence converging to a smooth Rie-
mannian manifold (X1, gX1

). On the other hand, according to Proposition 4.3
together with the crucial estimate (3.3) given in the proof of Theorem 1.2, one
has,

@tr
gXi ,k ḡi t = O(t�3), 8k � 0, (4.5)

where O depends on k and is uniform in the indices i . In particular,

r
gXi ,k((ḡi )t � gXi ) = O(t�2),

which proves that the asymptotic cone of (M1, g1, p1) is isometric to
(C(X1), dr2 + r2gX1

).
The last step is to make sure that the invariants (Ak

g1

(Rm(g1))k�0 have not
improved. Indeed,

Ak
g1

(Rm(g1)) = lim
i!+1

lim sup
x!+1

d2+kgi (pi , x)|rk Rm(gi )|  3k .

Remark 4.8. What if one only assumes bounds on the asymptotic covariant deriva-
tives of the Ricci curvature (Ak

g(Ric(g)))k�0? This question is motivated by Theo-
rem 1.2 where it is proved that the full curvature tensor is actually asymptotically
controlled by the Ricci curvature.

We are now in a position to prove Theorem 1.7 for Ricci expander with non-
negative curvature operator: notice that the bound on the curvature is replaced by a
lower bound on the asymptotic volume ratio.
Remark 4.9.

• If one is only interested inC1,↵ convergence in the preceding theorem, assuming
A0(Rg)  30 is enough to ensure such convergence since the scalar curvature
controls pointwise the curvature operator;

• Again, compared to Theorem 4.6, Theorem 1.7 does not assume any a priori
bound on the curvature tensor: this is actually a consequence as shown in the
proof below;

• The proof of Theorem 1.7 is more self-contained than the one of Theorem 1.7
since it does not use the involved non collapsing theory developed in [20].

Proof of Theorem 1.7. By Theorem 4.6, it suffices to prove that if (Mn, g,r f, p)
belongs toMVol

Exp(n, (3k)k�0, V0) then

sup
Mn

|Rm(g)|  C(n, V0).
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This estimate has already been proved in greater generality by Schulze and
Simon [24]. Nonetheless we give here a self-contained proof. This goes by con-
tradiction. Assume there exists a sequence of expanding gradient Ricci solitons
(Mn

i , gi ,r fi , pi )i such that

Rm(gi ) � 0; AVR(gi ) � V0; Crit( fi ) = {pi }; sup
i
sup
Mn
i

Rgi = +1.

As the Ricci curvatures of the metrics gi are nonnegative, the scalar curvatures
Rgi attain their maximum at the (unique) point pi 2 Mn

i . Moreover, we have the
following estimates of the potential functions by Proposition 2.4:

1
4
rpi (x)

2
+min

Mn
i

vi  vi (x) 

 
1
2
rpi (x) +

r
min
Mn
i

vi

!2
, (4.6)

for any x 2 Mn
i . By (2.2), we have minMn

i
vi = maxMn

i Rgi +n/2 = Rgi (pi ) +

n/2. Define the rescaled metrics g̃i (⌧ ) := Qigi (Q�1
i ⌧ ) where Qi := Rgi (pi ) +

n/2 and gi (·) is the associated Ricci flow to the expanding gradient Ricci soliton
(Mn

i , gi ,r fi ). Then the sequence (Mn
i , g̃i (⌧ ))⌧2(�Qi ,+1) of Ricci flows satisfies:

supMn |Rm(g̃i (⌧ ))| is uniformly bounded in the indices i for ⌧ in a compact interval
of (�Qi ,+1), Rg̃i (0)(pi ) = 1, Rm(g̃i (⌧ )) � 0 and AVR(g̃i (⌧ )) � V0 for ⌧ 2

(�Qi ,+1)which means in particular that injg̃i (0)(pi ) � C(n, V0) > 0. Therefore,
by Hamilton’s compactness theorem [15], there is a subsequence, still denoted by
(Mn

i , g̃i (⌧ ), pi )i converging in the pointed Cheeger-Gromov topology to a non flat
eternal solution of the Ricci flow (Mn

1
, g1(⌧ ), p1) with nonnegative curvature

operator and Euclidean volume growth, i.e. such that AVR(g1) > 0. Moreover,
ṽi := vi �minMn

i
vi satisfy by the estimates (4.6):

0 

r2g̃i (0),pi
4Qi

 ṽi 

r2g̃i (0),pi
4Qi

+ rg̃i (0),pi ; ṽi (pi ) = 0.

Moreover, by (2.2),

|r
g̃i (0)ṽi |g̃i (0)  Q�1

i

 
r2g̃i (0),pi
4Qi

+ rg̃i (0),pi + Qi

!
,

which means in particular that the sequence of functions (ṽi )i is equicontinuous.
Finally, the soliton equation can be rewritten as

r
2,g̃i (0)ṽi = Ric(g̃i (0)) +

g̃i (0)
2Qi

.

Therefore, the higher covariant derivatives of ṽi are uniformly bounded and ṽi con-
verges smoothly to a smooth function v1 which satisfies

r
2,g1v1 = Ric(g1),
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i.e. (M1, g1,rv1) is a non flat steady gradient Ricci soliton with nonnegative
curvature operator and positive asymptotic volume ratio: a contradiction to Hamil-
ton’s argument [9, Chapter 9, Section 3] which can be proved by induction on the
dimension.
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