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Existence of minimizers for the Reifenberg Plateau problem

YANGQIN FANG

Abstract. Given a compact set B ⇢ Rn and a subgroup L of the Čech homology
group Ȟd�1(B;G) of dimension d � 1 over some Abelian group G, we find a
compact set E � B such that the image of L by the natural map Ȟd�1(B;G) !

Ȟd�1(S;G) induced by the inclusion B ! E , is reduced to {0}, and such that
the Hausdorff measure Hd (E \ B) is minimal under these constraints. Thus we
have no restriction on the group G or the dimensions 0 < d < n. We can also
replace the Hausdorff measure with the integral of a special integrand.

Mathematics Subject Classification (2010): 49K99 (primary); 49Q20 (sec-
ondary).

1. Introduction

Plateau problems usually concern the existence of surfaces that minimize an area
under some boundary constraints, but many different meanings can be given to
the terms “surface” and “area”, and many different boundary constraints can be
considered.

In the present text, we shall prove an existence result for a minor variant of
the homological Plateau problem considered by Reifenberg [20]. That is, we shall
give ourselves dimensions 0 < d < n, a compact set B ⇢ Rn , an Abelian group
G, and a subgroup L of the Čech homology group Ȟd�1(B;G), and we shall find
a compact set E � B that minimizes the Hausdorff measureHd(E \ B) under the
constraint that the restriction to L of the natural map Ȟd�1(B;G) ! Ȟd�1(S;G)
induced by the inclusion B ! E is trivial. See the slightly more precise definitions
below.

This problem was first studied by Reifenberg [20], who gave a general exis-
tence result when the group G is a compact Abelian group and B is a (d � 1)-
dimensional compact set.
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Also, Almgren [1] announced an extension of Reifenberg’s result, obtained in
connection to varifolds, and where the Hausdorff measure Hd is no longer neces-
sarily minimized alone, but integrated against an elliptic integrand.

More recently, De Pauw [18] proved the existence of minimizers also when
G = Z is the group of integers, n = 3, d = 2, and B is a nice curve.

Here we remove these restrictions, and also use a quite different method of
proof, based on a construction of quasiminimal sets introduced by Feuvrier [13].

Let us introduce some notation and definitions, and then we will rapidly discuss
our main result and its background. We denote by G(n, d) the Grassmann manifold
of unoriented d-plane directions in Rn . An integrand is a continuous function F :

Rn
⇥G(n, d) ! R+ which is bounded, i.e. there exist 0 < c  C < +1 such that

c  F(x,⇡)  C for all x 2 Rn and ⇡ 2 G(n, d). For any d-dimensional set E ,
we write E = Erec [ Eirr, where Erec is d-rectifiable, Eirr is purely d-unrectifiable.
For any integrand F and any positive function f : Rn

! R+, we set

JF, f (E) =

Z
x2Erec

F(x, Tx Erec)dHd(x) +

Z
x2Eirr

f (x)dHd(x).

We set JF (E) = JF,F̃ (E), where F̃ is the function Rn
! R+ defined by

F̃(x) = sup
⇡2G(n,d)

F(x,⇡).

We shall consider a class of integrands F that are integrands F satisfying the fol-
lowing properties: there exists a nondecreasing function h : R ! [0,+1] with
limr!0 h(r) = 0, such that for all x 2 Rn , r > 0 and ⇡ 2 G(n, d),

JF (D⇡,r )  JF (S) + h(r)rd

where D⇡,r = (x + ⇡) \ B(x, r) and S ⇢ B(x, r) is a compact d-rectifiable
set which cannot be mapped into @D⇡,r := ⇡ \ @B(x, r) by any Lipschitz map
' : Rn

! Rn with '|@D⇡,r = id@D⇡,r .
It is easy to see that all continuous functions g : Rn

! [a, b] with 0 < a <
b < +1 are contained in the class F . One can also easily check that all elliptic
integrands introduced by Almgren in [2, page 423] and [1, page 322] are contained
in the class F.

Let C be a class of compact subsets in Rn . We set

m(C, F) = inf{JF (E \ B) | E 2 C}.

Theorem 1.1. Let F 2 F be an integrand, C a class of compact subsets in Rn . If
C satisfies the following conditions:

(1) For any Lipschitz function ' : Rn
! Rn with '|B = idB and any E 2 C, one

has '(E) 2 C;
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(2) For any sequence {Ek}1k=1 ⇢ C with Ek ! E in Hausdorff distance, one has
E 2 C.

Then we can find E 2 C such that JF (E \ B) = m(C, F).

Of course the problem will only be interesting whenm(C, F) < +1, which is
usually fairly easy to arrange. We subtracted B because this way we shall not need
to assume that Hd(B) < +1, but of course if Hd(B) < +1 we could replace
JF (S \ B) with JF (S) in the definition.

Now let us introduce Reifenberg’s homological Plateau problem, which is our
main concern. When B ⇢ Rn is a compact set, G is a commutative group, and
k � 0 is an integer, we shall denote by Hk(B;G) and Ȟk(B;G) the singular and
Čech homology groups on B, of order k and with the group G; we refer to [9] for a
definition and basic properties.

If S is another compact set that contains B, we shall denote by iB,S : B !

S the natural inclusion, by Hk(iB,S) : Hk(B;G) ! Hk(S;G) the correspond-
ing homomorphism between homology groups, and by Ȟk(iB,S) : Ȟk(B;G) !

Ȟk(S;G) the corresponding homomorphism between Čech homology groups.
Definition 1.2. Fix a compact set B ⇢ Rn , an integer 0 < d < n, a commutative
group G, and a subgroup L of Ȟd�1(B;G). We say that the compact set S � B
spans L in Čech homology if L ⇢ ker Ȟd�1(iB,S).

A simple case is when L is the full group Ȟk(B;G); then S � B spans L
in Čech homology precisely when the mapping Ȟk(iB,S) is trivial. But it may be
interesting to study other subgroups L , and this will not make the proofs any harder.

We have a similar definition of “S � B spans L in singular homology”, where
we just replace Ȟd�1(iB,S) with Hd�1(iB,S). It would be very nice if our main
statement was in terms of singular homology, but unfortunately we cannot prove
the corresponding statement at this time.

We shall denote byHd(E) the d-dimensional Hausdorff measure of the Borel
set E ⇢ Rn . Recall that

Hd(E) = lim
�!0+

Hd
� (E),

where

Hd
� (E) = inf

(X
j
diam(Uj )

d
���E ⇢

[
j
U j , diam(Uj ) < �

)
,

i.e., the infimum is over all the coverings of E by a countable collection of sets
Uj with diameters less than �. We refer to [10, 15] for the basic properties of Hd ;
notice incidentally that we could also have used the spherical Hausdorff measure,
or even some more exotic variants, essentially because the competition will rather
fast be restricted to rectifiable sets, for which the two measures are equal.
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We are given B ⇢ Rn , d 2 (0, n), G, and a subgroup L of Ȟd�1(B;G), and
we set

CČech(B,G, L) =

⇢
S ⇢ Rn

| S is a compact set that contains B
and spans L in Čech homology

�
.

For any S 2 CČech(B,G, L) and any Lipschitz map ' : Rn
! Rn with '|B = idB ,

we can easily get that '(S) 2 CČech(B,G, L). Indeed, iB,'(S) = ' � iB,S ,

Ȟd�1(iB,'(S)) = Ȟd�1(') � Ȟd�1(iB,S),

so, from this, we can see that

ker
⇣
Ȟd�1(iB,S)

⌘
⇢ ker

⇣
Ȟd�1(iB,'(S))

⌘
,

thus '(S) spans L in Čech homology.
We also set

m = m
�
CČech(B,G, L), F

�
= inf

�
JF (S \ B) ; S 2 CČech(B,G, L)

 
.

As the reader may have guessed, we want to find E 2 CČech(B,G, L) such that
JF (S \ B) = m. Our theorem is thus the following:

Theorem 1.3. Let the compact set B ⇢ Rn , an integrand F 2 F, an Abelian group
G, and a subgroup L of Ȟd�1(B;G) be given. Suppose that

m
�
CČech(B,G, L), F

�
< +1.

Then there exists a compact set E 2 CČech(B,G, L) such that

JF (E \ B) = m
�
CČech(B,G, L), F

�
.

Notice that the statement is still true when m = +1, but it is not interesting.
As was mentioned before, this theorem was proved by Reifenberg in [20],

under the additional assumption that G is compact and B is of Hausdorff dimension
d � 1.

A slightly unfortunate feature of both statements is that they use the Čech ho-
mology groups. A similar statement with the singular homology groups would be
very welcome, both because they are simpler and because connections with the the-
ories of flat chains and currents would be much simpler. Unfortunately, singular
homology does not pass to the limit as nicely as Čech homology.

Reifenberg was not the first person to give beautiful results on the Plateau
Problem. Douglas [7] gave an essentially optimal existence result for the following
parameterization problem: given a simple closed curve � in Rn , find a surface E ,
parameterized by the closed unit disk in the plane, so that the restriction of the pa-
rameterization to the unit circle parameterizes � , and for which the area (computed
with the Jacobian and counting multiplicity) is minimal.
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But the most popular way to state and prove existence results for the Plateau
problem has been through sets of finite perimeter (De Giorgi) and currents (Federer
and Fleming). In particular, Federer and Fleming [11] gave a very general existence
result for integral currents S whose mass is minimal under the boundary constraint
@S = T , where T is a given integral current such that @T = 0. Mass-minimizing
currents also have a very rich regularity theory; we refer to [16] for a nice overview.

In the author’s view, Reifenberg’s homological minimizers often give a better
description of soap film than mass minimizers, and they are much closer to (the
closed support of) size minimizing currents. Those are currents S that minimize the
quantity Size(S) under a boundary constraint @S = T as before, but where Size(S)
is, roughly speaking, theHd -measure of the set where the multiplicity function that
defines S as an integral current is nonzero. Thus the mass counts the multiplicity,
while the size does not. We refer to [18] for precise definitions, and a more detailed
account of the Plateau problem for size minimizing currents. We shall just men-
tion two things here, in connection to the Reifenberg problem. Figure 1.1 depicts
the support of a current which is size minimizing, but not mass minimizing (the
multiplicity on the central disk is 2, so the mass is larger than the size).

Figure 1.1. Size minimizing but not mass minimizing.

Even when the boundary current T is the current of integration on a smooth (but
possibly linked) curve in R3, there is no general existence for a size minimizing
current. However, Frank Morgan proved existence of a size minimizing current
[16] when the boundary is a smooth submanifold contained in the boundary of a
convex body and, in [19], Thierry de Pauw and Robert Hardt proved the existence
of currents which minimize energies that lie somewhere between mass and size
(typically, obtained by integration of some small power of the multiplicity).

The reason why the usual proof of existence for mass minimizers, using a
compactness theorem, does not work for size minimizers is that the size of S does
not give any control on the multiplicity, and so the limit of a minimizing sequence
may well not have finite mass (or not even exist as a current). This issue is related
to the reason why Reifenberg restricted to compact groups (so that multiplicities
don’t go to infinity).

In [1], F. Almgren proposed a scheme for proving Reifenberg’s theorem, and
even extending it to general groups and elliptic integrands. The scheme uses the
then recently discovered varifolds, or flat chains, and a multiple layers argument
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to get rid of high multiplicities, but it is also very subtle and elliptic. Incidentally,
Almgren uses Vietoris relative homology groups Hv

d instead of Čech homology
groups. In his paper, a boundary B is a compact (d � 1)-rectifiable subset of Rn

with Hd�1(B) < +1, a surface S is a compact d-rectifiable subset of Rn . For
any � 2 Hv

d (Rn, B;G), a surface S spans � if ik(� ) = 0, where we denote by
Hv
d (Rn, B;G) the d-th Vietoris relative homology groups of (Rn, B), and

ik : Hv
d (Rn, B;G) ! Hv

d (Rn, B [ S;G)

is the homomorphism induced by the inclusion map i : B ! B [ S. We should
mention that Dowker, in [8, Theorem 2a], proved that Čech and Vietoris homology
groups over an Abelian group G are isomorphic for arbitrary topological spaces.

There is some definite relation between Refenberg’s homological Plateau prob-
lem and the size minimizing currents, and for instance T. De Pauw [18] shows that
in the simple case when B is a nice curve, the infimums for the two problems are
equal. In the same paper, T. De Pauw also extends Reifenberg’s result (for curves
in R3) to the group G = Z. Unfortunately, even though the proof uses minimiza-
tions among currents, this does not yet give a size minimizer (one would need to
construct an appropriate current on the minimizing set).

Let us look at an another related problem called free boundary Plateau prob-
lem, see for example in [17]. Given a compact set B ⇢ Rn , an Abelian group G,
and a subgroup L of Ȟd�1(B;G), we call a compact set X ⇢ Rn a surface with
free boundary including L , if

L ⇢ Ȟd�1(iX\B,B)
⇣
ker Ȟd�1(iX\B,X )

⌘
.

We set

Cfree(B,G, L) =

⇢
E ⇢ Rn

|

E is a compact set with
free boundary including L

�
.

Theorem 1.4. Let B, G, L and F ba as in Theorem 1.3. We suppose that

m
�
Cfree(B,G, L)

�
< +1.

Then we can find E 2 Cfree(B,G, L) such that

JF (E \ B) = m
�
Cfree(B,G, L)

�
.

We will give the proof in the end of the paper.
The proofs of Theorem 1.3 and Theorem 1.4 follow from Theorem 1.1, and the

proof of Theorem 1.1 is more in the spirit of the initial proof of Reifenberg, but will
rely on two more recent developments that make it work more smoothly and ignore
multiplicity issues.

The first development is a lemma introduced by Dal Maso, Morel, and Solim-
ini [14] in the context of the Mumford-Shah functional, and which gives a sufficient
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condition, on a sequence of sets Ek that converges to a limit E in Hausdorff dis-
tance, for the lower semicontinuity inequality

Hd(E)  lim inf
k!+1

Hd(Ek).

This is very convenient here because we want to work with sets and we do not want
to use weak limits of currents. Since we want to deal with integrands, we will show
the following lower semicontinuity inequality,

JF (E)  lim inf
k!+1

JF (Ek).

But our main tool will be a recent result of V. Feuvrier [13], where he uses a con-
struction of polyhedral networks adapted to a given set (think about the usual dyadic
grids, but where you manage to have faces that are very often parallel to the given
set) to construct a minimizing sequence for our problem, but which has the extra
feature that it is composed of locally uniformly quasiminimal sets, to which we can
apply Dal Maso, Morel, and Solimini’s lemma.

Such a construction was used by Xiangyu Liang, to prove existence results for
sets that minimize Hausdorff measure under some homological generalization of a
separation constraint (in codimension larger than 1).

ACKNOWLEDGEMENTS. I would like to thank my advisor Guy David for his con-
stant support and help, as well as Vincent Feuvrier for useful discussions.

2. Existence of minimizers under Reifenberg homological conditions

In this section we prove an existence theorem for sets in Rn that minimize the
Hausdorff measure under Reifenberg homological conditions.
Definition 2.1. A polyhedral complex S is a finite set of closed convex polytopes
in Rn , such that two conditions are satisfied:

(1) If Q 2 S , and F is a face of Q, then F 2 S;
(2) If Q1, Q2 2 S , then Q1 \ Q2 is a face of both Q1 and Q2 or Q1 \ Q2 = ;.

The subset |S| := [Q2SQ of Rn equipped with the induced topology is called
the underlying space of S . The d-skeleton of S is the union of the faces whose
dimension is at most d.

A dyadic complex is a polyhedral complex consisting of closed dyadic cubes.
Let’s refer to [12,13] for the precise definition of dyadic complex.

Let � ⇢ Rn be an open subset, 1  M < +1 and 0 < �  +1, and ` 2 N
with 0  `  n. Let f : � ! � be a Lipschitz map; we set

W f = {x 2 � | f (x) 6= x}.
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Definition 2.2. Let E be a relatively closed set in�. We say that E is an (�,M, �)-
quasiminimal set of dimension ` ifH`(E\B) < +1, for every closed ball B ⇢ �,
and

H`(E \ W f )  MH`( f (E \ W f )),

for every Lipschitz map f : � ! � such that W f [ f (W f ) is relatively compact
in � and diam(W [ f (W f )) < �.

We denote by QM(�,M, �,H`) the collection of all (�,M, �)-quasiminimal
sets of dimension `.

We note that, for any open set �0
⇢ �, any positive numbers �0  �, and any

M 0
� M , if E 2 QM(�,M, �,H`), then E \�0

2 QM(�0,M 0, �0,H`).

Definition 2.3. Let � be an open subset of Rn . A relatively closed set E ⇢ � is
said to be locally Ahlfors-regular of dimension d if there is a constant C > 0 and
r0 > 0 such that

C�1rd  Hd(E \ B(x, r))  Crd

for all 0 < r < r0 with B(x, 2r) ⇢ �.

Lemma 2.4. Let E be a d-rectifiable subset ofRn . If E is a locally Ahlfors-regular
andHd(E) < +1, then, forHd -a.e. x 2 E , the set E has a true tangent plane at
x , i.e. there exists a d-plane ⇡ such that, for any " > 0, there is a r" > 0 such that

E \ B(x, r) ⇢ C(x,⇡, r, ") for 0 < r < r",

where
C(x,⇡, r, ") = {y 2 B(x, r) | dist(y,⇡)  " |y � x |}.

Proof. Since E is rectifiable, by Theorem 15.11 in [15], forHd -a.e. x 2 E , the set
E has an approximate tangent plane ⇡ at x , i.e.

lim sup
⇢!0

Hd(E \ B(x, ⇢))

⇢d
> 0,

and for all " > 0,

lim
⇢!0

⇢�dHd(E \ B(x, ⇢) \ C(x,⇡, ⇢, ")) = 0. (2.1)

We will show that ⇡ is a true tangent plane. Suppose it is not, that is, there exists an
" > 0 such that E \ B(x, ⇢) \ C(x,⇡, ⇢, ") 6= ; for all ⇢ > 0. We take a sequence
of points yn 2 E \ C(x,⇡, ⇢, ") with |yn � x | ! 0, we put ⇢n = 2 |yn � x |, then

B(x, ⇢n) \ C
⇣
x,⇡, ⇢n,

"

2

⌘
� B

⇣
yn,

"⇢n
4

⌘
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and

⇢�d
n Hd

⇣
E \ B(x, ⇢n) \ C

⇣
x,⇡, ⇢n,

"

2

⌘⌘
� ⇢�d

n Hd
⇣
E \ B

⇣
yn,

"⇢n
4

⌘⌘

� C�1
⇣"
4

⌘d
,

this is in contradiction with (2.1), so we proved the lemma.

Let {Ek} be a sequence of closed sets in �, and let E be a closed set in �. We
say that Ek converges to E if

lim
k!1

dK (E, Ek) = 0 for every compact set K ⇢ �,

where

dK (E, Ek) = sup{dist(x, Ek) | x 2 E \ K } + sup{dist(x, E) | x 2 Ek \ K }.

For any set E ⇢ Rn , we set

E⇤

= {x 2 E | Hd(E \ B(x, r)) > 0, 8r > 0};

we call E⇤ the core of E . We will prove the following lower semicontinuity prop-
erty:

Theorem 2.5. Let� ⇢ Rn be an open set. Let {Ek}k�1 be a sequence of quasimin-
imal sets in QM(�,M, �,Hd) such that Ek = E⇤

k and Ek converges to E . Then,
for any F 2 F,

JF (E)  lim inf
k!+1

JF (Ek).

Proof. We may suppose that

lim inf
k!+1

Hd(Ek) < +1,

otherwise we have nothing to prove. Let C1,C2 > 0 be two number such that
C1  F(x,⇡)  C2 for all x 2 Rn , and all ⇡ 2 G(n, d).

By Theorem 3.4 in [4], we have that

Hd(E)  lim inf
k!+1

Hd(Ek) < +1.

We take 0 < " < 1
2 , "

0 > 0 and ⇢ 2 (0, 1) such that M23d" < 1, "0 < "
8 and

1� (1� ⇢)d < "
2 .

Applying Theorem 4.1 in [4], we get that E 2 QM(�,M, �,Hd), hence it is
rectifiable (see [3]), then by [15, Theorem 17.6], forHd -a.e. x 2 E ,

lim
r!0

Hd(E \ B(x, r))
!drd

= 1,
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where !d denotes the Hausdorff measure of d-dimensional unit ball. So we can
find a set E 0

⇢ E with Hd(E \ E 0) = 0 such that for any x 2 E 0 there exists
r 0("0, x) > 0 for which

(1� "0)!drd  Hd(E \ B(x, r))  (1+ "0)!drd ,

for all 0 < r < r 0("0, x). Then

Hd(E \ B(x, r)\B(x, (1� ⇢)r)) (1+ "0)!drd � (1� "0)!d(1� ⇢)drd

=

(1+ "0) � (1� "0)(1� ⇢)d

1� "0
(1� "0)!drd



✓
2"0

1� "0
+

⇣
1� (1� ⇢)d

⌘◆
Hd(E \ B(x, r))

 "Hd(E \ B(x, r)).

Since E is quasiminimal, by Proposition 4.1 in [6], we know that E is locally
Ahlfors-regular; since E is rectifiable andHd(E) < +1, by Lemma 2.4, we have
that, for Hd -a.e. x 2 E , the set E has a tangent plane Tx E at x , so we can find
E 00

⇢ E 0 with Hd(E 0
\ E 00) = 0 such that for all "00 > 0 and for all x 2 E 00 there

exists r 00("00, x) > 0 such that, for all 0 < r < r 00("00, x),

E \ B(x, r) ⇢ C(x, r, "00),

where
C(x, r, "00) =

n
y 2 B(x, r) | dist(y, Tx E)  "00 |x � y|

o
.

We consider the function  ⇢,r : R ! R defined by

 ⇢,r (t) =

8>>>>><
>>>>>:

0 t  (1� ⇢)r
3
⇢r (t � (1� ⇢)r) (1� ⇢)r < t  (1�

2⇢
3 )r

1 (1�
2⇢
3 )r < t  (1�

⇢
3 )r

�
3
⇢r (t � r) (1�

⇢
3 )r < t  r

0 t > r.

It is easy to see that  ⇢,r is a Lipschitz map with Lipschitz constant 3⇢r .
We take the Lipschitz map 'x,⇢,r : Rn

! Rn given by

'x,⇢,r (y) =  ⇢,r (|y � x |)5(y) + (1�  ⇢,r (|y � x |))y,

where we denote by 5 : Rn
! Tx E the orthogonal projection. It is easy to check

that 'x,⇢,r coincides with5 on the annulus B(x, r 0) \ B(x, r 00), and

'x,⇢,r |B(x,(1�⇢)r) = idB(x,(1�⇢)r),

'x,⇢,r |B(x,r)c = idB(x,r)c .
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Let "00 and h be such that "00 < ⇢
3 and 0 < "00 < h < ⇢

3 , and put

Ah =

n
y 2 B(x, r) | dist(y, Tx E)  hr

o
,

then C(x, r; "00) ⇢ Ah . We will show that

Lip
�
'x,⇢,r |Ah

�
 2+

3h
⇢

.

We set
5?(y) = y �5(y), for y 2 Rn

;

then ���5?(y)
���  hr, 8y 2 Ah .

For any y1, y2 2 Ah ,

'x,⇢,r (y1) � 'x,⇢,r (y2) = y1 � y2 �  ⇢,r (|y1 � x |)5?(y1)
+  ⇢,r (|y2 � x |)5?(y2)

= (y1 � y2) �  ⇢,r (|y1 � x |)
⇣
5?(y1) �5?(y2)

⌘
�

�
 ⇢,r (|y1 � x |) �  ⇢,r (|y2 � x |)

�
5?(y2),

thus
��'x,⇢,r (y1) � 'x,⇢,r (y2)

��
 |y1 � y2| + |y1 � y2| +

3
⇢r

||y1| � |y2|| rh



✓
2+

3h
⇢

◆
|y1 � y2| ,

and we get that
Lip

�
'x,⇢,r |Ah

�
 2+

3h
⇢

.

Since Ek ! E in�, B(x, r) ⇢ �, E \ B(x, r) ⇢ C(x, r, "00) and C(x, r, "00) ⇢ Ah0

for h0
2 ("00, h), there exists a number kh such that for k � kh ,

Ek \ B(x, r) ⇢ Ah .

Since
'x,⇢,r |B(x,r)c = idB(x,r)c

and
'x,⇢,r (B(x, r)) ⇢ B(x, r),

we have that
'x,⇢,r (Ek \ B(x, r)) = 'x,⇢,r (Ek) \ B(x, r).
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We put r 0
=

�
1�

⇢
3
�
r , r 00

=

⇣
1�

2⇢
3

⌘
r , r 000

= (1� ⇢)r , ⇡ = Tx E . Note that

@B
�
x, r 0

�
\ ⇡ ⇢ 'x,⇢,r (Ek)

and

'x,⇢,r (Ek) \ B
�
x, r 0

�
⇢ B

�
x, r 00

�
[

��
B(x, r 0) \ B(x, r 00)

�
\ ⇡

�
.

We put
D⇡,r 00 = B (x, r 00) \ ⇡

and
Sk,r 00 = 'x,⇢,r (Ek) \ B (x, r 00).

We will show that no Lipschitz mapping ' : Rn
! Rn which is the identity on

@D⇡,r 00 can map Sk,r 00 into @D⇡,r 00 . Suppose this is not the case, that is, there is a
Lipschitz map 'k : Rn

! Rn such that

'k |@D⇡,r 00 = id@D⇡,r 00

and
'k(Sk,r 00) ⇢ @D⇡,r 00 .

We consider the map

�̃k : B(x, ⌘)c [

⇥�
B(x, ⌘) \ B(x, r 00)

�
\ ⇡

⇤
[ B(x, r 00) ! Rn

defined by

�̃k(x) =

(
x x 2 B(x, ⌘)c [

⇥�
B(x, ⌘) \ B(x, r 00)

�
\ ⇡

⇤
'k(x) x 2 B(x, r 00),

where ⌘ is any number such that r 00 < ⌘ < r 0. It is easy check that �̃k is a Lipschitz
map, by Kirszbraun’s theorem, see for example [10, 2.10.43 Kirszbraun’s theorem],
we can get a Lipschitz map �k : Rn

! Rn such that

�k |B(x,r 00) = 'k |B(x,r 00)

and
�k |B(x,⌘)c = idB(x,⌘)c ,

and
�k |(B(x,⌘)\B(x,r 00))\⇡ = id(B(x,⌘)\B(x,r 00))\⇡ .

By the construction of �k , we have that

�k(Sk,r 00) = �̃k(Sk,r 00) ⇢ @D⇡,r 00 .
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Recalling the construction of  ⇢,r , we have that

0   ⇢,r  1,  ⇢,r |[0,r 000
]
= 0,  ⇢,r |[r 00,r 0

]
= 1,  ⇢,r |[r,+1) = 0;

and then recalling the construction of 'x,⇢,r , we have that

'x,⇢,r |B(x,r)c = idB(x,r)c , 'x,⇢,r (B(x, r)) ⇢ B(x, r), 'x,⇢,r (B(x, r 00)) ⇢ B(x, r 00)

and

'x,⇢,r |B(x,r 0)\B(x,r 00) = 5B(x,r 0)\B(x,r 00), 'x,⇢,r |B(x,r 000) = idB(x,r 000),

where 5 is the orthogonal projection onto the plane ⇡ . Thus 'x,⇢,r coincides with
the orthogonal projection 5 on the annulus B(x, r 0) \ B(x, r 00). Note that "00 < ⇢

3 ,
we get that

1�

2⇢
3

<
⇣
1�

⇢

3

⌘p
1� "002.

We now let the number ⌘ be such that r 00 < ⌘ < (
p

1� "002)r 0. Since Ek\B(x, r) ⇢

C(x, r, "00), we have that

'x,⇢,r (Ek \ B(x, r 00)) ⇢ B(x, r 00), 'x,⇢,r (Ek \ (B(x, r 0) \ B(x, r 00)) ⇢ ⇡,

and
'x,⇢,r (Ek \ (B(x, r) \ B(x, r 0))) ⇢ B(x, r) \ B(x, ⌘),

thus
'x,⇢,r (Ek) \

�
B(x, ⌘) \ B(x, r 00)

�
⇢

�
B(x, ⌘) \ B(x, r 00)

�
\ ⇡,

and

�k
�
'x,⇢,r (Ek) \ B(x, ⌘) \ B(x, r 00)

�
⇢

�
B(x, ⌘) \ B(x, r 00)

�
\ ⇡.

Thus we get that

�k('x,⇢,r (Ek \ B(x, r))) = �k('x,⇢,r (Ek) \ B(x, r))
⇢ 'x,⇢,r (Ek) \

�
B(x, r) \ B

�
x, r 00

��
⇢ 'x,⇢,r

�
Ek \ B(x, r) \ B(x, r 00)

�
.

Since Hd(E) < 1, we have that Hd(E \ @B(x, r)) = 0 for almost every r 2

(0, r 00("00, x)), if we take any r 2 (0, r 00("00, x)) with Hd(E \ @B(x, r)) = 0 and
r < �, by using Lemma 3.12 in [5], we get that

lim sup
k!+1

Hd
⇣
Ek \ B(x, r) \ B(x, r 000)

⌘
 MHd

⇣
E \ B(x, r) \ B(x, r 000)

⌘
.
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Then we have the following inequalities:

Hd
⇣
E \ B(x, r)

⌘
= Hd(E \ B(x, r))

 lim inf
k!+1

Hd(Ek \ B(x, r))

 lim inf
k!+1

MHd ��k � 'x,⇢,r (Ek \ B(x, r))
�

 lim inf
k!+1

MHd �'x,⇢,r (Ek \ B(x, r) \ B(x, r 000))
�

 lim inf
k!+1

MHd
⇣
'x,⇢,r (Ek \ B(x, r) \ B(x, r 000))

⌘

 lim inf
k!+1

M
✓
2+

3h
⇢

◆d
Hd

⇣
Ek \ B(x, r) \ B(x, r 000)

⌘

 M
✓
2+

3h
⇢

◆d
lim sup
k!+1

Hd
⇣
Ek \ B(x, r) \ B(x, r 000)

⌘

 M
✓
2+

3h
⇢

◆d
· MHd

⇣
E \ B(x, r) \ B(x, r 000)

⌘

 M2
✓
2+

3h
⇢

◆d
"Hd

⇣
E \ B(x, r)

⌘

 M23d"Hd
⇣
E \ B(x, r)

⌘
.

This is a contradiction since M23d" < 1 andHd
⇣
E \ B(x, r)

⌘
> 0.

Since F 2 F, by definition, we have that

JF (D⇡,r 00)  JF (Sk,r 00) + h(r 00)(r 00)d ,

where h : R ! [0,+1] is a nondecreasing function with limr!0 h(r) = 0.
Since E is a d-rectifiable set and Hd(E) < +1, the function f : E !

G(n, d) defined by f (x) = Tx E is Hd -measurable. By Lusin’s theorem, see for
example [10, 2.3.5. Lusin’s theorem], we can find a closed set N ⇢ E withHd(E \

N ) < " such that f restricted to N is continuous. We put E 000
= (E 00

\ N ), then
E 000

⇢ E and
Hd(E \ E 000) < ",

by Lemma 15.18 in [15], we have that forHd -a.e. x 2 E 000,

Tx E 000

= Tx N = Tx E .

The map f̃ : E 000
! Rn

⇥ G(n, d) given by f̃ (x) = (x, Tx E) is continuous. Since
F is continuous, and the function F � f̃ : E 000

! R is continuous, for any x 2 E 000,
we can find r(", x) > 0 such that

(1� ")F(x, Tx E)  F(y, TyE)  (1+ ")F(x, Tx E),
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for any y 2 E 000
\ B(x, r(", x)). Thus, for all 0 < r < r(", x),

(1� ")JF (Tx E \ B(x, r))  JF (E 000

\ B(x, r))  (1+ ")JF (Tx E \ B(x, r)).

For any x 2 Rn , there exists r 000(", x) > 0 such that h(r) < " for all 0 < r <
r 000(", x). We put

r(x) = min(r(", x), r 0("0, x), r 00("00, x), r 000(", x), �), for x 2 E 000,

then n
B(x, r) | x 2 E 000, 0 < r < r(x),Hd(E \ @B(x, r)) = 0

o

is a Vitali covering of E 000, so we can find a countable family of balls (Bi )i2J such
that

Hd

 
E 000

\

[
i2J

Bi

!
= 0.

We choose a finite set I ⇢ J such that

Hd

 
E 000

\

[
i2I

Bi

!
< ".

We assume that Bi = B(xi , ri ). We put

' =

Y
i2I
'xi ,⇢,ri .

Since '|Bi = 'xi ,⇢,ri |Bi , we have that '|B(xi ,r 000

i ) = idB(xi ,r 000

i ),

'(Ek) \ B(xi , r 00

i ) \ B(xi , r 000

i ) ⇢ '(Ek \ B(xi , ri ) \ B(xi , r 000

i ))

and

⇡i \ B = ⇡i \

��
B(xi , ri ) \ B(xi , r 00

i )
�
[

�
B(xi , r 00

i ) \ B(xi , r 000

i )
�
[

�
B(xi , r 000

i )
��

,

so we get that

JF (E 000) =

X
i2J

JF (E 000

\ Bi ) 

X
i2I

JF (E 000

\ Bi ) + C2".
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For any i 2 I ,

JF (E 000

\ Bi )  (1+ ")JF (⇡i \ Bi )

 (1+ ")
⇣
JF
�
⇡i \ B(xi , ri ) \ B(xi , r 00

i )
�
+ JF (⇡i \ B(xi , r 00

i ))
⌘

 (1+ ")
⇣
C2(rdi � (r 00

i )d) + JF (Sk,r 00) + h(r 00

i )(r 00

i )d
⌘

 (1+ ")JF (Sk,r 00) + 2"(r 00

i )d + 2C2
⇣
(rdi � (r 00

i )d)
⌘

 (1+ ")JF (Ek \ B(xi , r 000

i ))

+ (1+ ")JF
�
'
�
Ek \ B(xi , ri ) \ B(xi , r 000

i )
��

+

 
2" + 2C2

 
1�

✓
1�

2⇢
3

◆d!!
rdi

 (1+ ")JF
�
Ek \ B

�
xi , r 000

i
��

+ 2C2
✓
1+

3h
⇢

◆d
Hd �Ek \ B

�
xi , ri ) \ B(xi , r 000

i
��

+

⇣
2" + 2C2 ·

"

2

⌘ 2
!d
Hd (E \ B(xi , ri )) .

Hence

JF (E 000) 

X
i2I

JF (E 000

\ Bi ) + C2"

 (1+ ")JF (Ek) + (2" + C2")
2
!d

X
i2I

Hd(E \ B(xi , ri )) + C2"

+ 2C2
✓
2+

3h
⇢

◆dX
i2I

Hd
⇣
Ek \ B(xi , ri ) \ B(xi , r 000

i )
⌘

,

thus

JF (E 000)  lim inf
k!+1

(1+ ")JF (Ek) + (2" + C2")
2
!d
Hd(E) + C2"

+ 2C2
✓
2+

3h
⇢

◆d
lim inf
k!+1

X
i2I

Hd
⇣
Ek \ B(xi , ri ) \ B(xi , r 000

i )
⌘

 lim inf
k!+1

(1+ ")JF (Ek) + (2" + C2")
2
!d
Hd(E) + C2"

+ 2C2
✓
2+

3h
⇢

◆d
M
X
i2I

Hd
⇣
E \ B(xi , ri ) \ B(xi , r 000

i )
⌘

 lim inf
k!+1

(1+ ")JF (Ek) + (2" + C2")
2
!d
Hd(E) + C2"

+ 2C2
✓
2+

3h
⇢

◆d
M"Hd(E),
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and

JF (E) = JF (E 000) + JF (E \ E 000)

 JF (E 000) + C2Hd(E \ E 000)

 (1+ ") lim inf
k!+1

JF (Ek)

+

 
4+ 2C2
!d

+ 2C2
✓
2+

3h
⇢

◆d
M

!
Hd(E)" + 2C2".

We can let " tend to 0, obtaining

JF (E)  lim inf
k!+1

JF (Ek).

Proposition 2.6. Suppose that 0 < d < n and that F is an integrand. Then there is
a positive constant M > 0 such that for any open bounded domainU ⇢ Rn , for any
closed d-dimensional set E ⇢ U and for any " > 0, we can build a n-dimensional
complex S and a Lipschitz map � : Rn

! Rn satisfying the following properties:

(1) �|Rn
\U = idRn

\U and |�(x) � x |  " for all x 2 U ;
(2) �(E) is contained in the union of d-skeleton of S , and |S| ⇢ U ;
(3) JF (�(E))  (1+ ")JF (E).

This is only a small improvement of Theorem 4.3.17 in [12] and Theorem 3 in [13],
but the proof is almost same as that of V. Feuvrier in [12,13].

The inequality JF (�(E))  (1 + ")JF (E) can be replaced by JF, f (�(E)) 

(1+ ")JF, f (E) with any function f : Rn
! R+, but since the proof will be more

complicated, we do not want to give it here.

Proof. We decompose E as E = Erec t Eirr, where Erec is d-rectifiable and Eirr is
purely d-unrectifiable. For any "0 > 0, by Lemma 4 in [13], for Hd almost every
x 2 Erec, we can find rmax(x) > 0, ⇢ 2 (0, 1), u > 0 and a d-plane H such that for
all r 2 (0, rmax(x)),

Hd(5H,⇢r,C(x,r,u)(E\B(x, r+r⇢)\C(x, r, u)))  "0Hd(E\B(x, r+r⇢)); (2.2)

indeed, H is the approximate tangent plane Tx Erec of Erec at point x .
Since Erec is a d-rectifiable set andHd(Erec) < +1, the function g : Erec !

G(n, d) defined by g(x) = Tx Erec is Hd -measurable. By Lusin’s theorem, see for
example [10, 2.3.5. Lusin’s theorem], we can find a closed set E 0

⇢ Erec with
Hd(Erec \ E 0) < "0Hd(E) such that g restricted to E 0 is continuous. Thus the
function E 0

! E 0
⇥ G(n, d) defined by x 7! (x, Tx Erec) is continuous. Hence for

any x 2 E 0, we can find r 0

max(x) > 0 such that for all y 2 E 0
\ B(x, r 0

max(x)),

(1� "0)F(x, Tx Erec)  F(y, TyErec)  (1+ "0)F(x, Tx Erec). (2.3)
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We consider the function F̃ : Rn
! R defined by

F̃(x) = sup
⇡2G(n,d)

F(x,⇡).

F̃ is continuous, thus for any x 2 Rn there exists r 00

max(x) > 0 such that

(1� "0)F̃(x)  F̃(y)  (1+ "0)F̃(x), 8y 2 B(x, r 00

max(x)).

Since F is a continuous function and G(n, d) is compact, for any x 2 Rn we can
find r 000

max(x) > 0 such that for all y 2 B(x, r 000

max(x)) and ⇡ 2 G(n, d),

(1� "0)F(x,⇡)  F(y,⇡)  (1+ "0)F(x,⇡).

Let B be the collection of closed balls with center x 2 E 0 and radius at most

min
✓
rmax(x)
1+ ⇢

, r 0

max(x), r
00

max(x), r
000

max(x),
"

2

◆
.

By a Vitali covering lemma, we can find a countable many pairwise disjoint balls
{Bi }1i=1 ⇢ B such that

Hd

 
E 0

\

1[
i=1

Bi

!
= 0.

We take an integer N such that

Hd

 
E 0

\

N[
i=1

Bi

!
 "0Hd(E).

We suppose that Bi = B(xi , r 0

i ) with xi 2 E 0 and r 0

i  rmax(xi ). We put ri =

r 0

i
1+⇢i ,

Ki = C(xi , ri , ui ) and Hi = Txi Erec, where ⇢i and ui are the numbers ⇢ and u in
(2.2).

We consider the map

 0 =

NY
i=1

5Hi ,ri⇢i ,Ki ,

which is � -Lipschitz with

� 

✓
2+ max

1iN

ui
⇢i

◆
;

by the construction, we know that  0 is identity on ([N
i=1Bi )

c. Therefore

JF

 
 0

 
E \

N[
i=1

Bi

!!
= JF

 
E \

N[
i=1

Bi

!
.
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Let b = sup(x,⇡) F(x,⇡) and a = inf(x,⇡) F(x,⇡). Since  0 is � -Lipschitz and

Hd(E \ Bi \ Ki )  "0Hd(E \ Bi ),

we get that

JF ( 0(E \ Bi \ Ki ))  � db"0Hd(E \ Bi ) 

� db"0

a
JF (E \ Bi ).

and
JF ( 0((Erec \ E 0) \ Ki ))  � dbHd((Erec \ E 0) \ Ki )

 � dbHd((Erec \ E 0) \ Bi ).

By (2.3), we get that
(1� "0)F(xi , Hi )Hd(E 0

\ Ki )  JF (E 0

\ Ki )  (1+ "0)F(xi , Hi )Hd(E 0

\ Ki ),

and
JF ( 0(E 0

\ Ki ))  (1+ "0)F(xi , Hi )Hd( 0(E 0

\ Ki ))
 (1+ "0)F(xi , Hi )Hd(E 0

\ Ki )



1+ "0

1� "0
JF (E 0

\ Ki )



1+ "0

1� "0
JF (E 0

\ Bi ).

Since  0 is the orthogonal projection to Hi in a neighborhood of Ki ,
 0(Eirr \ Ki ) ⇢ Hi \ Bi ,

thus  0(Eirr \ Ki ) is rectifiable, and
JF ( 0(Eirr \ Ki ))  (1+ "0)F(xi , Hi )Hd( 0(Eirr \ Ki ))

 (1+ "0)F(xi , Hi )Hd(Eirr \ Ki )
 (1+ "0)2 JF (Eirr \ Ki ).

Put S = [
N
i=1Bi . Note that

E \ Ki = ((Erec \ E 0) \ Ki ) [ (E 0

\ Ki ) [ (Eirr \ Ki ),

we have that
JF ( 0(E))  JF ( 0(E \ S)) + JF ( 0(E \ S))

 JF (E \ S) + JF ( 0(E \ S))
 JF (E \ S) + � dbHd(Erec \ E 0

\ S)

+

1+ "0

1� "0
JF (E 0

\ S) + (1+ "0)2 JF (Eirr \ S)



✓
1+

2"0

1� "0
+ 2"0 + "02 +

� db"0

a

◆
JF (E).

(2.4)
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We put E1 =  0(E), Di = Hi \ Bi . Since  0 is the identity on Sc, we know that
 0(Eirr \ S) = Eirr \ S is purely d-unrectifiable. Since  0(E \ Ki ) ⇢ Di , we know
that  0(E \ Ki ) is rectifiable. Thus

(E1)rec \

N[
i=1

Di ⇢  0(Erec \ S) [

N[
i=1

 0(E \ Bi \ Ki ),

so

Hd

 
(E1)rec \

N[
i=1

Di

!
 Hd ( 0(Erec \ S)) +

NX
i=1

Hd ( 0(E \ Bi \ Ki ))

 2"0Hd(E).

Let ↵ > 0 be small number such that

↵ < min
1iN

✓
1
2
ri⇢i

◆
.

For 1  i  N , we take a dyadic complex Si of stride ↵ in an orthonormal basis
centered at xi with d vectors parallel to Hi such that

Ki ⇢ |Si | ⇢ B
✓
xi ,
✓
1+

1
2
⇢i

◆
ri
◆

,

then for any 1  i < j  N ,

dist
�
|Si | ,

��S j ��� � min
1kN

✓
1
2
rk⇢k

◆
,

we can apply [13, Theorem 1]: there is a complex S such that |S| ⇢ U , and Si , for
1  i  N , are subcomplexes of S .

Now, we do a Federer-Fleming projection which maps E1 into the d-skeleton
as in [13, page 33]. We get a Lipschitz map  : Rn

! Rn with  |Uc = idUc such
that  (E1) is contained in the union of d-skeleton of S ,  ((E1)irr) is still purely
d-unrectifiable, and

 

 
N[
i=1

Di

!
⇢

N[
i=1

Di ;

this is because that [N
i=1Di is contained in the union of the d-skeleton of S . Thus

Hd( ((E1)irr)) = 0

and there exists a constant C , depending on n and d only, such that

Hd

 
 

 
(E1)rec \

N[
i=1

Di

!!
 CHd

 
(E1)rec \

N[
i=1

Di

!
 2C"0Hd(E).
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We take � =  �  0, then

JF ( (E1)) 

✓
1+

bC"0

a

◆
JF (E1),

thus

JF (�(E)) 

✓
1+

bC"0

a

◆✓
1+

2"0

1� "0
+ 2"0 + "02 +

� db"0

a

◆
JF (E).

If we take "0 small enough, we can get that

JF (�(E))  (1+ ")JF (E).

As in [13], we can show that |�(x) � x |  " for any x .

Using this theorem, we can prove the following lemma:

Lemma 2.7. Suppose that 0 < d < n and that U ⇢ Rn is open. Suppose that F
is an integrand. Then there is a positive constant M 0 > 0 depending only on d and
n such that for any relatively closed d-dimensional set E ⇢ U , for any relatively
compact subset V ⇢ U , i.e. the closure of V in Rn is contained in U , and for all
✏ > 0, we can find a n-dimensional complex S and a subset E 00

⇢ U satisfying the
following properties:

(1) E 00 is a diam(U)-deformation of E over U and by putting W =
˚

|S| we have
V ⇢ W ⇢ W ⇢ U and there is a d-dimensional skeleton S 0 of S such that
E 00

\ W =

��S 0

��;
(2) JF (E 00)  (1+ ✏)JF (E);
(3) there are d+1 complexes S0, . . . ,Sd such that S` is contained in the `-skeleton

of S and there is a decomposition

E 00

\ W = Ed t Ed�1
t . . . t E0,

where for each 0  `  d,

E` 2 QM(W `,M 0, diam(W `),H`),

where (
Wd

= W
W `�1

= W `
\ E`

(
Ed =

��Sd �� \ Wd

E` =

��S`�� \ W `.

The proof of this lemma is the same as the proof of [12, Lemma 5.2.6] or [13,
Lemma 9], therefore we omit it.

We now turn to prove the results stated at the beginning of the paper.
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Proof of Theorem 1.1. We claim that we can find a ball B(0, R) and a sequence of
compact sets {Ek}k�1 ⇢ C such that B ⇢ B(0, R), Ek ⇢ B(0, R) and

JF (Ek \ B) ! m(C, F).

We take any sequence of compact sets {E 0

k}k�1 in C such that

JF (E 0

k \ B) ! m(C, F).

We take
U 0

k = {x 2 B(0, Rk) | dist(x, B) > 2�k
},

where
Rk > max{k, Rk�1 + 1, dist(0, E 0

k) + diam(E 0

k) + 1}.
By Lemma 2.7, we can find a Lipschitz map �0

k : Rn
! Rn and a complex Sk such

that
�0

k |U 0c
k

= idU 0c
k
, U 0

k�1 ⇢ |Sk | ⇢ U 0

k, E
0

k ⇢ |Sk | ,
and

�0

k(E
0

k) \ W 0

k = Fk t F 0

k,

where W 0

k =
˚

|Sk | the interior of |Sk |,

Fk 2 QM(W 0

k,M, diam(W 0

k),Hd),

and F 0

k is contained in the union of the (d � 1)-dimensional skeleton of Sk .
We now prove that {Fk}k�1 is bounded, i.e. we can find a large ball B(0, r)

such that B [ ([k Fk) ⇢ B(0, r). Suppose there is none, that is, suppose that for
any large number r > R1 there exists k > 4r such that Fk \ B(0, 2r) 6= ;. If
x 2 Fk \ B(0, 2r), we take a cube Q centered at x with diam(Q) = r , then by using
Proposition 4.1 in [6], we have that

Hd(Fk \ Q) � C�1diam(Q)d ,

where C only depends on n and M . If we take r large enough, for example

rd >
2C
inf F

(m(C, F) + 1),

and we take k large enough such that JF (E 0

k) < m(C, F) + 1, then

C�1rd  Hd(Fk \ Q)



1
inf F

JF (�0

k(E
0

k))



(1+ 2�k)

inf F
JF (E 0

k)

<
2

inf F
(m(C, F) + 1),
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which is a contradiction. Thus [k Fk is bounded. It is easy to see that [k(�
0

k(E
0

k) \

W 0c
k ) is bounded, so we can assume that both B [ ([k Fk) and [k(�

0

k(E
0

k) \ W 0c
k )

are contained in a large ball B(0, R). We take the map ⇢ : Rn
! Rn defined by

⇢(x) =

(
x x 2 B(0, R)
R
|x | x x 2 B(0, R)c,

which is 1-Lipschitz map. We put Ek = ⇢ � �0

k(E
0

k), then Ek 2 C, and

Ek = (�0

k(E
0

k) \ W 0c
k ) [ Fk [ ⇢(F 0

k).

SinceHd(F 0

k) = 0, we have that

JF (Ek \ B) = JF (�0

k(E
0

k) \ B)  (1+ 2�k)JF (E 0

k \ B),

therefore
JF (Ek \ B) ! m(C, F),

and (Ek)k�1 is a sequence as we desire. We proved our claim.
If JF (Ek \ B) = 0 for some k � 1, then m(C, F) = 0 and Ek is a minimizer:

we have nothing to prove. We now suppose that 0 < JF (Ek \ B) < +1, for all
k � 1. Thus 0 < Hd(Ek \ B) < +1.

We put

U = B(0, R + 1) \ B, Vk =

n
x 2 B(0, R + 1� 2�k) | dist(x, B) > 2�k

o
.

By Lemma 2.7, we can find polyhedral complexes Sk , Lipschitz maps �k : Rn
!

Rn and a constant M 0
= M 0(n, d) such that:

(1) Vk ⇢ |Sk | ⇢ Vk+1, �k |V c
k+1

= idV c
k+1
, and there exists a d-dimensional skeleton

S 0

k of Sk such that E 00

k \ Wk =

��S 0

k
��, where E 00

k = �k(Ek) and Wk = |Sk |;
(2) JF (E 00

k \ B)  (1+ 2�k)JF (Ek \ B);
(3) there exist complexes S0k , . . . ,Sdk such that S`k is contained in the `-skeleton of

Sk and there is a disjoint decomposition

E 00

k \ W̊k = Edk t Ed�1
k t · · · t E0k ,

where for each 0  `  d,

E`k 2 QM(W `
k ,M

0, diam(W `
k ),H`),

where (
Wd
k = W̊k

W `�1
k = W `

k \ E`k

(
Ed =

��Sdk �� \ Wd
k

E` =

��S`k �� \ W `
k ,

and W̊k is the interior of Wk .
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We note that E 00

k andWk are two compact subsets ofRn for each k, thus E 00

k\Wk
is a compact subset of Rn . We may suppose that E 00

k \ Wk ! E 0 in Hausdorff
distance, passing to a subsequence if necessary. We put E = E 0

[ B. We will show
that E is a minimizer.

First of all, we show that E is in the class C, i.e. E 2 C. Since �k is Lipschitz
map and �k |V c

k+1
= idV c

k+1
, in particular, �k |B = idB , thus E 00

k = �k(Ek) 2 C.
Since Ek ⇢ B(0, R) and B ⇢ B(0, R), and by our construction of �k , we get that
�k(Ek) ⇢ B(0, R +

1
2 ). Since Vk ⇢ Wk ⇢ Vk+1, we have that

B ⇢ �k(Ek) \ Wk ⇢ B
✓
0, R +

1
2

◆
\ Vk ⇢ B(2�k),

where we denote by B(✏) the ✏-neighborhood of B. Thus E 00

k \ Wk ! B in Haus-
dorff distance, so

E 00

k = (E 00

k \ Wk) [ (E 00

k \ Wk) ! E 0

[ B = E,

we have that E 2 C.
Next, we will show that JdF (E \ B) = m(C, F).
Passing to a subsequence if necessary, we may assume that

E`k ! E` in U, for 0  `  d,

For any 0  `  d, we put

U `
= U \

[
`<`0d

E`
0

,

then
E \ B =

[
0`d

E`.

Since
Edk 2 QM(Wd

k ,M 0, diam(Wd
k ),Hd),

we can apply the Theorem 2.5, and get that

JF (Ed \ Wd
k )  lim inf

m!1

JF (Edm \ Wd
k )  lim inf

m!1

JF (Edm).

Since Vk ⇢ Wk ⇢ Vk+1 and Wd
k = W̊k , we have
[
k
Wd
k =

[
k
Vk = U,

thus
JF (Ed)  lim inf

m!1

JF (Edm).
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For any 0  `  d, for any " > 0, we put Ud
" = B(0, R + 1� ") \Ud and

U `
" =

(
x 2 B(0, R + 1� ") | dist

 
x,

[
`<`0d

E`
0

!
> "

)
.

Then U `
"1 ⇢ U `

"2 for any 0 < "2 < "1, and
[
">0

U `
" = U `.

Since E`k ! E` in U , we have that E`k \U `
" ! E` \U `

" in U `
" . We will show that

for any " > 0, there exists k" such that for k � k",

E`k \U `
" 2 QM(U `

" ,M
0, diam(U `

" ),H`).

Indeed, for any " > 0, we can find k" such that U `
" ⇢ W `

k . We prove this by
induction on `.

First, we take a positive integer k" such that 2�k" < ", then Ud
" ⇢ Wd

k for any
k � k".

Next, we suppose that there is an integer k" such that U `
" ⇢ W `

k for k � k".
Since E`k ! E` in U ` and

W `�1
k = W `

k \ E`k , U
`�1
" =

n
x 2 U `

" | dist
⇣
x, E`

⌘
> "

o
,

we can find k0

" such that U `�1
" ⇢ W `�1

k for k � k0

". Thus we finished the induction
proofs.

Since U `
" ⇢ W `

k and

E`k 2 QM(W `
k ,M

0, diam(W `
k ),H`),

we get that
E`k \U `

" 2 QM(U `
" ,M

0, diam(U `
" ),H`).

For any � > 0 fixed, we put �� = {x 2 U" | dist(x,Uc
" ) � 10�}. E`k \ �� is a

bounded subset, indeed it is contained in B(0, R + 1). Since E`k \ �� is bounded,
and {B(x, �) | x 2 E`k \ ��} is a covering of E`k \ �� , and each ball B(x, �) has
a fixed radius �, we can find a collection of finitely many balls {B(xi , �)}i2I which
is a covering of E`k \��; by the 5-covering lemma, see for example [15, Theorem
2.1], we can find a subset J ⇢ I such that B(x j1, �) \ B(x j2, �) = ; for j1, j2 2 J
with j1 6= j2, and [

i2I
B(xi , �) ⇢

[
j2J

B(x j , 5�).
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Since B(x j1, �) \ B(x j2, �) = ; for ji , j2 2 J , we have that

Ln(U") �

X
j2J

Ln(B(x j , �)),

thus
#J 

Ln(U")
!n�n

.

By [6, Proposition 4.1], we have that

C�1(5�)`  H`(E`k \ B(x j , 5�))  C(5�)`,

so

H`(E`k \��) 

X
j2J

H`(E`k \ B(x j , 5�)) 

X
j2J

C(5�)`  !�1
n Ln(U")5d�`�nC.

Applying [4, Theorem 3.4], we get that

H`(E` \��)  lim inf
k!1

H`(E`k \��)  !�1
n Ln(U")5d�`�nC,

and dimH E` \��  `, hence dimH E`  `, thusHd(E`) = 0.
We get that

JF (E \ B) = JF (Ed)
 lim inf

k!1

JF (Edk )

 lim inf
k!1

JF (E 00

k \ B)

 lim inf
k!1

(1+ 2�k)JF (Ek \ B)

= lim inf
k!1

JF (Ek \ B)

= m(C, F).

Since E 2 F , we have that

JF (E \ B) � m(C, F),

therefore
JF (E \ B) = m(C, F).

The following proposition is taken from [18, Proposition 3.1].

Proposition 2.8. Let B ⇢ Rn be a compact subset. For j = 1, 2, . . ., suppose
that S j ⇢ Rn is a compact set with B ⇢ S j , and that S j converges in Hausdorff
distance to a compact set S ⇢ Rn . Let L ⇢ Ȟk�1(B;G) be a subgroup such that
L ⇢ ker Ȟk�1(iB,S j ). Then L ⇢ ker Ȟk�1(iB,S).
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The proof of the proposition is essentially the same as the proof of [18, Propo-
sition 3.1], so we omit it.

Proof of Theorem 1.3. We only need to prove that CČech(B,G, L) satisfies the con-
ditions in Theorem 1.1.

For any Lipschitz map ' : Rn
! Rn with '|B = idB , and any compact set

E 2 CČech(B,G, L), we have iB,'(E) = ' � iB,E , thus

Ȟd�1(iB,'(E))(L) = Ȟd�1(') � Ȟd�1(iB,E )(L) = 0,

this implies that
L 2 ker

⇣
Ȟd�1(iB,'(E))

⌘
,

so
'(E) 2 CČech(B,G, L).

For any sequence
{Ek}1k=1 ⇢ CČech(B,G, L),

if Ek converges to E in Hausdorff distance for some compact set E ⇢ Rn , then by
Proposition 2.8, we get that

E 2 CČech(B,G, L).

The class CČech(B,G, L) satisfies the two conditions in Theorem 1.1, thus we can
find a compact set E 2 CČech(B,G, L) such that

JF (E \ B) = m(CČech(B,G, L), F).

Proof of Theorem 1.4. We will show that Cfree(B,G, L) satisfies the two condi-
tions in Theorem 1.1. It is fairly easy to verify the first condition, so we omit the
details of this point.

Let {En}1n=1 ⇢ Cfree(B,G, L) be a sequence of compact sets such that En !

E in Hausdorff distance for some compact sets E ⇢ Rn . We put

Xn =

 [
k�n

Ek

![
E .

By [17, Lemma 3], we know that Xn 2 Cfree(B,G, L), then we apply [17, Lemma
4], and we get that E =

1

\

n=1
Xn 2 Cfree(B,G, L).
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