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#### Abstract

This paper is concerned with the existence of multiple non-radial positive solutions for $$
\begin{cases}-\Delta u+(1+\beta V(y)) u=|u|^{p-2} u & y \in \mathbb{R}^{N} \\ u(y) \rightarrow 0 & \text { as }|y| \rightarrow+\infty\end{cases}
$$ where $2<p<2^{*}, 2^{*}=\frac{2 N}{N-2}$ for $N>2$ and $2^{*}=+\infty$ for $N=2, \beta$ can be regarded as a parameter and $V(|y|)>0$ decays exponentially to zero at infinity. We prove that, for any positive integer $k>1$, there exists a suitable range of $\beta$ such that the above problem has a non-radial positive solution with exactly $k$ maximum points which tending to infinity as $\beta \rightarrow+\infty$ (or $0^{+}$).
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## 1. Introduction

In this paper we consider the following nonlinear Schrödinger problem

$$
\begin{cases}-\Delta u+(1+\beta V(y)) u=|u|^{p-2} u & y \in \mathbb{R}^{N}  \tag{1.1}\\ u(y) \rightarrow 0 & \text { as }|y| \rightarrow+\infty\end{cases}
$$

where $2<p<2^{*}, 2^{*}=\frac{2 N}{N-2}$ for $N>2$ and $2^{*}=+\infty$ for $N=2, \beta$ can be regarded as a parameter and $V(y)>0$ decays to zero exponentially at infinity.

Problem (1.1) arises from looking for standing waves $\Psi(t, y)=\exp (i E t) u(y)$ for the following nonlinear Schrödinger equation in $\mathbb{R}^{N}$,

$$
\begin{equation*}
i \frac{\partial \Psi}{\partial t}=-\Delta \Psi+\hat{V} \Psi-|\Psi|^{p-2} \Psi \tag{1.2}
\end{equation*}
$$
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where $i$ is the imaginary unit, $E \in \mathbb{R}$ and $\hat{V}(y): \mathbb{R}^{N} \rightarrow \mathbb{R}^{+}$is a continuous function. Problem (1.2) arises in many applications (see, e.g., [2,7,8]). For example, in some problems arising in nonlinear optics, in plasma physics and in condensed matter physics, the presence of many particles leads one to considering nonlinear terms which simulate the interaction effect among them. The function $\hat{V}(y)$ represents the potential acting on the particle, which avoids the spreading of the wave packets in the time-dependent version of the above equation.

Assuming that the amplitude $u(y)$ is positive and vanishes at infinity, we see that $\Psi(t, y)$ satisfies (1.2) if and only if $u$ solves the nonlinear elliptic problem (1.1) with $1+\beta V(y)=\hat{V}(y)-E$.

The study of the existence of ground states and higher energy solutions for (1.1) has attracted considerable attention in recent years, and there are a lot of results in the literature: one can refer to $[2-4,6,12,16-18,20,21,24,25]$ and the references therein. If $\beta>0$ and

$$
\begin{equation*}
\inf _{y \in \mathbb{R}^{N}} V(y)<\lim _{|y| \rightarrow+\infty} V(y) \tag{1.3}
\end{equation*}
$$

then, using the concentration compactness principle [20,21], one can show that (1.1) has a least energy solution. See also for example [13,20-22]. But if (1.3) does not hold, (1.1) may not have least energy solutions. For example, if $V(y)$ satisfies

$$
V(y)>\inf _{y \in \mathbb{R}^{N}} V(y)=\lim _{|y| \rightarrow+\infty} V(y)
$$

then it is easy to see that problem (1.1) has no least energy solutions. So, in this case, one needs to find solutions with higher energy. For results on this aspect, the readers can refer to [ $3,4,24,25$ ] and the references therein.

Here we want to mention some results in [5], where Bartsch and Wang considered (1.1) with $\Omega=\operatorname{int} V^{-1}(0)$ non-empty and $\mu\left\{y \in \mathbb{R}^{n}: V(y) \leq M_{0}\right\}<\infty$ for some $M_{0}>0$. They considered the existence of the least energy solution, multiplicity of solutions and certain concentration behavior of the solutions for large $\beta>0$. Very recently, in [17], Lin, Liu and Chen showed that if $V(y)$ satisfies

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} V(y)=0, \text { and } \lim _{|y| \rightarrow \infty} \frac{\ln |V(y)|}{|y|}=0 \tag{1.4}
\end{equation*}
$$

then as $\beta \rightarrow 0$, equation (1.1) has multiple positive solutions. In [25], Wei and Yan used a construction argument and obtained a very interesting result, which says that if

$$
\begin{equation*}
V(y)=V(|y|) \sim \frac{1}{r^{m}}+O\left(\frac{1}{r^{m+\theta}}\right),(m>1, \theta>0), \quad \text { as } r=|y| \rightarrow+\infty \tag{1.5}
\end{equation*}
$$

(this is a special case of condition (1.4)), then for any $\beta$ fixed, problem (1.1) has infinitely many non-radial positive solutions.

Now an interesting problem left is the following case:

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} \frac{\ln |V(y)|}{|y|}<0 \tag{1.6}
\end{equation*}
$$

In this paper we will consider (1.1) under the assumption (1.6). Our aim is to prove the existence of multiple positive solutions to equation (1.1).

For simplicity, we suppose that $V(y)=V(|y|)$ is a positive continuous function in $\mathbb{R}^{N}$ and satisfies the following decay assumption at infinity, which is a special case of (1.6):
( $V$ ) There are $a \in \mathbb{R}, \alpha \in(0,1]$, such that

$$
V(r) \sim r^{a} e^{-\alpha r}, \text { as } r \rightarrow+\infty
$$

Our main result in this paper can be stated as follows:
Theorem 1.1. Suppose that $(V)$ holds and $k>1$ is an integer. Then problem (1.1) has a non-radial positive solution with exactly $k$ maximum points provided that $k$ and $\beta$ satisfy one of the following conditions:
(i) If $2 \sin \frac{\pi}{k}<\alpha$, then $\beta>\beta_{1}^{*}$ for suitably large $\beta_{1}^{*}>0$;
(ii) If $2 \sin \frac{\pi}{k}>\alpha$, then $0<\beta<\bar{\beta}_{1}^{*}$ for suitably small $\bar{\beta}_{1}^{*}>0$.

Here $\beta_{1}^{*}$ and $\bar{\beta}_{1}^{*}$ depend on $\alpha, k$ and $N$.
Remark 1.2. In fact, our result is true for more general problems with more general $V(y)$

$$
\begin{cases}-\Delta u+(1+\beta V(y)) u=f(u) & y \in \mathbb{R}^{N} \\ u(y) \rightarrow 0 & \text { as }|y| \rightarrow+\infty\end{cases}
$$

where $f(t)$ satisfies the following assumptions (see, for example [11]):
$\left(f_{1}\right) f \in C^{1, \gamma}(\mathbb{R}), f(0)=f^{\prime}(0)=0, f(-t)=-f(t)$ for all $t \in \mathbb{R}$;
$\left(f_{2}\right)$ the following problem

$$
\begin{cases}-\Delta w+w=f(w), u>0 & y \in \mathbb{R}^{N}, \\ w(0)=\max _{\mathbb{R}^{N}} w(y) & w \in H^{1}\left(\mathbb{R}^{N}\right)\end{cases}
$$

has a unique solution $w$, which is nondegenerate, i.e., denoting by $L$ the linearized operator

$$
L: H^{2}\left(\mathbb{R}^{N}\right) \rightarrow L^{2}\left(\mathbb{R}^{N}\right), L(u)=-\Delta u+u-f^{\prime}(w) u
$$

then

$$
\operatorname{Kernel}(L)=\operatorname{span}\left\{\frac{\partial w}{\partial x_{i}}: \quad i=1, \cdots, N\right\} .
$$

$V(y)=V\left(y^{\prime}, y^{\prime \prime}\right)=V\left(\left|y^{\prime}\right|,\left|y_{3}\right|, \cdots,\left|y_{N}\right|\right)\left(\left(y^{\prime}, y^{\prime \prime}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{N-2}\right)$ satisfies
( $V^{\prime}$ ) There is $\alpha \in(0,1]$, such that

$$
V(y) \sim k(|y|) e^{-\alpha|y|}, \text { as }|y| \rightarrow+\infty
$$

where $k(|y|)>0$ satisfies $a_{1}|y|^{a} \leq k(|y|) \leq b_{1}|y|^{b}$ for some constants $a_{1}>$ $0, b_{1}>0$ and $a, b \in \mathbb{R}, a \leq b$.

Remark 1.3. In assumption $(V)$ (or $\left(V^{\prime}\right)$ ), if $\alpha \in(1,2)$, then part (ii) of Theorem 1.1 is still true, which will be clarified in Remark 3.5 in Section 3 later.

There is a lot of literature concerning time-independent semilinear Schrödinger equations. In particular, the singular perturbed equation

$$
\begin{equation*}
-\varepsilon^{2} \Delta u+V(y) u=|u|^{p-2} u, \quad u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{1.7}
\end{equation*}
$$

has been extensively studied. Solutions of (1.7) as $\varepsilon \rightarrow 0^{+}$are called semi-classical states, which usually exhibit a concentration phenomenon, that is, the solutions may concentrate at some points such at the critical points of $V(y)$, see for instance [8$11,14,15,18,19,22,23]$. The solutions we obtain in Theorem 1.1 do not concentrate near any fixed point, and they have multiple bumps separated far apart with each bump resembling the shape of the solution of (1.8). Similar phenomenon was also observed in [16, 17,25].

Now, let us outline the main idea in the proof of Theorem 1.1.
We will use the unique ground state $U$ of

$$
\begin{cases}-\Delta u+u=u^{p-1}, u>0 & y \in \mathbb{R}^{N}  \tag{1.8}\\ u(0)=\max _{\mathbb{R}^{N}} u(y) & u \in H^{1}\left(\mathbb{R}^{N}\right)\end{cases}
$$

to build up the approximate solutions for (1.1). It is well-known that $U(y)=U(|y|)$ is nondegenerate (see the definition $\left(f_{2}\right)$ in Remark 1.3) and satisfies

$$
U^{\prime}(r)<0, \quad \lim _{r \rightarrow \infty} r^{\frac{N-1}{2}} e^{r} U(r)=C>0, \quad \lim _{r \rightarrow \infty} \frac{U^{\prime}(r)}{U(r)}=-1
$$

Let

$$
x^{j}=\left(r \cos \frac{2(j-1) \pi}{k}, r \sin \frac{2(j-1) \pi}{k}, 0, \cdots, 0\right) \in \mathbb{R}^{N}, j=1,2, \cdots, k
$$

where $r>0$ will be determined later.
Set $y=\left(y^{\prime}, y^{\prime \prime}\right), y^{\prime} \in \mathbb{R}^{2}, y^{\prime \prime} \in \mathbb{R}^{N-2}$. Define

$$
\begin{aligned}
H_{s}= & \left\{u: u \in H^{1}\left(\mathbb{R}^{N}\right), u \text { is even in } y_{i}, i=2, \cdots, N\right. \\
& \left.u\left(r \cos \theta, r \sin \theta, y^{\prime \prime}\right)=u\left(r \cos \left(\theta+\frac{2 j \pi}{k}\right), r\left(\theta+\sin \frac{2 j \pi}{k}\right), y^{\prime \prime}\right)\right\} .
\end{aligned}
$$

Denote

$$
U_{r}(y)=\sum_{j=1}^{k} U_{x^{j}}(y)
$$

where $U_{x^{j}}(y)=U\left(y-x^{j}\right)$.
To prove Theorem 1.1, it suffices to verify the following result:

Theorem 1.4. If $2 \sin \frac{\pi}{k} \neq \alpha$ then (1.1) has a solution $u=U_{r}+\omega_{r}$ provided that one of the following conditions holds:
(i) If $2 \sin \frac{\pi}{k}<\alpha$, then $\beta>\beta_{1}^{*}$ for suitably large $\beta_{1}^{*}>0$;
(ii) If $2 \sin \frac{\pi}{k}>\alpha$, then $0<\beta<\bar{\beta}_{1}^{*}$ for suitably small $\bar{\beta}_{1}^{*}>0$,

Here $\beta_{1}^{*}$ and $\bar{\beta}_{1}^{*}$ depend on $\alpha, k$ and $N$.

$$
\begin{gathered}
\text { Moreover, } r \in\left[\frac{(1-\delta) \ln \beta}{\alpha-2 \sin \frac{\pi}{k}}, \frac{(1+\delta) \ln \beta}{\alpha-2 \sin \frac{\pi}{k}}\right] \text { for small } \delta>0 \text {, and } \omega_{r} \in H_{s} \text { satisfies } \\
\int_{\mathbb{R}^{N}}\left|\nabla \omega_{r}\right|^{2}+\left|\omega_{r}\right|^{2} \rightarrow 0, \text { as } \beta \rightarrow+\infty\left(\text { or } 0^{+}\right) .
\end{gathered}
$$

The idea of our proof is essentially inspired by [25]. The key part of the idea is to establish a balance between two main terms in the expansion of the energy functional, one is $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$ arising from the effect of $V(y)$, the other is $\int_{\mathbb{R}^{N}} U_{x^{i}}^{p-1} U_{x^{j}}(i \neq j)$ which is from interaction among the peaks. In [25], the potential $V(y)$ satisfies assumption (1.5), which means that $V(y)$ decays to zero algebraically at infinity. Hence the term $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$ decays also to zero algebraically as $r \rightarrow+\infty$. The other main term $\int_{\mathbb{R}^{N}} U_{x^{i}}^{p-1} U_{x^{j}}(i \neq j)$ approaches to zero exponentially as $r \rightarrow+\infty$. A balance between these two main terms can be obtained for any fixed parameter $\beta>0$. However, in this paper, since the potential $V(y)$ decays to zero exponentially at infinity, both of the main terms $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$ and $\int_{\mathbb{R}^{N}} U_{x^{i}}^{p-1} U_{x^{j}}(i \neq j)$ are exponentially small as $r \rightarrow+\infty$, which implies that one term can control the other. In this case, we need to adjust the parameter $\beta$ to keep a balance between these two terms. More precisely, if $2 \sin \frac{\pi}{k}<\alpha$, the term $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$ can dominate $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$. Hence we need the parameter $\beta$ to be large. Otherwise, when $2 \sin \frac{\pi}{k}>\alpha$, the term $\int_{\mathbb{R}^{N}} V(y) U_{r}(y)^{2}$ is overwhelming, so the parameter $\beta$ should be small.

This paper is organized as follows. In Section 2, we will make an energy expansion for the functional corresponding to problem (1.1). In Section 3, we will carry out a reduction procedure and study the reduced finite dimensional problem to prove Theorem 1.4.
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## 2. Energy expansion

The variational functional corresponding to (1.1) can be defined as follows

$$
I(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+(1+\beta V(|y|)) u^{2}\right)-\frac{1}{p} \int_{\mathbb{R}^{N}}|u|^{p}, \quad \forall u \in H^{1}\left(\mathbb{R}^{N}\right)
$$

In this section, we will give an energy expansion related to the approximate solutions. In the sequel, we always assume

$$
\begin{equation*}
r \in S=:\left[\frac{(1-\delta) \ln \beta}{\alpha-2 \sin \frac{\pi}{k}}, \frac{(1+\delta) \ln \beta}{\alpha-2 \sin \frac{\pi}{k}}\right], \tag{2.1}
\end{equation*}
$$

where $\alpha$ is the constant in expansion for $V$, and $\delta \in(0,1)$ is a small constant.
The following result can be found in [1, Lemma 3.7].
Lemma 2.1. Suppose that $u, u^{\prime}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ two positive continuous radial functions satisfy

$$
u(x) \sim|x|^{a} e^{-b|x|}, u^{\prime}(x) \sim|x|^{a^{\prime}} e^{-b^{\prime}|x|}, \quad(|x| \rightarrow \infty)
$$

where $a, a^{\prime} \in \mathbb{R}, b^{\prime}>b>0$. Let $\xi \in \mathbb{R}^{N}$ tend to infinity. Then,

$$
\int_{\mathbb{R}^{N}} u \xi u^{\prime} \sim e^{-b|\xi|}|\xi|^{a}
$$

where $u_{\xi}=u(y+\xi)$.
Lemma 2.2. For $\beta>0$ large (or small) enough, there holds

$$
\int_{\mathbb{R}^{N}} V(y) U_{r}^{2}=B_{\beta} r^{a} e^{-\alpha r}+O\left(e^{-(1+\tau) \alpha r}\right)
$$

where $B_{\beta} \in\left[C_{1}, C_{2}\right], C_{1}, C_{2}$ and $\tau$ are positive constants independent of $\beta$.
Proof. Set

$$
\Omega_{j}=\left\{y=\left(y^{\prime}, y^{\prime \prime}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{N-2}:\left\langle\frac{y^{\prime}}{\left|y^{\prime}\right|}, \frac{x^{j}}{\left|x^{j}\right|}\right\rangle \geq \cos \frac{\pi}{k}\right\}, j=1,2, \cdots, k
$$

For any $y \in \Omega_{i}$ and $j \neq i$, we have

$$
\left|y-x^{j}\right| \geq\left|y-x^{i}\right|, \quad \forall y \in \Omega_{i}
$$

which gives $\left|y-x^{j}\right| \geq \frac{1}{2}\left|x^{j}-x^{i}\right|$ if $\left|y-x^{i}\right| \geq \frac{1}{2}\left|x^{j}-x^{i}\right|$. On the other hand, if $\left|y-x^{i}\right| \leq \frac{1}{2}\left|x^{j}-x^{i}\right|$, then

$$
\left|y-x^{j}\right| \geq\left|x^{j}-x^{i}\right|-\left|y-x^{i}\right| \geq \frac{1}{2}\left|x^{j}-x^{i}\right| .
$$

So, we find

$$
\left|y-x^{j}\right| \geq \frac{1}{2}\left|x^{j}-x^{i}\right|, \quad \forall y \in \Omega_{i}
$$

Thus, for any $\eta \in(0,1)$,

$$
\begin{align*}
U_{x} j & \leq C e^{-\eta\left|y-x^{j}\right|} e^{-(1-\eta)\left|y-x^{j}\right|} \leq C e^{-(1-\eta)\left|y-x^{i}\right|} e^{-\frac{\eta}{2}\left|x^{j}-x^{i}\right|} \\
& \leq C e^{-\eta r \sin \frac{\pi}{k}} e^{-(1-\eta)\left|y-x^{i}\right|}, \quad \forall y \in \Omega_{i} . \tag{2.2}
\end{align*}
$$

Hence using (2.2), we know

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} V(y) U_{x^{i}} U_{x^{j}} \leq & C k \int_{\Omega_{i}} V(y) U_{x^{i}} U_{x^{j}} \\
\leq & C k \int_{\Omega_{i}} V(y) U_{x^{i}} e^{-\eta r \sin \frac{\pi}{k}} e^{-(1-\eta)\left|y-x^{i}\right|} \\
\leq & C k e^{-\eta r \sin \frac{\pi}{k}} \int_{\mathbb{R}^{N}} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|} \\
= & C k e^{-\eta r \sin \frac{\pi}{k}} \int_{B_{(1-\sigma) r}(0)} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|} \\
& +C k e^{-\eta r \sin \frac{\pi}{k}} \int_{\mathbb{R}^{N} \backslash B_{(1-\sigma) r}(0)} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|}
\end{aligned}
$$

On the other hand, using Lemma 2.1, we find

$$
\begin{aligned}
\int_{B_{(1-\sigma) r}(0)} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|} & \leq C \int_{B_{(1-\sigma) r}(0)}\left|y-x^{i}\right|^{a} e^{-\alpha\left|y-x^{i}\right|} e^{-(1-\eta)|y|} U \\
& \leq C \int_{\mathbb{R}^{N}}\left|y-x^{i}\right|^{a} e^{-\alpha\left|y-x^{i}\right|} e^{-(1-\eta)|y|} U \\
& \leq C r^{a} e^{-\alpha r}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\mathbb{R}^{N} \backslash B_{(1-\sigma) r}(0)} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|} & \leq C \int_{\mathbb{R}^{N} \backslash B_{(1-\sigma) r}(0)} V\left(y-x_{i}\right) e^{-(2-\eta)|y|} \\
& \leq C e^{-(2-\eta)(1-\sigma) r} \int_{\mathbb{R}^{N}} V\left(y-x_{i}\right) \\
& \leq C e^{-\alpha r}
\end{aligned}
$$

provided $(2-\eta)(1-\sigma)>\alpha$.
Thus, we see

$$
\begin{align*}
\int_{\mathbb{R}^{N}} V(y) U_{x^{i}} U_{x^{j}} & \leq C k e^{-\eta r \sin \frac{\pi}{k}} \int_{\mathbb{R}^{N}} V\left(y-x_{i}\right) U e^{-(1-\eta)|y|} \\
& \leq C k e^{-\eta r \sin \frac{\pi}{k}}\left(r^{a} e^{-\alpha r}+e^{-\alpha r}\right)  \tag{2.3}\\
& \leq C e^{-(1+\tau) \alpha r}
\end{align*}
$$

where $C, \tau$ are constants independent of $\beta$.

Similarly, we have

$$
\begin{align*}
\int_{\mathbb{R}^{N}} V(y) U_{x^{i}}^{2}= & \int_{\mathbb{R}^{N}} V\left(y-x^{i}\right) U^{2} \\
= & \left(1+o_{\beta}(1)\right) \int_{B_{(1-\sigma) r}(0)}\left|y-x^{i}\right|^{a} e^{-\alpha\left|y-x^{i}\right|} U^{2} \\
& +\int_{\mathbb{R}^{N} \backslash B_{(1-\sigma) r}(0)} V\left(y-x^{i}\right) U^{2}  \tag{2.4}\\
= & B_{\beta, 1} r^{a} e^{-\alpha r}+O\left(e^{-(1+\tau) \alpha r}\right),
\end{align*}
$$

where $B_{\beta, 1} \in\left[C_{1}^{\prime}, C_{2}^{\prime}\right], C_{1}^{\prime}, C_{2}^{\prime}$ are positive constants independent of $\beta$ and $o_{\beta}(1)$ denotes a small data satisfying $o_{\beta}(1) \rightarrow 0$ as $\beta \rightarrow+\infty$ (or $0^{+}$). Combining (2.3) and (2.4), we get

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} V(|y|) U_{r}^{2} & =\int_{\mathbb{R}^{N}} V(y)\left(\sum_{i=1}^{k} U_{x^{i}}\right)^{2} \\
& =k \int_{\mathbb{R}^{N}} V(y) U_{x^{i}}^{2}+\sum_{i \neq j}^{k} \int_{\mathbb{R}^{N}}|y|^{a} e^{-\alpha|y|} U_{x_{i}} U_{x_{j}} \\
& =B_{\beta} r^{a} e^{-\alpha r}+O\left(e^{-(1+\tau) \alpha r}\right) .
\end{aligned}
$$

Proposition 2.3. There is a small constant $\tau>0$, such that

$$
\begin{aligned}
I\left(U_{r}\right)= & A+\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right)
\end{aligned}
$$

where $A=\left(\frac{1}{2}-\frac{1}{p}\right) k \int_{\mathbb{R}^{N}} U^{p}$, and $B_{\beta}, B_{\beta}^{\prime} \in\left[C_{1}, C_{2}\right], C_{1}, C_{2}$ are positive constants independent of $\beta$.

Proof. Using the symmetry, we see

$$
\begin{align*}
\int_{\mathbb{R}^{N}}\left(\left|\nabla U_{r}\right|^{2}+U_{r}^{2}\right) & =\sum_{j=1}^{k} \sum_{i=1}^{k} \int_{\mathbb{R}^{N}} U_{x^{j}}^{p-1} U_{x^{i}}  \tag{2.5}\\
& =k \int_{\mathbb{R}^{N}} U^{p}+k \sum_{i=2}^{k} \int_{\mathbb{R}^{N}} U_{x^{1}}^{p-1} U_{x^{i}}
\end{align*}
$$

By Lemma 2.1, we get

$$
\begin{align*}
\int_{\mathbb{R}^{N}} U_{r}^{p}= & k \int_{\mathbb{R}^{N}} U_{x^{1}}^{p}+k p \int_{\mathbb{R}^{N}} \sum_{i=2}^{k} U_{x^{1}}^{p-1} U_{x^{i}} \\
& +\left\{\begin{array}{l}
O\left(\int_{\mathbb{R}^{N}} \sum_{i \neq j}^{k} U_{x^{i}}^{\frac{p}{2}} U_{x^{j}}^{p}\right)(2<p \leq 3) \\
O\left(\int_{\mathbb{R}^{N}} \sum_{i \neq j}^{k} U_{x^{i}}^{p-2} U_{x^{j}}^{2}\right)(p>3)
\end{array}\right.  \tag{2.6}\\
= & k \int_{\mathbb{R}^{N}}\left(U^{p}+p U_{x^{1}}^{p-1} \sum_{i=2}^{k} U_{x^{i}}\right)+k O\left(e^{-(1+\tau)\left|x^{2}-x^{1}\right|}\right)
\end{align*}
$$

Combining Lemma 2.2, (2.5) and (2.6), we have

$$
\begin{aligned}
I\left(U_{r}\right)= & \frac{1}{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla U_{r}\right|^{2}+(1+\beta V(|y|)) U_{r}^{2}\right)-\frac{1}{p} \int_{\mathbb{R}^{N}} U_{r}^{p} \\
= & \frac{1}{2} k\left(\int_{\mathbb{R}^{N}} U_{x^{1}}^{p}+\sum_{i=2}^{k} \int_{\mathbb{R}^{N}} U_{x^{1}}^{p-1} U_{x^{i}}\right)-\frac{1}{p} k\left(\int_{\mathbb{R}^{N}} U_{x^{1}}^{p}+p \sum_{i=2}^{k} \int_{\mathbb{R}^{3}} U_{x^{1}}^{p-1} U_{x^{i}}\right) \\
& +\frac{\beta}{2} \int_{\mathbb{R}^{N}} V(|y|) U_{r}^{2}+k O\left(e^{-(1+\tau)\left|x^{2}-x^{1}\right|}\right) \\
= & \left(\frac{1}{2}-\frac{1}{p}\right) k \int_{\mathbb{R}^{N}} U^{p}-\frac{k}{2} \int_{\mathbb{R}^{N}}\left(U_{x^{1}}^{p-1} U_{x^{2}}+U_{x^{1}}^{p-1} U_{x^{k}}\right)+\frac{\beta}{2} \int_{\mathbb{R}^{N}} V(|y|) U_{r}^{2} \\
& +k O\left(e^{-(1+\tau)\left|x^{2}-x^{1}\right|}\right) \\
= & A+\beta B_{\beta} r^{a} e^{-\alpha r}-C_{\beta}\left|x^{2}-x^{1}\right|^{-\frac{N-1}{2}} e^{-\left|x^{2}-x^{1}\right|} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau)\left|x^{2}-x^{1}\right|}\right) \\
= & A+\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}+O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right) .
\end{aligned}
$$

## 3. Proof of the main result

Let

$$
Z_{j}=\frac{\partial U_{x^{j}}}{\partial r}, j=1,2, \cdots, k
$$

Define

$$
E:=\left\{u: u \in H_{s}, \sum_{j=1}^{k} \int_{\mathbb{R}^{N}} U_{x^{j}}^{p-2} Z_{j} u=0\right\}
$$

The norm of $H^{1}\left(\mathbb{R}^{N}\right)$ is defined as

$$
\|u\|^{2}=\langle u, u\rangle, \quad u \in H^{1}\left(\mathbb{R}^{N}\right)
$$

where $\left\langle u_{1}, u_{2}\right\rangle=\int_{\mathbb{R}^{N}} \nabla u_{1} \cdot \nabla u_{2}+(1+\beta V(|y|)) u_{1} u_{2}$.
We define the following linear operator $L$ on $E$, satisfying

$$
\begin{equation*}
\left\langle L u_{1}, u_{2}\right\rangle=\int_{\mathbb{R}^{N}} \nabla u_{1} \cdot \nabla u_{2}+(1+\beta V(|y|)) u_{1} u_{2}-(p-1) U_{r}^{p-2} u_{1} u_{2} \tag{3.1}
\end{equation*}
$$

Lemma 3.1. There is a constant $\rho>0$ such that

$$
\|L u\| \geq \rho\|u\|, \quad \forall u \in E
$$

provided that one of the following conditions holds:
(i) If $2 \sin \frac{\pi}{k}<\alpha$, then $\beta>\beta_{1}^{*}$ for suitably large $\beta_{1}^{*}>0$;
(ii) If $2 \sin \frac{\pi}{k}>\alpha$, then $0<\beta<\bar{\beta}_{1}^{*}$ for suitably small $\bar{\beta}_{1}^{*}>0$.

Proof. We only prove the lemma for the case $2 \sin \frac{\pi}{k}<\alpha$ since the other one is similar.

We argue by contradiction. Suppose that there are $u_{n} \in E, \beta_{n} \rightarrow+\infty$, such that

$$
\left\|L u_{n}\right\|=o(1), \quad\left\|u_{n}\right\|=1
$$

For simplicity, we use $\beta$ to denote $\beta_{n}$ and $x^{j}$ to denote

$$
x^{j, n}=\left(r_{n} \cos \frac{2(j-1) \pi}{k}, r_{n} \sin \frac{2(j-1) \pi}{k}, \mathbf{0}\right) .
$$

We have

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \nabla u_{n} \cdot \nabla \varphi+(1+\beta V(|y|)) u_{n} \varphi-(p-1) U_{r}^{p-2} u_{n} \varphi  \tag{3.2}\\
& =\left\langle L u_{n}, \varphi\right\rangle=o(1)\|\varphi\|, \quad \varphi \in E .
\end{align*}
$$

In particular,

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}+(1+\beta V(|y|)) u_{n}^{2}-(p-1) U_{r}^{p-2} u_{n}^{2}=o(1)
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}+(1+\beta V(|y|)) u_{n}^{2}=1 \tag{3.3}
\end{equation*}
$$

Set $\tilde{u}_{n}(y)=u_{n}\left(y+x^{1}\right)$. Then for any $R>0$,

$$
\int_{B_{R}\left(x^{1}\right)}\left|\nabla u_{n}\right|^{2}+(1+\beta V(|y|)) u_{n}^{2} \leq 1,
$$

which implies

$$
\int_{B_{R}(0)}\left|\nabla \widetilde{u}_{n}\right|^{2}+(1+\beta V(|y|)) \widetilde{u}_{n}^{2} \leq 1 .
$$

So we can suppose that there is a $u \in H^{1}\left(\mathbb{R}^{N}\right)$, such that as $n \rightarrow+\infty$,

$$
\tilde{u}_{n} \rightharpoonup u, \quad \text { in } H^{1}\left(\mathbb{R}^{N}\right)
$$

and

$$
\tilde{u}_{n} \rightarrow u, \quad \text { in } L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{N}\right)
$$

Since $\tilde{u}_{n}$ is even in $y_{i}, i=2, \ldots, N$, it is easy to see that $u$ is even in $y_{i}, i=$ $2, \ldots, N$. It follows from $\int_{\mathbb{R}^{N}} U_{x^{1}}^{p-2} Z_{1} u_{n}=0$ that $\int_{\mathbb{R}^{N}} U^{p-2} \frac{\partial U}{\partial x_{1}} \tilde{u}_{n}=0$. So, $u$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} U^{p-2} \frac{\partial U}{\partial x_{1}} u=0 \tag{3.4}
\end{equation*}
$$

Now, we claim that $u$ satisfies

$$
\begin{equation*}
-\Delta u+u-(p-1) U^{p-2} u=0 \quad \text { in } \mathbb{R}^{N} \tag{3.5}
\end{equation*}
$$

Indeed, we set

$$
\widetilde{E}=\left\{\varphi: \varphi \in H^{1}\left(\mathbb{R}^{N}\right), \int_{\mathbb{R}^{N}} U^{p-2} \frac{\partial U}{\partial x_{1}} \varphi=0\right\}
$$

For any $R>0$, let $\varphi \in C_{0}^{\infty}\left(B_{R}(0) \cap \widetilde{E}\right.$ be any function, satisfying that $\varphi$ is even in $y_{i}, i=2, \ldots, N$. Then $\varphi_{1}(y)=\varphi\left(y-x^{1}\right) \in C_{0}^{\infty}\left(B_{R}\left(x^{1}\right)\right)$. Using (3.2), we see

$$
\int_{B_{R}\left(x^{1}\right)} \nabla u_{n} \cdot \nabla \varphi_{1}+(1+\beta V(|y|)) u_{n} \varphi_{1}-p U_{r}^{p-1} u_{n} \varphi_{1}=o(1)
$$

i.e.,

$$
\begin{aligned}
& \int_{B_{R}(0)} \nabla \widetilde{u}_{n} \nabla \varphi+\left(1+\beta V\left(\left|y+x^{1}\right|\right)\right) \tilde{u}_{n} \varphi-p U^{p-1} \tilde{u}_{n} \varphi \\
& +O\left(\int_{B_{R}(0)} \sum_{j=2}^{k} U^{p-2}\left(y+x^{1}-x^{j}\right) U \tilde{u}_{n} \varphi\right)=o(1) .
\end{aligned}
$$

Since

$$
\left.\mid \int_{B_{R}(0)} \beta V\left(\left|y+x^{1}\right|\right)\right) \tilde{u}_{n} \varphi \left\lvert\, \leq C \beta r^{a} e^{-\alpha r}\left\|\tilde{u}_{n}\right\|=C \beta^{\frac{-2 \sin \frac{\pi}{k}+\alpha \delta}{\alpha-2 \sin \frac{\pi}{k}}}=o(1)\right.
$$

and

$$
\left|\int_{B_{R}(0)} \sum_{j=2}^{k} U^{p-2}\left(y+x^{1}-x^{j}\right) U \tilde{u}_{n} \varphi\right| \leq C e^{R} e^{-\min \{p-2,1\}\left|x^{2}-x^{1}\right|}\left\|\tilde{u}_{n}\right\|=o(1)
$$

we find

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \nabla u \nabla \varphi+u \varphi-p U^{p-1} u \varphi=0 . \tag{3.6}
\end{equation*}
$$

On the other hand, since $u$ is even in $y_{i}, i=2, \ldots, N$, (3.6) holds for any $\varphi \in$ $C_{0}^{\infty}\left(B_{R}(0) \cap \widetilde{E}\right)$. We know that $\varphi=\frac{\partial U}{\partial x_{1}}$ is a solution of (3.4), and thus (3.6) is true for any $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$. So we have proved (3.5).

Since $U$ is nondegenerate, we see that $u=c \frac{\partial U}{\partial x_{1}}$ because $u$ is even in $y_{i}, i=$ $2, \ldots, N$. From $\int_{\mathbb{R}^{N}} U^{p-2} \frac{\partial U}{\partial x_{1}} u=0$, we find

$$
u=0
$$

As a result,

$$
\int_{B_{R}\left(x^{1}\right)} u_{n}^{2}=o(1), \quad \forall R>0 .
$$

Thus,

$$
\begin{aligned}
o(1)\left\|u_{n}\right\| & =\left\langle L u_{n}, u_{n}\right\rangle=\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}+(1+\beta V(y)) u_{n}^{2}-(p-1) U^{p-2} u_{n}^{2} \\
& \geq c\left\|u_{n}\right\|^{2}+o_{R}(1)\left\|u_{n}\right\|^{2}+o(1) \\
& >c^{\prime}>0
\end{aligned}
$$

provided that $R$ and $n$ are large enough.
As a result, we get a contradiction.
Let

$$
\begin{aligned}
J(\omega) & =I\left(U_{r}+\omega\right) \\
& =\frac{1}{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla\left(U_{r}+\omega\right)\right|^{2}+(1+\beta V(|y|))\left(U_{r}+\omega\right)^{2}\right)-\frac{1}{p} \int_{\mathbb{R}^{N}}\left|U_{r}+\omega\right|^{p}
\end{aligned}
$$

By a direct calculation, we have

$$
J(\omega)=J(0)+l(\omega)+\frac{1}{2}\langle L \omega, \omega\rangle+R(\omega)
$$

where

$$
l(\omega)=\int_{\mathbb{R}^{N}} \sum_{j=1}^{k} \beta V(y) U_{x^{j}} \omega-\int_{\mathbb{R}^{N}}\left(U_{r}^{p-1}-\sum_{j=1}^{k} U_{x^{j}}^{p-1}\right) \omega
$$

and

$$
R(\omega)=-\frac{1}{p} \int_{\mathbb{R}^{N}}\left(\left|U_{r}+\omega\right|^{p}-U_{r}^{p}-p U_{r}^{p-1} \omega-\frac{p(p-1)}{2} U_{r}^{p-2} \omega^{2}\right)
$$

We have the following estimates.
Lemma 3.2. There is a constant $C>0$ independent of $\beta$ such that

$$
\left\|R^{\prime}(\omega)\right\|=O\left(\|\omega\|^{\min \{2, p-1\}}\right)
$$

and

$$
\left\|R^{\prime \prime}(\omega)\right\|=O\left(\|\omega\|^{\min \{1, p-2\}}\right)
$$

Proof. By direct calculation, we have

$$
\left\langle R^{\prime}(\omega), \psi\right\rangle=-\int_{\mathbb{R}^{N}}\left(\left(U_{r}+\omega\right)^{p-1}-U_{r}^{p-1}-(p-1) U_{r}^{p-2} \omega\right) \psi
$$

and

$$
\left\langle R^{\prime \prime}(\omega)(\psi, \xi)\right\rangle=-(p-1) \int_{\mathbb{R}^{N}}\left(\left(U_{r}+\omega\right)^{p-2}-U_{r}^{p-2}\right) \psi \xi
$$

Here we only deal with the case $p>3$, since the situation $2<p<3$ is similar. Noting

$$
\left|\left\langle R^{\prime}(\omega), \psi\right\rangle\right| \leq C \int_{\mathbb{R}^{N}} U_{r}^{p-3}|\omega|^{2}|\psi| \leq C\left(\int_{\mathbb{R}^{N}}\left(U_{r}^{p-3}|\omega|^{2}\right)^{\frac{p}{p-1}}\right)^{\frac{p-1}{p}}\|\psi\|_{s}
$$

we find

$$
\left\|R^{\prime}(\varphi)\right\| \leq C\left(\int_{\mathbb{R}^{N}}\left(U_{r}^{p-3}|\varphi|^{2}\right)^{\frac{p}{p-1}}\right)^{\frac{p-1}{p}}
$$

Considering that $U_{r}$ is bounded and $2<\frac{2 p}{p-1}<p$, we obtain

$$
\left\|R^{\prime}(\varphi)\right\| \leq C\left(\int_{\mathbb{R}^{N}}|\varphi|^{\frac{2 p}{p-1}}\right)^{\frac{p-1}{p}} \leq C\|\varphi\|_{s}^{2}
$$

For the estimate of $\left\|R^{\prime \prime}(\varphi)\right\|$, we have

$$
\begin{aligned}
\left|R^{\prime \prime}(\varphi)(\psi, \xi)\right| & \leq C \int_{\mathbb{R}^{N}} U_{r}^{p-3}|\varphi||\psi||\xi| \\
& \leq C \int_{\mathbb{R}^{N}}|\varphi\|\psi\| \xi| \leq C\left(\int_{\mathbb{R}^{N}}|\varphi|^{3}\right)^{\frac{1}{3}}\left(\int_{\mathbb{R}^{N}}|\psi|^{3}\right)^{\frac{1}{3}}\left(\int_{\mathbb{R}^{N}}|\xi|^{3}\right)^{\frac{1}{3}} \\
& \leq C\|\varphi\|_{s}\|\psi\|_{s}\|\xi\|_{s}
\end{aligned}
$$

Therefore,

$$
\left\|R^{\prime \prime}(\varphi)\right\| \leq C\|\varphi\|_{s}
$$

Lemma 3.3. For any $\tau \in(0,1)$, we can find $C>0$ independent of $\beta$ such that

$$
\|l\| \leq C\left(\beta e^{-(1-\tau) \alpha r}+e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\right)
$$

Proof. Using Lemma 2.1, we have

$$
\begin{aligned}
|\langle l, \omega\rangle|= & \left|\int_{\mathbb{R}^{N}} \sum_{j=1}^{k} \beta V(y) U_{x^{j}} \omega-\left(U_{r}^{p-1}-\sum_{j=1}^{k} U_{x^{j}}^{p-1}\right) \omega\right| \\
\leq & k \beta \int_{\mathbb{R}^{N}} V(y) U_{x^{1}}|\omega|+\int_{\mathbb{R}^{N}}\left|U_{r}^{p-1}-\sum_{j=1}^{k} U_{x^{j}}^{p-1}\right||\omega| \\
\leq & k \beta\left[\int_{\mathbb{R}^{N}} V^{2}\left(\left|y+x^{1}\right|\right) U^{2}\right]^{\frac{1}{2}}\left(\int_{\mathbb{R}^{N}} \omega^{2}\right)^{\frac{1}{2}} \\
& +\left\{\begin{array}{l}
C \int_{\mathbb{R}^{N}} \sum_{i \neq j} U_{x^{i}}^{p-2} U_{x^{j}}|\omega| \quad(p>3) \\
C \int_{\mathbb{R}^{N}} \sum_{i \neq j} U_{x^{i}}^{\frac{p-1}{2}} U_{x^{j}}^{\frac{p-1}{2}}|\omega| \quad(2<p \leq 3) \\
\leq
\end{array}\right. \\
& C \beta e^{-(1-\tau) \alpha r}\|\omega\|+C e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\|\omega\| .
\end{aligned}
$$

Hence

$$
\|l\| \leq C\left(\beta e^{-(1-\tau) \alpha r}+e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\right)
$$

Proposition 3.4. Under the conditions of Lemma 3.1, for any $r \in S$, there is a unique $\omega \in E$ satisfying

$$
\begin{equation*}
\left.J^{\prime}(\omega)\right|_{E}=0 \tag{3.7}
\end{equation*}
$$

Moreover,

$$
\|\omega\| \leq C\left(\beta e^{-(1-\tau) \alpha r}+e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\right)
$$

where $\tau$ is the same as that of Lemma 3.3.
Proof. By Lemma 3.3, $l(\omega)$ is a bounded linear functional on $E$. We know by Riesz representation theorem that there is an $l \in E$, such that

$$
l(\omega)=\langle l, \omega\rangle
$$

So, finding a critical point for $J(\omega)$ is equivalent to solving

$$
\begin{equation*}
l+L \omega+R^{\prime}(\omega)=0 \tag{3.8}
\end{equation*}
$$

By Lemma 3.1, $L$ is invertible. Thus, (3.8) is equivalent to

$$
\omega=A(\omega)=:-L^{-1}\left(l+R^{\prime}(\omega)\right)
$$

Set

$$
S_{r}:=\left\{\omega \in E: \quad\|\omega\| \leq \beta e^{-\left(1-\tau_{1}\right) \alpha r}+e^{-\min \left\{p-1-\tau_{1}, 2-\tau_{1}\right\} r \sin \frac{\pi}{k}}\right\}
$$

where $\tau<\tau_{1}<1$.
Now we verify that $A$ is a contraction from $S_{r}$ to $S_{r}$. Indeed, we see

$$
\begin{aligned}
\|A(\omega)\| \leq & \left(\|l\|+\left\|R^{\prime}(\omega)\right\|\right) \\
\leq & \|l\|+C\|\omega\|^{\min \{2, p-1\}} \\
\leq & C\left(\beta e^{-(1-\tau) \alpha r}+e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\right) \\
& +C\left(\beta e^{-\left(1-\tau_{1}\right) \alpha r}+e^{-\min \left\{p-1-\tau_{1}, 2-\tau_{1}\right\} r \sin \frac{\pi}{k}}\right)^{\min \{2, p-1\}} \\
\leq & \beta e^{-\left(1-\tau_{1}\right) \alpha r}+e^{-\min \left\{p-1-\tau_{1}, 2-\tau_{1}\right\} r \sin \frac{\pi}{k}},
\end{aligned}
$$

which implies that $A$ maps $S_{r}$ to $S_{r}$. On the other hand, for any $\omega_{1}, \omega_{2} \in S_{r}$,

$$
\begin{aligned}
\left\|A\left(\omega_{1}\right)-A\left(\omega_{2}\right)\right\| & =\left\|L^{-1} R\left(\omega_{1}\right)-L^{-1} R\left(\omega_{2}\right)\right\| \\
& \leq C\left\|R\left(\omega_{1}\right)-R\left(\omega_{2}\right)\right\| \\
& \leq C\left\|R^{\prime}\left(\theta \omega_{1}-(1-\theta) \omega_{2}\right)\right\|\left\|\omega_{1}-\omega_{2}\right\| \\
& \leq C\left\|\omega_{1}+\omega_{2}\right\|\left\|\omega_{1}-\omega_{2}\right\| \\
& \leq \frac{1}{2}\left\|\omega_{1}-\omega_{2}\right\| .
\end{aligned}
$$

Hence, $A$ is a contraction map in $S_{r}$ and the result follows from the contraction mapping theorem.

Now we are ready to prove Theorem 1.4. Let $\omega=\omega_{r}$ be obtained in Proposition 3.4, and define

$$
F(r)=I\left(U_{r}+\omega\right), \quad \forall r \in S
$$

It is well known that if $r$ is a critical point of $F(r)$, then $U_{r}+\omega_{r}$ is a solution of (1.1) (see $[15,18]$ ).

Proof of Theorem 1.4. Since

$$
\begin{aligned}
F(r) & =I\left(U_{r}+\omega\right) \\
& =I\left(U_{r}\right)+l(\omega)+\frac{1}{2}\langle L \omega, \omega\rangle+R(\omega) \\
& =I\left(U_{r}\right)+O\left(\|l\|\|\omega\|+\|\omega\|^{2}\right),
\end{aligned}
$$

it follows from Propositions 2.3 and 3.4 that

$$
\begin{align*}
F(r)= & A+\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}} \\
& +O\left(e^{-2(1+\tau) r \sin \frac{\pi}{k}}+\beta^{2} e^{-2(1-\tau) \alpha r}\right) \\
= & A+\left(\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}\right)  \tag{3.9}\\
& +O\left(e^{-2(1+\tau) r \sin \frac{\pi}{k}}+\beta e^{-(1+\tau) \alpha r}\right)
\end{align*}
$$

We first consider the case $2 \sin \frac{\pi}{k}<\alpha$.
Define

$$
F_{1}(r)=\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}+O\left(\beta e^{-(1+\tau) \alpha r}+e^{-2(1+\tau) r \sin \frac{\pi}{k}}\right)
$$

We consider the following minimization problem:

$$
\min _{r \in S} F_{1}(r) .
$$

Supposing that $\hat{r}$ is a minimizer, we will prove that $\hat{r}$ is an interior point of $S$.
For any $k>0$ satisfying

$$
2 \sin \frac{\pi}{k}<\alpha
$$

we can check that the function

$$
G(r)=\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}
$$

has a minimum point

$$
\tilde{r}=\left(\frac{1}{\alpha-2 \sin \frac{\pi}{k}}+o(1)\right) \ln \beta
$$

and

$$
e^{-\left(\alpha-2 \sin \frac{\pi}{k}\right) \widetilde{r}}=\frac{1}{\beta} \frac{B_{\beta}^{\prime}}{B_{\beta}} \widetilde{r}^{\frac{1-N}{2}-a} \frac{\frac{N-1}{2}+2 \widetilde{r} \sin \frac{\pi}{k}}{\alpha \widetilde{r}-a}
$$

By direct computation, we deduce that

$$
\begin{aligned}
F_{1}(\widetilde{r})= & e^{-2 \widetilde{r} \sin \frac{\pi}{k}}\left(B_{\beta} \beta \widetilde{r}^{a} e^{-\left(\alpha-2 \sin \frac{\pi}{k}\right) \widetilde{r}}-B_{\beta}^{\prime} \widetilde{r}^{\frac{1-N}{2}}\right) \\
& +O\left(\beta e^{-(1+\tau) \alpha \widetilde{r}}+e^{-(1+\tau) 2 \widetilde{r} \sin \frac{\pi}{k}}\right) \\
= & e^{-2 \widetilde{r} \sin \frac{\pi}{k}} B_{\beta^{\prime} \widetilde{r}^{\frac{1-N}{2}}}\left(\frac{2 \sin \frac{\pi}{k} \widetilde{r}+\frac{N-1}{2}}{\alpha \widetilde{r}-1}-1\right)+O\left(\beta^{\frac{-2 \sin \frac{\pi}{k}-\delta_{0}}{\alpha-2 \sin \frac{\pi}{k}}}\right) \\
= & \beta^{\frac{-2 \sin \frac{\pi}{k}}{\alpha-2 \sin \frac{\pi}{k}}} B_{\beta^{\prime} \widetilde{r}^{\frac{1-N}{2}}}\left(\frac{2 \sin \frac{\pi}{k}}{\alpha}-1+o\left(\frac{1}{\widetilde{r}}\right)\right)<0
\end{aligned}
$$

On the other hand, we find

$$
\begin{aligned}
F_{1}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)= & B_{\beta} \beta r^{a} e^{-\alpha \frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 \sin \frac{\pi}{k} \frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right) \\
= & B_{\beta}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{a} \beta^{\frac{-2 \sin \frac{\pi}{k}+\alpha \delta}{\alpha-2 \sin \frac{\pi}{k}}} \\
& -B_{\beta}^{\prime}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{\frac{1-N}{2}} \beta^{\frac{-2 \sin \frac{\pi}{k}+2 \sin \frac{\pi}{k} \delta}{\alpha-2 \sin \frac{\pi}{k}}} \\
& +O\left(\beta^{\frac{-2 \sin \frac{\pi}{k}+\alpha \delta-\delta_{0}}{\alpha-2 \sin \frac{\pi}{k}}}\right) \\
> & 0>F_{1}(\widetilde{r})
\end{aligned}
$$

and

$$
\begin{aligned}
F_{1}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)= & B_{\beta} \beta r^{a} e^{-\alpha \frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 \sin \frac{\pi}{k} \frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right) \\
= & B_{\beta}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{a} \beta^{\frac{-2 \sin \frac{\pi}{k}-\alpha \delta}{\alpha-2 \sin \frac{\pi}{k}}} \\
& -B_{\beta}^{\prime}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{\frac{1-N}{2}} \beta^{\frac{-2 \sin \frac{\pi}{k}-2 \sin \frac{\pi}{k} \delta}{\alpha-2 \sin \frac{\pi}{k}}} \\
& +O\left(\beta^{\frac{-2 \sin \frac{\pi}{k}-2 \sin \frac{\pi}{k} \delta-\delta_{0}}{\alpha-2 \sin \frac{\pi}{k}}}\right) \\
\geq & -C(\ln \beta)^{\frac{1-N}{2}} \beta^{\frac{-2 \sin \frac{\pi}{k}-2 \sin \frac{\pi}{k} \delta}{\alpha-2 \sin \frac{\pi}{k}}}>F_{1}(\widetilde{r})
\end{aligned}
$$

for some $\delta_{0}>0$.
The above estimates imply that $\hat{r}$ is indeed an interior point of $S$. Thus

$$
U_{\hat{r}}+\omega_{\hat{r}}
$$

is a solution of (1.1).
Now we investigate the case $2 \sin \frac{\pi}{k}>\alpha$. In this case, we should solve (1.1) for $\beta>0$ sufficiently small.

We consider the following maximization problem:

$$
\max _{r \in S} F_{1}(r) .
$$

We will prove that the maximizer $\check{r}$ is an interior point of $S$.
For any $k>0$ satisfying

$$
2 \sin \frac{\pi}{k}>\alpha
$$

we find that

$$
G(r)=\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}
$$

has a maximum point

$$
\tilde{r}=\left(\frac{1}{\alpha-2 \sin \frac{\pi}{k}}+o(1)\right) \ln \beta
$$

and

$$
e^{-\left(\alpha-2 \sin \frac{\pi}{k}\right) \widetilde{r}}=\frac{1}{\beta} \frac{B_{\beta}^{\prime}}{B_{\beta}} \widetilde{r}^{\frac{1-N}{2}-a} \frac{\frac{N-1}{2}+2 \widetilde{r} \sin \frac{\pi}{k}}{\alpha \widetilde{r}-a}
$$

By direct computation, we deduce that

$$
\begin{aligned}
F_{1}(\widetilde{r})= & e^{-2 \widetilde{r} \sin \frac{\pi}{k}}\left(B_{\beta} \beta \widetilde{r}^{a} e^{-\left(\alpha-2 \sin \frac{\pi}{k}\right) \widetilde{r}}-B_{\beta}^{\prime} \widetilde{r}^{\frac{1-N}{2}}\right) \\
& +O\left(\beta e^{-(1+\tau) \alpha \widetilde{r}}+e^{-(1+\tau) 2 \widetilde{r} \sin \frac{\pi}{k}}\right) \\
= & e^{-2 \widetilde{r} \sin \frac{\pi}{k}} B_{\beta}^{\prime} \widetilde{r}^{\frac{1-N}{2}}\left(\frac{2 \sin \frac{\pi}{k} \widetilde{r}+\frac{N-1}{2}}{\alpha \widetilde{r}-1}-1\right)+O\left(\beta^{\frac{2 \sin \frac{\pi}{k}+\delta_{0}}{2 \sin \frac{\pi}{k}-\alpha}}\right) \\
= & \beta^{\frac{2 \sin \frac{\pi}{k}}{2 \sin \frac{\pi}{k}-\alpha}} B_{\beta}^{\prime} \widetilde{r}^{\frac{1-N}{2}}\left(\frac{2 \sin \frac{\pi}{k}}{\alpha}-1+o\left(\frac{1}{\widetilde{r}}\right)\right)>0 .
\end{aligned}
$$

On the other hand, we see

$$
\begin{aligned}
F_{1}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)= & B_{\beta} \beta r^{a} e^{-\alpha \frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta}-B_{\beta}^{\prime} \frac{1-N}{2} e^{-2 \sin \frac{\pi}{k} \frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right) \\
= & B_{\beta}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{a} \beta^{\frac{2 \sin \frac{\pi}{k}-\alpha \delta}{2 \sin \frac{\pi}{k}-\alpha}} \\
& -B_{\beta}^{\prime}\left(\frac{1-\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{\frac{1-N}{2}} \beta^{\frac{2 \sin \frac{\pi}{k}-2 \sin \frac{\pi}{k} \delta}{2 \sin \frac{\pi}{k}-\alpha}} \\
& +O\left(\beta^{\frac{2 \sin \frac{\pi}{k}-\alpha \delta+\delta_{0}}{2 \sin \frac{\pi}{k}-\alpha}}\right) \\
< & 0<F_{1}(\widetilde{r})
\end{aligned}
$$

and

$$
\begin{aligned}
F_{1}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)= & B_{\beta} \beta r^{a} e^{-\alpha \frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 \sin \frac{\pi}{k} \frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta} \\
& +O\left(\beta e^{-(1+\tau) \alpha r}+e^{-(1+\tau) 2 r \sin \frac{\pi}{k}}\right) \\
= & B_{\beta}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{a} \beta^{\frac{2 \sin \frac{\pi}{k}+\alpha \delta}{2 \sin \frac{\pi}{k}-\alpha}} \\
& -B_{\beta}^{\prime}\left(\frac{1+\delta}{\alpha-2 \sin \frac{\pi}{k}} \ln \beta\right)^{\frac{1-N}{2}} \beta^{\frac{2 \sin \frac{\pi}{k}+2 \sin \frac{\pi}{k} \delta}{2 \sin \frac{\pi}{k}-\alpha}} \\
& +O\left(\beta^{\frac{2 \sin \frac{\pi}{k}+2 \sin \frac{\pi}{k} \delta+\delta_{0}}{2 \sin \frac{\pi}{k}-\alpha}}\right) \\
\leq & C(|\ln \beta|)^{a} \beta^{\frac{2 \sin \frac{\pi}{k}+\alpha \delta}{2 \sin \frac{\pi}{k}-\alpha}}<F_{1}(\widetilde{r})
\end{aligned}
$$

for some $\delta_{0}>0$.
The above estimate implies that $\check{r}$ is actually an interior point of $S$. Thus

$$
U_{\check{r}}+\omega_{\check{r}}
$$

is a solution of (1.1).

Remark 3.5. In assumption ( $V$ ) (or $\left(V^{\prime}\right)$ ), if $\alpha \in(1,2)$, then part (ii) of Theorem 1.4 is still true. Indeed, in this case, we should modify the proof of Lemma 3.3 and obtain the following estimate on $l$

$$
\|l\| \leq C\left(\beta e^{-(1-\tau) r}+e^{-\min \{p-1-\tau, 2-\tau\} r \sin \frac{\pi}{k}}\right)
$$

Hence, we have the following energy expansion

$$
\begin{aligned}
F(r) & =A+\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}+O\left(e^{-2(1+\tau) r \sin \frac{\pi}{k}}+\beta^{2} e^{-2(1-\tau) r}\right) \\
& =A+\beta B_{\beta} r^{a} e^{-\alpha r}-B_{\beta}^{\prime} r^{\frac{1-N}{2}} e^{-2 r \sin \frac{\pi}{k}}+O\left(e^{-2(1+\tau) r \sin \frac{\pi}{k}}+\beta e^{-(1+\tau) \alpha r}\right)
\end{aligned}
$$

Now proceeding as we have done to prove Theorem 1.4 , we can complete the proof.
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