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#### Abstract

Consider the focusing energy-critical wave equation in 3, 4 or 5 space dimensions. In a previous paper, we proved that any solution which is bounded in the energy space converges, along a sequence of times and in some weak sense, to a solution with the compactness property, that is a solution whose trajectory stays in a compact subset of the energy space up to space translation and scaling. It is conjectured that the only solutions with the compactness properties are stationary solutions and solitary waves that are Lorentz transforms of the formers. In this note we prove this conjecture with an additional non-degeneracy assumption related to the invariances of the elliptic equation satisfied by stationary solutions. The proof uses a standard monotonicity formula, modulation theory, and a new channel of energy argument which is independent of the space dimension.
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## 1. Introduction

In this work we consider the energy-critical focusing nonlinear wave equation in $N=3,4,5$ space dimensions:

$$
\begin{cases}\partial_{t}^{2} u-\Delta u-|u|^{\frac{4}{N-2}} u=0 & (t, x) \in I \times \mathbb{R}^{N}  \tag{1.1}\\ u_{\mid t=0}=u_{0} \in \dot{H}^{1} & \partial_{t} u_{\mid t=0}=u_{1} \in L^{2}\end{cases}
$$

where $I$ is an interval $(0 \in I)$, $u$ is real-valued, $\dot{H}^{1}:=\dot{H}^{1}\left(\mathbb{R}^{N}\right)$, and $L^{2}:=$ $L^{2}\left(\mathbb{R}^{N}\right)$.
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The equation is locally well-posed in $\dot{H}^{1} \times L^{2}$. If $u$ is a solution, we will denote by $\left(T_{-}(u), T_{+}(u)\right)$ its maximal interval of existence. On $\left(T_{-}(u), T_{+}(u)\right)$, the following two quantities are conserved:

$$
E[u]=E\left(u(t), \partial_{t} u(t)\right)=\frac{1}{2} \int|\nabla u|^{2} d x+\frac{1}{2} \int\left(\partial_{t} u\right)^{2} d x-\frac{N-2}{2 N} \int|u|^{\frac{2 N}{N-2}} d x
$$

(the energy) and

$$
P[u]=P\left(u, \partial_{t} u(t)\right)=\int u \nabla u d x
$$

(the momentum).
Denote by $\Sigma$ the set of non-zero stationary solutions of (1.1):

$$
\begin{equation*}
\Sigma:=\left\{Q \in \dot{H}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\} \text { s.t. }-\Delta Q=|Q|^{\frac{4}{N-2}} Q\right\} \tag{1.2}
\end{equation*}
$$

The only radial elements of $\Sigma$ are $\pm \lambda^{\frac{N-2}{2}} W(\lambda x)$, for $\lambda>0$ where the ground state $W$ is given by

$$
\begin{equation*}
W(x)=\frac{1}{\left(1+\frac{|x|^{2}}{N(N-2)}\right)^{\frac{N-2}{2}}} \tag{1.3}
\end{equation*}
$$

In [18], the authors have proved the soliton resolution for spherically symmetric solutions of equation (1.1) in the case $N=3$. Namely, any bounded radial solution $u$ of (1.1) has an asymptotic expansion of the following form

$$
u(t, x)=\sum_{j=1}^{J} \frac{\iota_{j}}{\lambda_{j}(t)^{\frac{1}{2}}} W\left(\frac{x}{\lambda_{j}(t)}\right)+v_{L}(t, x)+\varepsilon(t, x)
$$

where $v_{L}$ is a solution to the linear wave equation, $J$ is a natural number ( $J \geq 1$ if $T_{+}(u)$ is finite $), \iota_{j} \in\{-1,+1\}$, and, as $t \rightarrow T_{+}(u)$,

$$
0<\lambda_{1}(t) \ll \ldots \ll \lambda_{J}(t), \quad\left(\varepsilon(t), \partial_{t} \varepsilon(t)\right) \longrightarrow 0 \text { in } \dot{H}^{1} \times L^{2}
$$

The proof is based on the classification of radial solutions of (1.1) that do not satisfy an exterior energy estimate, and the "channel of energy" method, which consists, in a contradiction argument, in bounding from below the $\dot{H}^{1} \times L^{2}$ norm of the solution outside a well-chosen light cone. This work uses several properties that are specific to the radial case (in particular, it relies heavily on the fact that $W$ is the only nonzero radial stationary solution of (1.1) up to scaling), and to space dimension 3, where the exterior energy estimates for the free wave equation are the strongest.

Much less is known in higher dimensions, and in the nonradial case. The existence of elements of $\Sigma$ that are not spherically symmetric, and with arbitrary large energy was proved by Ding [11] using a variational argument (see also [25] for the case of bounded domains). More explicit constructions of such solutions are
available in $[9,10]$. However, only existence results are available, and the elements of $\Sigma$ are not classified.

Other particular solutions of (1.1) are solitary waves given by Lorentz transform of stationary solutions: if $Q \in \Sigma$ and $\ell \in \mathbb{R}^{N}$ satisfies $|\ell|<1$, then

$$
\begin{aligned}
Q_{\ell}(t, x) & =Q\left(\left(-\frac{t}{\sqrt{1-|\ell|^{2}}}+\frac{1}{|\ell|^{2}}\left(\frac{1}{\sqrt{1-|\ell|^{2}}}-1\right) \ell \cdot x\right) \ell+x\right) \\
& =Q_{\ell}(0, x-t \ell)
\end{aligned}
$$

is a global, non-scattering, bounded solution of (1.1), travelling in the direction $\ell$ (here and in the sequel $|\cdot|$ is the Euclidean norm on $\mathbb{R}^{N}$ ).

We expect that the soliton resolution for (1.1) is still valid without the radiality assumption, namely that any solution $u$ that is bounded for positive time can be written, as $t \rightarrow T_{+}(u)$, as a finite sum of solitary waves modulated by space translations and scaling, a linear solution, and a remainder that goes to 0 in $\dot{H}^{1} \times L^{2}$. One major difficulty in the proof of this conjecture is the lack of classification of solutions of the stationary equation.

The main result of our previous paper, [18, Theorem 1], is a first step in the classification of arbitrary large, bounded, nonradial solutions of (1.1). It implies that for any bounded solution of (1.1) there exists a sequence of time $t_{n} \rightarrow T^{+}(u)$ such that $u\left(t_{n}\right)$ converges, in some weak sense and up to scaling and space-translation, to the initial data $Q_{\ell}(0)$ of a solitary wave. The proof of [18] is based on the notion of solutions of (1.1) with the compactness property, which first appears in [22] and plays an important role in the compactness/rigidity method initiated in [29] (see also [30,31,49]), and more generally in the classification of bounded solutions of dispersive equations (see e.g. [48]).
Definition 1.1. We say that a solution $u$ of (1.1) has the compactness property when there exist $\lambda(t)>0$, and $x(t) \in \mathbb{R}^{N}$, and $t \in\left(T_{-}(u), T_{+}(u)\right)$ such that:
has compact closure in $\dot{H}^{1} \times L^{2}$.
The null solution, as well as the solitary waves $Q_{\ell}$, with $Q \in \Sigma$, for $|\ell|<1$ have the compactness property. We conjecture (rigidity conjecture for solutions with the compactness property) that these are the only solutions of (1.1) with the compactness property.

This conjecture was settled in [13, Theorem 2] for radial solutions. Again, the uniqueness of the radial stationary solution $W$ plays an important role in the proof. Without the radial assumption, one has the following weaker result from [18]:

Proposition 1.2. Let u be a nonzero solution with the compactness property, with maximal time of existence $\left(T_{-}, T_{+}\right)$. Then
(a) $E[u]>0$ and $|\ell|<1$, where $\ell=-\frac{P[u]}{E[u]}$.
(b) $T_{-}=-\infty$ or $T_{+}=+\infty$.
(c) there exist two sequences $\left\{t_{n}^{ \pm}\right\}_{n}$, two elements $Q^{ \pm}$of $\Sigma$ such that $\lim _{n \rightarrow+\infty} t_{n}^{ \pm}=$ $T_{ \pm}$and

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|\lambda^{\frac{N}{2}-1}\left(t_{n}^{ \pm}\right) u\left(t_{n}^{ \pm}, \lambda\left(t_{n}^{ \pm}\right) \cdot+x\left(t_{n}^{ \pm}\right)\right)-Q_{\ell}^{ \pm}\left(t_{n}^{ \pm}\right)\right\|_{\dot{H}^{1}}  \tag{1.4}\\
& \quad+\left\|\lambda^{\frac{N}{2}}\left(t_{n}^{ \pm}\right) \partial_{t} u\left(t_{n}^{ \pm}, \lambda\left(t_{n}^{ \pm}\right) \cdot+x\left(t_{n}^{ \pm}\right)\right)-\partial_{t} Q_{\ell}^{ \pm}\left(t_{n}^{ \pm}\right)\right\|_{L^{2}}=0 .
\end{align*}
$$

It is essential, in order to prove the soliton resolution conjecture, to improve the classification of solutions with the compactness property. In this paper, we prove the rigidity conjecture for solutions with the compactness property, under an additional nondegeneracy assumption on the energy functional at the stationary solution $Q^{+}$ given by Proposition 1.2. This condition is related to the invariances of $\Sigma$.

If $Q \in \Sigma$, then $x \mapsto Q(x+b)$, where $b \in \mathbb{R}^{N}, x \mapsto Q(P x)$, where $P \in \mathcal{O}_{N}$, $x \mapsto \lambda^{N / 2-1} Q(\lambda x)$, where $\lambda>0$ and $x \mapsto \frac{1}{|x|^{N-2}} Q\left(\frac{x}{|x|^{2}}\right)$ are also in $\Sigma\left(\mathcal{O}_{N}\right.$ is the classical orthogonal group). We will denote by $\mathcal{M}$ the group of isometries of $L^{\frac{2 N}{N-2}}$ (and $\dot{H}^{1}$ ) generated by the preceding transformations. We will see that $\mathcal{M}$ defines a $N^{\prime}$-parameter family of transformations in a neighborhood of the identity, where

$$
N^{\prime}=2 N+1+\frac{N(N-1)}{2} .
$$

If $Q \in \Sigma$ we let

$$
\begin{equation*}
L_{Q}=-\Delta-\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} \tag{1.5}
\end{equation*}
$$

be the linearized operator around $Q$. Let

$$
\begin{equation*}
\mathcal{Z}_{Q}=\left\{f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right) \text { s.t. } L_{Q} f=0\right\} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{align*}
\widetilde{\mathcal{Z}}_{Q}=\operatorname{span}\{ & (2-N) x_{j} Q+|x|^{2} \partial_{x_{j}} Q-2 x_{j} x \cdot \nabla Q, \partial_{x_{j}} Q, 1 \leq j \leq N, \\
& \left.\left(x_{j} \partial_{x_{k}}-x_{k} \partial_{x_{j}}\right) Q, 1 \leq j<k \leq N, \frac{N-2}{2} Q+x \cdot \nabla Q\right\} . \tag{1.7}
\end{align*}
$$

The vector space $\widetilde{\mathcal{Z}}_{Q}$ is the null space of $L_{Q}$ generated by the family of transformations $\mathcal{M}$ defined above, so that $\widetilde{\mathcal{Z}}_{Q} \subset \mathcal{Z}_{Q}$ (see Lemma 3.8 for a rigorous proof). We note that $\widetilde{\mathcal{Z}}_{Q}$ is of dimension at most $N^{\prime}$, but might have strictly lower dimension if $Q$ has symmetries. For example,

$$
\tilde{\mathcal{Z}}_{W}=\operatorname{span}\left\{\frac{N-2}{2} W+x \cdot \nabla W, \partial_{x_{j}} W, 1 \leq j \leq N\right\}
$$

is of dimension $N+1$. We will make the following non-degeneracy assumption

$$
\begin{equation*}
\mathcal{Z}_{Q}=\tilde{\mathcal{Z}}_{Q} \tag{1.8}
\end{equation*}
$$

If $Q$ satisfies (1.8) and $\theta \in \mathcal{M}$, then $\theta(Q)$ also satisfies (1.8). Furthermore, $W$ satisfies (1.8) (see [19, Remark 5.6]).

The main result of this paper is the following:
Theorem 1.3. Let u be a non-zero solution with the compactness property. Assume that $Q^{+}$or $Q^{-}$(given by Proposition 1.2) satisfies the non-degeneracy assumption (1.8). Then there exists $Q \in \Sigma$ such that $u=Q_{\ell}$, where $\ell=-P[u] / E[u]$ satisfies $|\ell|<1$ by Proposition 1.2.

The nondegeneracy assumption (1.8) is classical in spectral theory and geometrical analysis. The null directions generated by all the geometric invariances, including the Kelvin transform, appear for example in [32,39]. It is known that $W$ is nondegenerate: see for example [19], where it is established as a consequence of [43]. C. Musso and J. Wei [41] have recently established the nondegeneracy of the solutions constructed in $[9,10]$. There is no known example of a stationary solutions of (1.1) that does not verify (1.8).

The main new ingredient in the proof of Theorem 1.3 is an exterior energy argument. Unlike our previous papers on equation (1.1) using a similar method, the space dimension is not restricted to $N=3$ (see [13-15, 17]) or to odd space dimension [16], but works the same way in any low space dimension. We refer to the sketch of proof below for more details. As usual, the restriction $N \leq 5$ is merely to avoid a nonlinearity with a low regularity, and it is very likely that the proof adapts to higher dimensions using the results of [4] and additional technicalities to deal with the fact that the potential $|Q|^{\frac{4}{N-2}}$ is not $C^{1}$ if $N \geq 6$.

With an additional a priori bound on the $\dot{H}^{1} \times L^{2}$ norm of the solution $u$, the stationary solution $Q$ in the conclusion of Theorem 1.3 is equal (up to scaling, space-translation and sign change) to the ground state $W$ : see Corollary 4.9 in Section 4 below. This implies the rigidity theorem [16, Theorem 2]. We take this opportunity to mention that there is a mistake in the statement of [16, Theorem 2]. We refer to Corollary 4.9 for a corrected version of this result. See also the corrected arXiv version.

We next sketch the proof of Theorem 1.3, which is given in Section 4.
The first step (see Section 4.1) is to use the Lorentz transformation to reduce to the case of a zero momentum solution. For this we need to know that the Lorentz transform of a solution of (1.1) with the compactness property is a solution of (1.1) with the compactness property. This fact, proved in Section 6 is not obvious since the Lorentz transformation mixes space and time variables. In this section, we also clarify a few facts about Lorentz transformation of solutions of (1.1). This also uses precise properties of the Cauchy problem for (1.1) (proved in Section 2).

We next apply Proposition 1.2 to $u$ (see Section4.2). Since by the first step $\ell=-P[u] / E[u]=0$, this yields a stationary solution $Q \in \Sigma$ and a sequence $t_{n} \rightarrow T_{+}(u)$ such that $\left\{\left(u\left(t_{n}\right), \partial_{t} u\left(t_{n}\right)\right)\right\}_{n}$ converges to ( $\left.Q, 0\right)$ up to space translation and scaling. Reversing time if necessary we can assume that $Q$ satisfies the nondegeneracy assumption (1.8). We must prove that $u$ equals $Q$ (after a fixed translation and scaling). We argue by contradiction: if this is not the case, we construct in Section4.3, using a continuity argument, a solution $w$ of (1.1) with the compactness property which has the same energy as $Q$, is close to $Q$ for positive times, but it is not a stationary solution.

We next use the main result of Section 5 that states that any nonstationary solution $w$ which has the energy of a stationary solution $Q$ and remains close to $Q$ satisfies $T_{+}(w)=+\infty$ and has an asymptotic expansion of the form

$$
\begin{equation*}
w(t)=S+e^{-\omega t} Y+O\left(e^{-\omega^{+} t}\right), \text { as } t \rightarrow+\infty \tag{1.9}
\end{equation*}
$$

where $S \in \Sigma, Y$ is an eigenfunction of the linearized operator $L_{S}$, the number $-\omega^{2}$ is the corresponding negative eigenvalue (with $\omega>0$ ) and $\omega^{+}>\omega$. It is in this part of the proof that we use the nondegeneracy assumption (1.8). The proof uses modulation theory in the spirit of [19], where this result is proved for $Q=W$. However new technical difficulties arise because $L_{S}$ might have more than one negative eigenvalue and more invariances must be taken into account.

We finally reach a contradiction (see Section 4.4) by proving that there is no solution $w$ with the compactness property and the expansion (1.9). This is the core of the proof of Theorem 1.3. The idea is to use a channel of energy argument which is based on exterior energy estimates for the linearized equation $\partial_{t}^{2} h+L_{S} h=0$ instead of the free wave equation $\partial_{t}^{2} u-\Delta u=0$. This argument, which is the main novelty of the paper, has the advantage of working in any space dimension $N \geq 3$, whereas the usual channel of energy method depends very strongly on the dimension $N$.

Apart from the sections mentioned above, Section 3 is dedicated to preliminaries on stationary solutions. We recall there is a result of Meshkov [40] on the decay of eigenfunction of the linearized operator at a stationary solution which is crucial in our proof. We thank T. Cazenave for helpful discussions on this topic and for mentioning Meshkov's work to us.

We conclude this introduction by giving some references to related works. The defocusing energy-critical wave equation was treated in many papers, including [2, 3, 23, 24, 27, 42, 44, 45, 47]. The works [19,30] classify the dynamics of the focusing equation below and at the energy threshold $E[W]$ (see also [20]). For the classification of the dynamics of solutions with energy $E[u]<E[W]+\varepsilon$, see $[13,16,33-36]$. For examples of nonscattering bounded solutions of (1.1) in this energy range, see e.g $[12,26,37,38]$ and references therein. The works $[14,17,18]$ classify the dynamics of large energy solutions. Finally, we would like to point out that the exterior energy estimates and the channel of energy argument were also used in the context of wave maps $[5-7,28]$ and subcritical or supercritical wave equations $[15,46]$.

Notations. If $N$ is an integer and $R>0$, we will denote by $B^{N}(R)$ be the ball of $\mathbb{R}^{N}$, centered at the origin with radius $R$.

We let $\mathcal{O}_{N}=\mathcal{O}_{N}(\mathbb{R})$ be the orthogonal group, which is the group of $N \times N$ real orthogonal matrices such that $A^{T} A$ is the identity matrix, and by $\mathcal{S \mathcal { O } _ { N }}$ the special orthogonal group, i.e.. the subset of $A \in \mathcal{O}_{N}$ such that det $A=1$.

We denote by $\mathcal{S}=\mathcal{S}\left(\mathbb{R}^{N}\right)$ the space of Schwartz functions on $\mathbb{R}^{N}$.

## 2. Preliminaries on well-posedness

In this subsection, we recall the exact definition of a solution of (1.1) and give some sufficient conditions for a function $u$ to be a solution. These conditions will be used essentially in Section 6 on the Lorentz transformation. The classical Cauchy theory for (1.1) uses the space $L^{\frac{N+2}{N-2}}\left(\mathbb{R}, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)$. We will rather use the Cauchy theory developed in [30], based on the space $L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)$ which is invariant under Lorentz transform. Let us emphasize that both Cauchy theories give the same definition of solution of (1.1) (see Claim 2.4 below).

We first recall the Strichartz estimates [21]. Let $I$ be an open interval containing 0 and $\left(w_{0}, w_{1}\right) \in \dot{H}^{1} \times L^{2}$. Let

$$
w(t)=\cos (t \sqrt{-\Delta}) w_{0}+\frac{\sin (t \sqrt{-\Delta})}{\sqrt{-\Delta}} w_{1}+\int_{0}^{t} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}} h(s) d s, \text { for } t \in I .
$$

Then, if $D_{x}^{1 / 2} h \in L^{\frac{2(N+1)}{N+3}}\left(I \times \mathbb{R}^{N}\right)$, we have

$$
\begin{align*}
\sup _{t \in I}\left\|\left(w, \partial_{t} w\right)(t)\right\|_{\dot{H}^{1} \times L^{2}} & +\left\|D_{x}^{1 / 2} w\right\|_{L^{\frac{2(N+1)}{N-1}}\left(I \times \mathbb{R}^{N}\right)}+\|w\|_{L^{\frac{2(N+1)}{N-2}}\left(I \times \mathbb{R}^{N}\right)} \\
& +\|w\|_{L^{\frac{N+2}{N-2}}\left(I, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)}  \tag{2.1}\\
& \leq C\left(\left\|\left(w_{0}, w_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}+\left\|D_{x}^{1 / 2} h\right\|_{L^{\frac{2(N+1)}{N+3}}\left(I \times \mathbb{R}^{N}\right)}\right),
\end{align*}
$$

and if $h \in L^{1}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$

$$
\begin{align*}
\sup _{t \in I}\left\|\left(w, \partial_{t} w\right)(t)\right\|_{\dot{H}^{1} \times L^{2}} & +\left\|D_{x}^{1 / 2} w\right\|_{L^{\frac{2(N+1)}{N-1}}\left(I \times \mathbb{R}^{N}\right)}+\|w\|_{L^{\frac{2(N+1)}{N-2}}\left(I \times \mathbb{R}^{N}\right)} \\
& +\|w\|_{L^{\frac{N+2}{N-2}\left(I, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)}}  \tag{2.2}\\
& \leq C\left(\left\|\left(w_{0}, w_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}+\|h\|_{L^{1}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)}\right)
\end{align*}
$$

Definition 2.1. Let $I$ be an open interval containing 0 , and $\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}$. We say that $u$ is a solution of (1.1) in $I$ if

$$
\begin{aligned}
& \left(u, \partial_{t} u\right) \in C^{0}\left(I, \dot{H}^{1} \times L^{2}\right) \\
& u \in L_{\operatorname{loc}}^{\frac{2(N+1)}{N-2}}\left(I, L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N}\right)\right), \\
& D_{x}^{1 / 2} u \in L_{\operatorname{loc}}^{\frac{2(N+1)}{N-1}}\left(I, L^{\frac{2(N+1)}{N-1}}\left(\mathbb{R}^{N}\right)\right)
\end{aligned}
$$

and

$$
\begin{align*}
u(t)= & \cos (t \sqrt{-\Delta}) u_{0}+\frac{\sin (t \sqrt{-\Delta})}{\sqrt{-\Delta}} u_{1}  \tag{2.3}\\
& +\int_{0}^{t} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}}|u|^{\frac{4}{N-2}} u(s) d s
\end{align*}
$$

Recall from [30] that for any initial data $\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}$, there is a unique solution $u$ of (1.1) defined on a maximal interval of definition $I_{\max }(u)=\left(T_{-}(u), T_{+}(u)\right) \subset$ $\mathbb{R}$, that satisfies the blow-up criterion

$$
\begin{equation*}
\left.T_{+}(u)<\infty \Longrightarrow\|u\|_{L}^{\frac{2(N+1)}{N-2}\left(\left(0, T_{+}(u)\right) \times \mathbb{R}^{N}\right)} \right\rvert\,=+\infty \tag{2.4}
\end{equation*}
$$

More precisely, if $u \in L^{\frac{2(N+1)}{N-2}}\left(\left(0, T_{+}(u)\right) \times \mathbb{R}^{N}\right)$, then $T_{+}(u)=+\infty$ and $u$ scatters, in $\dot{H}^{1} \times L^{2}$, to a linear solution as $t \rightarrow+\infty$.

Note that by the Strichartz estimate (2.1), any solution $u$ belongs to the space

$$
L_{\operatorname{loc}}^{\frac{N+2}{N-2}}\left(I_{\max }(u), L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)
$$

Since by Hölder and Sobolev inequalities

$$
\|u\|_{L^{\frac{2(N+1)}{N-2}}}^{\frac{2(N+1)}{N-2}}\left(I \times \mathbb{R}^{N}\right) \text { } \leq C \sup _{t \in I}\left\|\left(u(t), \partial_{t} u(t)\right)\right\|_{\dot{H}^{1} \times L^{2}}^{\frac{N}{N-2}}\|u\|_{L^{\frac{N+2}{N-2}}\left(I, L^{\frac{2(N+2)}{N-2}}\right)}^{\frac{N+2}{N-2}}
$$

we also have, in view of the Strichartz estimate (2.2), the following variants of the blow-up and scatttering criteria:

$$
\begin{equation*}
T_{+}(u)<\infty \Longrightarrow\|u\|_{L^{\frac{N+2}{N-2}}\left(\left(0, T_{+}(u)\right), L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)}=+\infty \tag{2.5}
\end{equation*}
$$

and if $u \in L^{\frac{N+2}{N-2}}\left(\left(0, T_{+}(u)\right), L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)$, then $T_{+}(u)=+\infty$ and $u$ scatters to a linear solution as $t \rightarrow+\infty$.
Remark 2.2. Let $u$ be a solution of (1.1) in the sense of Definition 2.1. If $\left(u_{0}, u_{1}\right) \in$ $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, then $u \in C^{\infty}\left(I_{\max } \times \mathbb{R}^{N}\right)$ and is a classical solution of (1.1). By the Strichartz estimates and a density argument, one can check that if $\left(u_{0}, u_{1}\right)$ is a general element of $\dot{H}^{1} \times L^{2}$, the corresponding solution $u$ satisfies $\left(\partial_{t}^{2}-\Delta\right) u=$ $|u|^{\frac{4}{N-2}} u$ in the sense of distributions.

We next give three sufficient conditions for a function $u$ to be a solution. The first one is [30, Remark 2.14] and we omit the proof.
Claim 2.3. Let $u \in L^{\frac{2(N+1)}{N-2}}\left(I \times \mathbb{R}^{N}\right)$ be such that $\left(u, \partial_{t} u\right) \in C^{0}\left(\dot{H}^{1} \times L^{2}\right)$. Assume that there exists a sequence $\left(u_{k}\right)$ of solutions of (1.1) such that

$$
\begin{gathered}
\sup _{t \in I}\left\|\left(u-u_{k}, \partial_{t} u-\partial_{t} u_{k}\right)(t)\right\|_{\dot{H}^{1} \times L^{2}} \underset{k \rightarrow \infty}{\longrightarrow} 0 \\
\sup _{k}\left\|u_{k}\right\|_{L^{\frac{2(N+1)}{N-2}}\left(I \times \mathbb{R}^{N}\right)}<\infty
\end{gathered}
$$

Then $u$ is a solution of (1.1).

Claim 2.4. Let $I$ be an open interval containing 0 , and $\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}$. Assume that $u \in L_{\text {loc }}^{\frac{N+2}{N-2}}\left(I, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)$ satisfies the integral equation (2.3). Then $u$ is a solution of (1.1).

Proof. By the definition of a solution, it is sufficient to check:

$$
u \in L_{\mathrm{loc}}^{\frac{2(N+1)}{N-2}}\left(I, \mathbb{R}^{N}\right), \quad D_{x}^{1 / 2} u \in L_{\mathrm{loc}}^{\frac{2(N+1)}{N-1}}\left(I, \mathbb{R}^{N}\right)
$$

Since by our assumptions on $u,|u|^{\frac{4}{N-2}} u \in L_{\text {loc }}^{1}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$, this follows immediately from the Strichartz estimate (2.2).

We next prove that a solution of (1.1) in the distributional sense, that satisfies an appropriate space-time bound, is also a solution of (1.1) in the sense of Definition 2.1.

Lemma 2.5. Let $\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}$, I be an open interval such that $0 \in I$,

$$
u \in L_{\mathrm{loc}}^{\frac{N+2}{N-2}}\left(I, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right) \text { and }\left(u, \partial_{t} u\right) \in C^{0}\left(I, \dot{H}^{1} \times L^{2}\right)
$$

Assume furthermore $\left(u, \partial_{t} u\right)_{\mid t=0}=\left(u_{0}, u_{1}\right)$ and

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u=|u|^{\frac{4}{N-2}} u \text { in } \mathcal{D}^{\prime}\left(I \times \mathbb{R}^{N}\right) \tag{2.6}
\end{equation*}
$$

Then $u$ is a solution of (1.1).
Proof. In view of Claim 2.4, it suffices to check that $u$ satisfies the integral equation (2.3). Let $I_{+}=I \cap(0,+\infty)$. We prove (2.3) for $t \in I_{+}$, the proof of (2.3) for $t \in I \cap(-\infty, 0)$ is exactly the same. Let

$$
v(t)=u(t)-\cos (t \sqrt{-\Delta}) u_{0}-\frac{\sin (t \sqrt{-\Delta})}{\sqrt{-\Delta}} u_{1}
$$

Then $\left(v, \partial_{t} v\right) \in C^{0}\left(I, \dot{H}^{1} \times L^{2}\right),\left(v, \partial_{t} v\right)_{\mid t=0}=(0,0)$, and

$$
\begin{equation*}
\partial_{t}^{2} v-\Delta v=|u|^{\frac{4}{N-2}} u \text { in } \mathcal{D}^{\prime}\left(I \times \mathbb{R}^{N}\right) \tag{2.7}
\end{equation*}
$$

Let $h \in C_{0}^{\infty}\left(I_{+} \times \mathbb{R}^{N}\right)$. Let, for $t \in \mathbb{R}$,

$$
H(t)=-\int_{t}^{+\infty} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}} h(s) d s
$$

so that $H \in C^{\infty}\left(\mathbb{R}^{N+1}\right)$ (with compact support in $x$ ), $H(t)=0$ for large $t$ and $\partial_{t}^{2} H-\Delta H=h$. Let $\varphi \in C^{\infty}(\mathbb{R})$ such that $\varphi(\sigma)=1$ if $\sigma \geq 1$, and $\varphi(\sigma)=0$ if $\sigma \leq \frac{1}{2}$. If $a \in(0,1]$, we let

$$
H^{a}(t, x)=\varphi\left(\frac{t}{a}\right) H(t, x)
$$

Note that $H^{a} \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$. By (2.7),
$\iint_{\mathbb{R}^{N+1}} v(t, x)\left(\partial_{t}^{2}-\Delta\right) H^{a}(t, x) d t d x=\iint_{\mathbb{R}^{N+1}}|u|^{\frac{4}{N-2}} u(t, x) H^{a}(t, x) d t d x$.
By dominated convergence and Fubini's Theorem,

$$
\begin{aligned}
& \lim _{a \rightarrow 0} \iint_{\mathbb{R}^{N+1}}|u|^{\frac{4}{N-2}} u(t, x) H^{a}(t, x) d t d x \\
& \quad=\int_{\mathbb{R}^{N}} \int_{0}^{+\infty}|u|^{\frac{4}{N-2}} u(t, x) H(t, x) d t d x \\
& \quad=-\int_{0}^{+\infty} \int_{0}^{s} \int_{\mathbb{R}^{N}}|u|^{\frac{4}{N-2}} u(t, x) \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}} h(s, x) d x d t d s \\
& \quad=-\int_{\mathbb{R}^{N}} \int_{0}^{+\infty} \int_{0}^{s} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}}|u|^{\frac{4}{N-2}} u(t, x) d t h(s, x) d s d x
\end{aligned}
$$

where at the last line we have also used the self-adjointness of $\frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}}$. As a conclusion, the right hand-side of (2.8) satisfies:

$$
\begin{align*}
& \lim _{a \rightarrow 0} \iint_{\mathbb{R}^{N+1}}|u|^{\frac{4}{N-2}} u(t, x) H^{a}(t, x) d t d x \\
& =\int_{\mathbb{R}^{N}} \int_{0}^{+\infty} \int_{0}^{t} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}}|u|^{\frac{4}{N-2}} u(s, x) d s h(t, x) d t d x \tag{2.9}
\end{align*}
$$

We next consider the left-hand side of (2.8):

$$
\begin{align*}
& \iint_{\mathbb{R}^{N+1}} v(t, x)\left(\partial_{t}^{2}-\Delta\right) H^{a}(t, x) d t d x \\
= & \iint_{\mathbb{R}^{N+1}} v(t, x)\left(\frac{1}{a^{2}} \varphi^{\prime \prime}\left(\frac{t}{a}\right) H(t, x)\right.  \tag{2.10}\\
& \left.+\frac{2}{a} \varphi^{\prime}\left(\frac{t}{a}\right) \partial_{t} H(t, x)+\varphi\left(\frac{t}{a}\right) h(t, x)\right) d t d x .
\end{align*}
$$

Assume that we have proved:

$$
\begin{align*}
& \lim _{a \rightarrow 0} \iint_{\mathbb{R}^{N+1}} v(t, x) \frac{1}{a^{2}} \varphi^{\prime \prime}\left(\frac{t}{a}\right) H(t, x) d t d x=0  \tag{2.11}\\
& \lim _{a \rightarrow 0} \iint_{\mathbb{R}^{N+1}} v(t, x) \frac{1}{a} \varphi^{\prime}\left(\frac{t}{a}\right) \partial_{t} H(t, x) d t d x=0 \tag{2.12}
\end{align*}
$$

Then, by (2.8), (2.9) and (2.10)

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \int_{0}^{+\infty} \int_{0}^{t} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}}|u|^{\frac{4}{N-2}} u(s, x) d s h(t, x) d t d x  \tag{2.13}\\
& \quad=\int_{\mathbb{R}^{N}} \int_{0}^{+\infty} v(t, x) h(t, x) d t d x
\end{align*}
$$

Since $h$ is arbitrary in $C_{0}^{\infty}\left(I_{+} \times \mathbb{R}^{N}\right)$, we deduce, in view of the definition of $v$, the desired integral formula (2.3).

It remains to check (2.11) and (2.12). We only prove (2.11), the proof of (2.12) is similar. Using that $\partial_{t} v \in C^{0}\left(I, L^{2}\right)$ and $v_{\mid t=0}=\partial_{t} v_{\mid t=0}=0$ almost everywhere, we deduce

$$
\forall t \in I, \quad v(t) \in L^{2}\left(\mathbb{R}^{N}\right) \text { and } \lim _{t \rightarrow 0} \frac{1}{t}\|v(t)\|_{L^{2}}=0
$$

Let $\varepsilon>0$ and $a_{0}$ such that $\|v(t)\|_{L^{2}} \leq \varepsilon t$ for $t \in\left(0, a_{0}\right]$. Then (using that $\varphi^{\prime \prime}(t / a)=0$ for $t \geq a$ or $\left.t \leq 0\right)$,

$$
\left|\iint_{\mathbb{R}^{N+1}} v(t, x) \frac{1}{a^{2}} \varphi^{\prime \prime}\left(\frac{t}{a}\right) H(t, x) d t d x\right| \leq C \int_{0}^{a} \frac{\varepsilon t}{a^{2}} d t \leq C \varepsilon
$$

which concludes the proof of (2.11), and thus of Lemma 2.5.

## 3. Properties of stationary solutions

This section concerns the set $\Sigma$ of non-zero stationary solutions of (1.1). More precisely, in Subsection 3.1, we give the asymptotics, for large $x$, of an element $Q$ of $\Sigma$. We also study the set $\mathcal{M}$ of transformations, mentioned in the introduction, leaving $\Sigma$ invariant. Subsection 3.2 concerns the linearized operator $L_{Q}$. Finally, in 3.3, under the nondegeneracy assumption (1.8), we choose modulation parameters in $\mathcal{M}$ in order to satisfy some orthogonality properties.

### 3.1. Kelvin transformation and asymptotic behaviour

Recall that $\Sigma$ is the set of non-zero functions $Q$ in $\dot{H}^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
-\Delta Q=|Q|^{\frac{4}{N-2}} Q \tag{3.1}
\end{equation*}
$$

in the sense of distributions on $\mathbb{R}^{N}$.
We fix an arbitrary one to one map $\zeta$ from $\left\{(i, j) \in \mathbb{N}^{2}, 1 \leq i<j \leq N\right\}$ to $\left\{1,2, \ldots, \frac{N(N-1)}{2}\right\}$. If $c=\left(c_{1}, \ldots, c_{\frac{N(N-1)}{2}}\right) \in \mathbb{R}^{\frac{N(N-1)}{2}}$, we write

$$
\begin{equation*}
P_{c}=\exp \left(\left[p_{i, j}\right]_{1 \leq i, j \leq N}\right) \in \mathcal{S} \mathcal{O}_{N} \tag{3.2}
\end{equation*}
$$

where $p_{i, i}=0, p_{i, j}=c_{\zeta(i, j)}$ if $i<j, p_{i, j}=-c_{\zeta(j, i)}$ if $j<i$. This defines a parametrization of the special orthogonal group $\mathcal{S} \mathcal{O}_{N}$ by $\mathbb{R}^{\frac{N(N-1)}{2}}$ in a neighborhood of the identity matrix.

Let $A=(s, a, b, c) \in \mathbb{R}^{N^{\prime}}=\mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{\frac{N(N-1)}{2}}$. We let, for $f \in \dot{H}^{1}$,

$$
\begin{equation*}
\theta_{A}(f)(x)=e^{\frac{(N-2) s}{2}}\left|\frac{x}{|x|}-a\right| x| |^{2-N} f\left(b+\frac{e^{s} P_{c}\left(x-a|x|^{2}\right)}{1-2\langle a, x\rangle+|a|^{2}|x|^{2}}\right) . \tag{3.3}
\end{equation*}
$$

Proposition 3.1. Let $Q \in \Sigma$. Then
(a) $Q \in C^{\infty}\left(\mathbb{R}^{N}\right)$ if $N=3,4$ and $Q \in C^{4}\left(\mathbb{R}^{5}\right)$ if $N=5$.
(b) We have:

$$
\forall \alpha \in \mathbb{N}^{N}, \text { s.t. }|\alpha| \leq 4, \exists C_{\alpha}>0, \quad\left|\partial_{x}^{\alpha} Q(x)\right| \leq C_{\alpha}|x|^{-N+2-|\alpha|}, \quad|x| \geq 1
$$

(c) The function

$$
\widetilde{Q}: x \mapsto \frac{1}{|x|^{N-2}} Q\left(\frac{x}{|x|^{2}}\right)
$$

is also in $\Sigma$. Furthermore,

$$
\|\widetilde{Q}\|_{\dot{H}^{1}}^{2}=\|\widetilde{Q}\|_{L^{\frac{2 N}{N-2}}}^{\frac{2 N}{N-2}}=\|Q\|_{L^{\frac{2 N}{N-2}}}^{\frac{2 N}{N-2}}=\|Q\|_{\dot{H}^{1}}^{2}
$$

(d) Let $A=(s, a, b, c) \in \mathbb{R}^{N^{\prime}}=\mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{\frac{N(N-1)}{2}}$. Then the function $\theta_{A}(Q)$ is in $\Sigma$.
(e) If $A_{1}, A_{2} \in B^{N^{\prime}}(\varepsilon)(\varepsilon>0$ small $)$, then

$$
\theta_{A_{1}} \circ \theta_{A_{2}}=\theta_{A_{3}}, \quad\left(\theta_{A_{1}}\right)^{-1}=\theta_{A_{4}},
$$

where $A_{3}, A_{4} \in \mathbb{R}^{N^{\prime}}$ and the maps $\left(A_{1}, A_{2}\right) \mapsto A_{3}$ and $A_{1} \mapsto A_{4}$ are $C^{\infty}$ from $\left(B^{N^{\prime}}(\varepsilon)\right)^{2}$ (respectively $\left.B^{N^{\prime}}(\varepsilon)\right)$ to a neighborhood of 0 in $\mathbb{R}^{N^{\prime}}$.

Remark 3.2. In the cases $N=3,4$ when the nonlinearity is smooth, the estimates of point (b) holds for all multi-index $\alpha$. Furthermore, one can adapt the proof of this estimate to prove

$$
\begin{equation*}
Q(x)=\frac{1}{|x|^{N-2}} P\left(\frac{x}{|x|^{2}}\right)+\mathcal{O}\left(\frac{1}{|x|^{k+N-1}}\right), \quad|x| \rightarrow \infty \tag{3.4}
\end{equation*}
$$

where $P$ is a homogeneous harmonic polynomial of degree $k \geq 0$. This polynomial can be a non-zero constant. In this case, $|x|^{N-2} Q(x)$ converges to some non-zero real number. This is the case of the explicit radial stationary solution $W$. If the degree of $P$ is positive, then $|x|^{N-2} Q(x)$ tends to 0 as $|x| \rightarrow \infty$. The existence of solutions of (3.1) such that (3.4) holds with nonconstant $P$ follows from the existence of changing sign solutions of (3.1), proved in [11], and the Kelvin transformation given by (c). To our knowledge, the existence of solutions of (3.1) such that (3.4) holds with $P$ of arbitrary degree is still an open problem.

Remark 3.3. Point (d) of the proposition gives a parametrization of an open neighborhood of the identity in $\mathcal{M}$. Note that it includes space translations ( $s=0$, $a=c=0$ ), scaling ( $a=b=c=0$ ) and space rotations ( $a=b=0, s=0$ ), as well as additional tranformations which can be constructed by conjugating space translations with the Kelvin transformation $(b=c=0, s=0)$. However, the Kelvin tranformation defined in (c) cannot be described by this parametrization.

By [50], if $Q$ is an $\dot{H}^{1}$ solution of (1.1), then $Q$ is locally bounded. By Sobolev inequalities, point (a) follows. The remainder of this subsection is devoted to points (b), (c) and (d).

### 3.1.1. Kelvin transformation

We first prove:
Lemma 3.4. Let $Q \in L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right) \cap \dot{H}^{1}\left(\mathbb{R}^{N}\right)$ such that (3.1) holds in the sense of distributions on $\mathbb{R}^{N} \backslash\{0\}$. Then $Q \in\left(C^{\infty} \cap \dot{H}^{1}\right)\left(\mathbb{R}^{N}\right)$ if $N=3,4$ and $Q \in$ $\left(C^{4} \cap \dot{H}^{1}\right)\left(\mathbb{R}^{5}\right)$ if $N=5$. Furthermore $Q$ satisfies (3.1) in the classical sense on $\mathbb{R}^{N}$.

Proof. By (a), it is sufficient to prove that $Q$ satisfies (3.1) in the sense of distributions on $\mathbb{R}^{N}$. Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$.

Let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\psi(x)=1$ is $|x| \leq 1$ and $\psi(x)=0$ is $|x| \geq 2$. Then

$$
\begin{align*}
\int Q \Delta \varphi= & \int Q \Delta\left[\left(\psi\left(\frac{x}{\varepsilon}\right)+1-\psi\left(\frac{x}{\varepsilon}\right)\right) \varphi(x)\right] \\
= & -\int|Q|^{\frac{4}{N-2}} Q\left(1-\psi\left(\frac{x}{\varepsilon}\right)\right) \varphi(x) d x  \tag{3.5}\\
& +\int Q \Delta\left(\psi\left(\frac{x}{\varepsilon}\right) \varphi(x)\right) d x
\end{align*}
$$

where we have used, in the first integral of the last line, the fact that $Q$ satisfies (3.1) in the sense of distributions outside the origin. By the dominated convergence theorem,

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int|Q|^{\frac{4}{N-2}} Q(x)\left(1-\psi\left(\frac{x}{\varepsilon}\right)\right) \varphi(x) d x=\int|Q|^{\frac{4}{N-2}} Q(x) \varphi(x) d x
$$

Moreover

$$
\begin{align*}
\int Q(x) \Delta\left(\psi\left(\frac{x}{\varepsilon}\right) \varphi(x)\right) d x= & \int Q(x) \frac{1}{\varepsilon^{2}} \Delta \psi\left(\frac{x}{\varepsilon}\right) \varphi(x) d x \\
& +\frac{2}{\varepsilon} \int Q(x) \nabla \psi\left(\frac{x}{\varepsilon}\right) \cdot \nabla \varphi(x) d x  \tag{3.6}\\
& +\int Q(x) \psi\left(\frac{x}{\varepsilon}\right) \Delta \varphi(x) d x
\end{align*}
$$

We have

$$
\begin{aligned}
\left|\int Q(x) \frac{1}{\varepsilon^{2}} \Delta \psi\left(\frac{x}{\varepsilon}\right) \varphi(x) d x\right| & \leq \frac{1}{\varepsilon^{2}}\|Q\|_{L^{\frac{2 N}{N-2}}}\left(\int\left|\Delta \psi\left(\frac{x}{\varepsilon}\right)\right|^{\frac{2 N}{N+2}}|\varphi(x)|^{\frac{2 N}{N+2}} d x\right)^{\frac{N+2}{2 N}} \\
& \leq\|Q\|_{L^{\frac{2 N}{N-2}}} \varepsilon^{\frac{N}{2}-1}\|\Delta \psi\|_{L^{\frac{2 N}{N+2}}}\|\varphi\|_{L^{\infty}} \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0 .
\end{aligned}
$$

Bounding similarly the other terms in (3.6), we get

$$
\lim _{\varepsilon \rightarrow 0} \int Q(x) \Delta\left(\psi\left(\frac{x}{\varepsilon}\right) \varphi(x)\right) d x=0
$$

and thus

$$
-\int Q \Delta \varphi=\int|Q|^{\frac{4}{N-2}} Q \varphi
$$

which shows as announced that $Q$ satisfies (3.1) in the sense of distributions on $\mathbb{R}^{N}$.

Let us prove point (c) of Proposition 3.1.
We first note that the Kelvin transformation

$$
\mathcal{T}: f \mapsto \frac{1}{|x|^{N-2}} f\left(\frac{x}{|x|^{2}}\right)
$$

is an isometry of $L^{\frac{2 N}{N-2}}$ that satisfies, for any smooth function $f$,

$$
\begin{equation*}
\Delta(\mathcal{T} f)=\frac{1}{|x|^{N+2}}(\Delta f)\left(\frac{x}{|x|^{2}}\right), \text { for } x \neq 0 \tag{3.7}
\end{equation*}
$$

If $f \in C_{0}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, then $\mathcal{T} f \in C_{0}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and by integration by parts,

$$
\begin{aligned}
\|\mathcal{T} f\|_{\dot{H}^{1}}^{2} & =-\int \Delta(\mathcal{T} f) \mathcal{T} f \\
& =-\int \frac{1}{|x|^{2 N}}(\Delta f)\left(\frac{x}{|x|^{2}}\right) f\left(\frac{x}{|x|^{2}}\right) d x=-\int \Delta f f=\|f\|_{\dot{H}^{1}}^{2}
\end{aligned}
$$

where we have used that the fact that the Jacobian determinant of $x \mapsto \frac{x}{|x|^{2}}$ is $\frac{1}{|x|^{2 N}}$. Using the density of $C_{0}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ in $\dot{H}^{1}$, we deduce that $\mathcal{T}$ is also an isometry of $\dot{H}^{1}$.

Combining the preceding argument with Lemma 3.4, we get that if $Q$ is a $\dot{H}^{1}$ solution of (3.1) on $\mathbb{R}^{N}$, then $\widetilde{Q}=\mathcal{T} Q$ is also a $\dot{H}^{1}$ solution of (3.1) on $\mathbb{R}^{N}$. The equality $\int Q^{\frac{2 N}{N-2}}=\int|\nabla Q|^{2}$ follows from a simple integration by parts, which concludes the proof of (c).

### 3.1.2. Asymptotic behaviour

Let us prove point (b) of Proposition 3.1. Let $Q$ and $\widetilde{Q}$ be as in the proposition. By (a) and (c), $\widetilde{Q}$ can be extended to a $C^{4}$ solution of (3.1). As a consequence,

$$
|Q(x)|=\frac{1}{|x|^{N-2}}\left|\widetilde{Q}\left(\frac{x}{|x|^{2}}\right)\right| \leq \frac{C}{|x|^{N-2}}
$$

More generally, writing for $|\alpha| \leq 4$

$$
\partial_{x}^{\alpha} Q(x)=\sum_{\gamma+\beta=\alpha}\binom{\alpha}{\gamma} \partial_{x}^{\beta}\left(\frac{1}{|x|^{N-2}}\right) \partial_{x}^{\gamma}\left(\widetilde{Q}\left(\frac{x}{|x|^{2}}\right)\right)
$$

and using that $\partial_{x}^{\alpha} \widetilde{Q}$ is locally bounded, we obtain the desired estimate.

### 3.1.3. Transforms of stationary solutions

It remains to prove point (d) of Proposition 3.1. Let $M$ be the group of one-to-one maps of $\mathbb{R}^{N} \cup\{\infty\}$ generated by

- the translations $T_{a}: x \mapsto x+a$, where $a \in \mathbb{R}^{N}$;
- the dilations $D_{\lambda}: x \mapsto \lambda x$, where $\lambda>0$;
- the linear isometries $P \in \mathcal{O}_{N}(\mathbb{R})$;
- the inversion $J: x \mapsto \frac{x}{|x|^{2}}$.

We adopt the conventions $T_{a}(\infty)=D_{\lambda}(\infty)=P(\infty)=J(0)=\infty, J(\infty)=0$. If $\varphi \in M$ and $f \in \dot{H}^{1}$, we denote by

$$
\Theta_{\varphi}(f)=\left|\operatorname{det} \varphi^{\prime}(x)\right|^{\frac{N-2}{2 N}} f(\varphi(x))
$$

We note that $\Theta_{\varphi \circ \psi}=\Theta_{\psi} \circ \Theta_{\varphi}$ and

$$
\Theta_{T_{a}}(f)(x)=f(x+a), \quad \Theta_{D_{\lambda}}(f)(x)=\lambda^{N / 2-1} f(\lambda x), \quad \Theta_{P}(f)(x)=f(P x)
$$

and that $\Theta_{J}(f)$ is the Kelvin transform of $f$. We deduce that $\left\{\Theta_{\varphi}, \varphi \in M\right\}$ is exactly the group $\mathcal{M}$ of isometries of $\dot{H}^{1}$ generated by space translations, scaling, linear isometries and the Kelvin transform mentioned in the introduction. In view of point (c) of Proposition 3.1,

$$
f \in \Sigma \Longrightarrow \Theta_{\varphi}(f) \in \Sigma
$$

We next prove that the transformations $\theta_{A}$ defined by (3.3) are in $\mathcal{M}$. Letting

$$
\begin{equation*}
\varphi_{A}(x)=b+\frac{e^{s} P_{c}\left(x-a|x|^{2}\right)}{1-2\langle a, x\rangle+|a|^{2}|x|^{2}} \tag{3.8}
\end{equation*}
$$

we see that $\left|\operatorname{det}\left(\varphi_{A}^{\prime}(x)\right)\right|=e^{N s}\left|\frac{x}{|x|}-a\right| x| |^{-2 N}$. As a consequence, for any $f \in$ $\dot{H}^{1}$,

$$
\begin{equation*}
\theta_{A}(f)=\left|\operatorname{det} \varphi_{A}^{\prime}(x)\right|^{\frac{N-2}{2 N}} f\left(\varphi_{A}(x)\right)=\Theta_{\varphi_{A}}(f) \tag{3.9}
\end{equation*}
$$

and thus that it is sufficient to show that $\varphi_{A} \in M$. For this we notice that the function $\psi_{a}$ defined by

$$
\psi_{a}(x)=J \circ T_{-a} \circ J(x)=\frac{x-a|x|^{2}}{1-2\langle a, x\rangle+|a|^{2}|x|^{2}}
$$

is in $M$. Since

$$
\begin{equation*}
\varphi_{A}=T_{b} \circ P_{c} \circ D_{e^{s}} \circ \psi_{a} \tag{3.10}
\end{equation*}
$$

we obtain that $\varphi_{A}$ is an element of $M$, which concludes the proof.

### 3.1.4. Composition and inverse of the transformations

It remains to prove point (e) of Proposition 3.1. We use the notations $T_{a}, D_{\lambda}, \psi_{a}$ of the preceding subsection. By direct computations, if $a, b \in \mathbb{R}^{N}, P \in \mathcal{O}_{N}, \lambda>0$,

$$
\begin{gather*}
T_{b} \circ D_{\lambda}=D_{\lambda} \circ T_{\lambda^{-1} b}, \quad T_{b} \circ P=P \circ T_{P^{-1}(b)}, \quad P \circ D_{\lambda}=D_{\lambda} \circ P  \tag{3.11}\\
\psi_{a} \circ D_{\lambda}=D_{\lambda} \circ \psi_{\lambda a}, \quad \psi_{a} \circ P=P \circ \psi_{P^{-1}(a)}  \tag{3.12}\\
\psi_{a} \circ T_{b}(x)=T_{\beta} \circ M \circ D_{\mu} \circ \psi_{\alpha}, \text { where }  \tag{3.13}\\
\mu^{-1}=1+|a|^{2}|b|^{2}-2\langle a, b\rangle, \quad \alpha=\mu\left(a-|a|^{2} b\right),  \tag{3.14}\\
\beta=\mu\left(b-|b|^{2} a\right), \quad M(x)=\mu^{-1} 2\langle\alpha, x\rangle \beta-2\langle b, x\rangle a+x . \tag{3.15}
\end{gather*}
$$

Note that $\mu$ is well-defined if $a \neq b /|b|^{2}$, which is the case if $|a|<1$ and $|b|<1$, and that $M \in \mathcal{S O} \mathcal{O}_{N}$, as can be checked directly by computing $M^{*} M$. Moreover, it is easy to see that $(a, b) \mapsto(\alpha, \beta, \mu, M)$ is $C^{\infty}$ in a neighborhood of the origin of $\mathbb{R}^{2 N}$.

Let $A_{j}=\left(a_{j}, b_{j}, c_{j}, s_{j}\right) \in B^{N^{\prime}}(\varepsilon)(j=1,2), A=(a, b, c, s) \in B^{N^{\prime}}(\varepsilon)$. Then by (3.10),

$$
\varphi_{A_{1}} \circ \varphi_{A_{2}}=T_{b_{1}} \circ P_{c_{1}} \circ D_{e^{s_{1}}} \circ \psi_{a_{1}} \circ T_{b_{2}} \circ P_{c_{2}} \circ D_{e^{s_{2}}} \circ \psi_{a_{2}}
$$

and

$$
\varphi_{A}^{-1}=\psi_{-a} \circ D_{e^{-s}} \circ P_{-c} \circ T_{-b}
$$

Point (e) then follows from formulas (3.11),..., (3.15) and the fact that $c \mapsto P_{c}$ is a local diffeomorphism, in a neighborhood of the origin from $\mathbb{R}^{\frac{N(N-1)}{2}}$ to $\mathcal{O}_{N}$.

### 3.2. Properties of the linearized operator

This subsection concerns the linearized operator $L_{Q}$ around a non-zero stationary solution $Q$, and the quadratic form associated to $L_{Q}$. In Subsection 3.2.2, we prove a coercivity property of this quadratic form and give some consequences. We then consider, in Subsection 3.2.3, the vector space $\widetilde{\mathcal{Z}}_{Q}$ defined in the introduction. We finally give, in Subsection 3.2.4 the precise asymptotics of an eigenfunction associated to a negative eigenvalue of $L_{Q}$.

### 3.2.1. Preliminaries and notations

Let $Q \in \Sigma$. We denote by

$$
\begin{equation*}
L_{Q}=-\Delta-\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} \tag{3.16}
\end{equation*}
$$

the linearized operator at $Q$, and by

$$
\begin{equation*}
\Phi_{Q}(f)=\frac{1}{2} \int|\nabla f|^{2}-\frac{N+2}{2(N-2)} \int|Q|^{\frac{4}{N-2}} f^{2}=\frac{1}{2} \int L_{Q} f f \tag{3.17}
\end{equation*}
$$

the corresponding quadratic form, defined for $f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$.
Claim 3.5. Let $V$ be a subspace of $\dot{H}^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\forall f \in V, \quad \Phi_{Q}(f) \leq 0 \tag{3.18}
\end{equation*}
$$

Then $\operatorname{dim} V$ is finite.
Proof. Indeed, by Proposition 3.1, if $f \in V$, then $\|f\|_{\dot{H}^{1}}^{2} \leq C \int \frac{1}{1+|x|^{4}}|f(x)|^{2} d x$. By Hardy's inequality and Rellich-Kondrachov Theorem, the injection

$$
\dot{H}^{1} \longrightarrow L^{2}\left(\mathbb{R}^{N}, \frac{1}{1+|x|^{4}} d x\right)
$$

is compact. Thus the unit ball of $V$ is compact, which proves the result.
Since by Proposition $3.1|Q|^{\frac{4}{N-2}}(x) \leq \frac{C}{1+|x|^{4}}$, it is classical (see [8, Section 8]) that $L_{Q}$ is a self-adjoint operator with domain $H^{2}\left(\mathbb{R}^{N}\right)$. By [8, Theorem 8.5.1] and Claim 3.5, the essential spectrum of $L_{Q}$ is $[0,+\infty)$, and $L_{Q}$ has no positive eigenvalue and a finite number of negative eigenvalues. We will denote this eigenvalues by $-\omega_{1}^{2}, \ldots,-\omega_{p}^{2}$, where

$$
0<\omega_{1} \leq \ldots \leq \omega_{p}
$$

and the eigenvalues are counted with their order of multiplicity. Note that $p \geq$ 1 because $L_{Q} Q=-\frac{4}{N-2}|Q|^{\frac{4}{N-2}} Q$. The spectrum of $L_{Q}$ is exactly $[0,+\infty) \cup$
$\left\{-\omega_{j}^{2}\right\}_{j=1 \ldots p}$. Let us consider an orthonormal family $\left(Y_{j}\right)_{j=1 \ldots p}$ of eigenvectors of $L_{Q}$ corresponding to the eigenvalues $-\omega_{j}^{2}$ :

$$
L_{Q} Y_{j}=-\omega_{j}^{2} Y_{j}, \quad \int_{\mathbb{R}^{N}} Y_{j} Y_{k}=\delta_{j k}= \begin{cases}0 & \text { if } j \neq k  \tag{3.19}\\ 1 & \text { if } j=k\end{cases}
$$

By elliptic regularity, these functions are $C^{3}$ ( $C^{\infty}$ if $N=3$ or $N=4$ ). It is wellknown that they are exponentially decreasing at infinity (see Proposition 3.9 below for their precise asymptotics).

The min-max principle implies

$$
\begin{equation*}
\forall f \in H^{1}\left(\mathbb{R}^{N}\right), \quad \int Y_{1} f=\int Y_{2} f=\ldots=\int Y_{p} f=0 \Longrightarrow \Phi_{Q}(f) \geq 0 \tag{3.20}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{Z}_{Q}=\left\{f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right), \text { s.t. } L_{Q} f=0\right\} \tag{3.21}
\end{equation*}
$$

Note that the elements of $\mathcal{Z}_{Q}$ are not assumed to be in $L^{2}$. By Claim $3.5, \mathcal{Z}_{Q}$ is finite dimensional. Let $\left(Z_{j}\right)_{j=1 \ldots m}$ be a basis of $\mathcal{Z}_{Q}$. We have

$$
\begin{equation*}
\forall j=1 \ldots m, \forall k=1 \ldots p, \quad \int Z_{j} Y_{k}=0 \tag{3.22}
\end{equation*}
$$

Since the functions $Z_{1}, \ldots, Z_{m}, Y_{1}, \ldots, Y_{p}$ are linearly independent, one can find, by an elementary linear algebra argument, $E_{1}, \ldots, E_{m} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that
$\forall j=1 \ldots m, \quad \forall k=1 \ldots p, \int E_{j} Y_{k}=0, \quad \forall j, k=1 \ldots m, \int E_{j} Z_{k}=\delta_{j k}$.

### 3.2.2. A coercivity property

In this part we prove the following positivity property of $L_{Q}$ :
Proposition 3.6. Let $\left(Y_{k}\right)_{k=1 \ldots p},\left(E_{j}\right)_{j=1 \ldots m}$ be as above. There exists a constant $\tilde{c}>0$ with the following property. If $f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
\forall k=1 \ldots p, \int Y_{k} f=0 \quad \text { and } \quad \forall j=1 \ldots m, \int E_{j} f=0 \tag{3.24}
\end{equation*}
$$

then

$$
\begin{equation*}
\Phi_{Q}(f) \geq \tilde{c}\|f\|_{\dot{H}^{1}}^{2} \tag{3.25}
\end{equation*}
$$

We will also prove the following consequences of Proposition 3.6:
Corollary 3.7. There are constants $\varepsilon_{0}, C>0$ with the following property. Let $S \in \Sigma$ such that

$$
\begin{equation*}
\|S-Q\|_{\dot{H}^{1}}<\varepsilon_{0} \tag{3.26}
\end{equation*}
$$

Then

$$
\begin{equation*}
\|S-Q\|_{\dot{H}^{1}} \leq C \sum_{i=1}^{m}\left|\int(S-Q) E_{i}\right| \tag{3.27}
\end{equation*}
$$

Furthermore, if $A \in \mathbb{R}^{N^{\prime}}$ is small,

$$
\begin{equation*}
\left\|\theta_{A}(Q)-Q\right\|_{\dot{H}^{1}} \leq C|A| \tag{3.28}
\end{equation*}
$$

where the transformation $\theta_{A}$ is defined in (3.3).
Proof of Proposition 3.6. The proof is quite standard, we give it for the sake of completeness.
Step 1. We show that for all $f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
\int Y_{1} f=\ldots=\int Y_{p} f=0 \Longrightarrow \Phi_{Q}(f) \geq 0 \tag{3.29}
\end{equation*}
$$

Indeed, by (3.20), (3.29) holds if $f \in H^{1}\left(\mathbb{R}^{N}\right)$. Assume that $f$ is in $\dot{H}^{1}$ but not in $L^{2}$, and that the orthogonality conditions in the left-hand side of (3.29) hold. Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\chi(x)=1$ if $|x| \leq 1$ and $\chi(x)=0$ if $|x| \geq 2$. Let

$$
f_{\varepsilon}(x)=\chi(\varepsilon x) f(x)
$$

so that $f_{\varepsilon} \in H^{1}\left(\mathbb{R}^{N}\right)$. Then

$$
f_{\varepsilon}=g_{\varepsilon}+\sum_{k=1}^{p} \alpha_{k \varepsilon} Y_{k}, \quad \text { where for all } k, \alpha_{k \varepsilon}=\int f_{\varepsilon} Y_{k}, \int g_{\varepsilon} Y_{k}=0
$$

We have

$$
\begin{aligned}
\left|\alpha_{k \varepsilon}\right| & =\left|\int f_{\varepsilon} Y_{k}\right|=\left|\int(\chi(\varepsilon x)-1) f(x) Y_{k}(x) d x\right| \\
& \leq C \int_{|x| \geq 1 / \varepsilon}\left|f(x) Y_{k}(x)\right| d x \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0 .
\end{aligned}
$$

By the definition of $g_{\varepsilon}$ and the fact that (3.29) holds in $H^{1}$, we have $\Phi_{Q}\left(g_{\varepsilon}\right) \geq 0$. Thus

$$
\Phi_{Q}\left(f_{\varepsilon}\right)=\Phi_{Q}\left(g_{\varepsilon}\right)+\sum_{k=1}^{p} \alpha_{k \varepsilon}^{2} \Phi_{Q}\left(Y_{k}\right) \geq \sum_{k=1}^{p} \alpha_{k \varepsilon}^{2} \Phi_{Q}\left(Y_{k}\right) \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0
$$

Since

$$
\begin{aligned}
\Phi_{Q}\left(f_{\varepsilon}\right)= & \frac{1}{2} \int|\nabla(\chi(\varepsilon x) f(x))|^{2} d x \\
& -\frac{N+2}{2(N-2)} \int(\chi(\varepsilon x))^{2} f^{2}(x)|Q|^{\frac{4}{N-2}}(x) d x \underset{\varepsilon \rightarrow 0}{\longrightarrow} \Phi_{Q}(f)
\end{aligned}
$$

we obtain as announced $\Phi_{Q}(f) \geq 0$.
Step 2. We show that for all $f \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$,

$$
\begin{align*}
\int f Y_{1} & =\ldots=\int f Y_{p}=\int f E_{1}=\ldots=\int f E_{m}  \tag{3.30}\\
& =0 \Longrightarrow\left(f=0 \text { or } \Phi_{Q}(f)>0\right)
\end{align*}
$$

Indeed, let

$$
H=\left\{g \in \dot{H}^{1} \text { s.t. } \int g Y_{1}=\ldots=\int g Y_{p}=0\right\}
$$

We first prove

$$
\begin{equation*}
\left(f \in H \text { and } \Phi_{Q}(f)=0\right) \Longrightarrow f \in \mathcal{Z}_{Q} \tag{3.31}
\end{equation*}
$$

Let $f \in H$ such that $\Phi_{Q}(f)=0$. Denoting also by $\Phi_{Q}$ the bilinear form

$$
\Phi_{Q}(f, g)=\frac{1}{2} \int \nabla f \nabla g-\frac{N+2}{2(N-2)} \int|Q|^{\frac{4}{N-2}} f g,
$$

we get by Cauchy-Schwarz for $\Phi_{Q}$ (using that by Step $1, \Phi_{Q}$ is nonnegative on $H$ ),

$$
\begin{equation*}
\forall h \in H, \quad \Phi_{Q}(f, h)=0 . \tag{3.32}
\end{equation*}
$$

Let $g \in \dot{H}^{1}$, and write $g=h+\sum_{k=1}^{p} \beta_{k} Y_{k}$, with $h \in H$ and $\beta_{k}=\int g Y_{k}$. Then

$$
\Phi_{Q}(f, g)=\underbrace{\Phi_{Q}(f, h)}_{0 \text { by }(3.32)}+\sum_{k=1}^{p} \beta_{k} \underbrace{\Phi_{Q}\left(f, Y_{k}\right)}_{0 \text { since } f \in H} .
$$

In particular,

$$
\begin{equation*}
\forall g \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right), \quad \int f L_{Q} g=0 \tag{3.33}
\end{equation*}
$$

i.e. $L_{Q} f=0$ in the sense of distribution. Thus $f \in \mathcal{Z}_{Q}$. Hence (3.31).

Combining (3.31) with the definition of $E_{1}, \ldots, E_{m}$, we obtain

$$
\left(f \in H, \Phi_{Q}(f)=0 \text { and } \int f E_{1}=\ldots=\int f E_{m}=0\right) \Longrightarrow f=0
$$

and (3.30) follows (using again that $\Phi_{Q}$ is nonnegative on $H$ ).

Step 3. We conclude the proof of Proposition 3.6, arguing by contradiction and using a standard compactness argument. If the conclusion of the proposition does not hold, there exists a sequence $\left\{f_{n}\right\}_{n}$ in $\dot{H}^{1}$ such that

$$
\left\{\begin{array}{c}
\forall n, \forall k \in\{1, \ldots, p\}, \forall j \in\{1, \ldots, m\}, \quad \int f_{n} Y_{k}=\int f_{n} E_{j}=0  \tag{3.34}\\
\forall n, \quad 0<\Phi_{Q}\left(f_{n}\right) \leq \frac{1}{n} \text { and }\left\|f_{n}\right\|_{\dot{H}^{1}}=1
\end{array}\right.
$$

Extracting a subsequence, we can assume

$$
\begin{equation*}
f_{n} \underset{n \rightarrow \infty}{ } f \text { weakly in } \dot{H}^{1} \tag{3.35}
\end{equation*}
$$

In particular, $\int|\nabla f|^{2} \leq \lim \sup _{n \rightarrow \infty} \int\left|\nabla f_{n}\right|^{2}$. Furthermore, using the fact that, by Proposition $3.1, \lim _{|x| \rightarrow \infty}|x|^{2}|Q|^{\frac{4}{N-2}}(x)=0$, we get by Hardy's inequality and Rellich-Kondrachov Theorem:

$$
\lim _{n \rightarrow \infty} \int|Q|^{\frac{4}{N-2}} f_{n}^{2}=\int|Q|^{\frac{4}{N-2}} f^{2}
$$

Combining with (3.34), we obtain

$$
\begin{equation*}
\Phi_{Q}(f) \leq 0 \tag{3.36}
\end{equation*}
$$

Since by (3.34) and (3.35)

$$
\int f Y_{1}=\ldots=\int f Y_{p}=\int f E_{1}=\ldots=\int f E_{m}=0
$$

we deduce by Step 2 that $f=0$. As a consequence, $\lim _{n \rightarrow \infty} \int|Q|^{\frac{4}{N-2}} f_{n}^{2}=0$. Since $0<\Phi_{Q}\left(f_{n}\right) \leq 1 / n$, we obtain $\lim _{n \rightarrow \infty} \int\left|\nabla f_{n}\right|^{2}=0$ which contradicts the equality $\left\|f_{n}\right\|_{\dot{H}^{1}}=1$ in (3.34). The proof is complete.

Proof of Corollary 3.7. In all the proof, $C>0$ is a large, positive constant, depending only on $Q$ and the choice of $Z_{1}, \ldots, Z_{m}, E_{1}, \ldots, E_{m}$ and that may change from line to line. Let

$$
\begin{gather*}
g=S-Q, \quad \alpha_{i}=\int g Y_{i}, \quad \beta_{j}=\int g E_{j}, \quad i=1, \ldots, p, \quad j=1, \ldots, m  \tag{3.37}\\
h=g-\sum_{i=1}^{p} \alpha_{j} Y_{j}-\sum_{j=1}^{m} \beta_{j} Z_{j} \tag{3.38}
\end{gather*}
$$

Note that

$$
\begin{gather*}
\int h Y_{i}=0, \quad \int h E_{j}=0, \quad i=1, \ldots, p, \quad j=1, \ldots, m  \tag{3.39}\\
\|g\|_{\dot{H}^{1}} \leq\|h\|_{\dot{H}^{1}}+C \sum_{i=1}^{p}\left|\alpha_{i}\right|+C \sum_{j=1}^{m}\left|\beta_{j}\right| \tag{3.40}
\end{gather*}
$$

Furthermore,

$$
\begin{align*}
-\Delta g & =|S|^{\frac{4}{N-2}} S-|Q|^{\frac{4}{N-2}} Q \\
& =|Q+g|^{\frac{4}{N-2}}(Q+g)-|Q|^{\frac{4}{N-2}} Q=\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} g+R_{Q}(g) \tag{3.41}
\end{align*}
$$

where

$$
\begin{equation*}
R_{Q}(g)=|Q+g|^{\frac{4}{N-2}}(Q+g)-|Q|^{\frac{4}{N-2}} Q-\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} g \tag{3.42}
\end{equation*}
$$

satisfies the pointwise bound

$$
\begin{equation*}
\left|R_{Q}(g)\right| \leq C\left(|Q|^{\frac{6-N}{N-2}}|g|^{2}+|g|^{\frac{N+2}{N-2}}\right) \tag{3.43}
\end{equation*}
$$

By (3.43), if $\|g\|_{L^{\frac{2 N}{N-2}}} \leq 1$ (which holds by (3.26) if $\varepsilon_{0}$ is small enough),

$$
\begin{equation*}
\left\|R_{Q}(g)\right\|_{L^{\frac{2 N}{N+2}}} \leq C\|g\|_{L^{\frac{2 N}{N-2}}}^{2} \leq C\|g\|_{\dot{H}^{1}}^{2} \tag{3.44}
\end{equation*}
$$

By (3.41), $L_{Q}(g)=R_{Q}(g)$, and thus, by the definition (3.38) of $h$,

$$
\begin{equation*}
L_{Q} h+\sum_{j=1}^{p} \alpha_{j} \omega_{j}^{2} Y_{j}=R_{Q} g \tag{3.45}
\end{equation*}
$$

Multiplying (3.45) by $Y_{j}$ and integrating over $\mathbb{R}^{N}$, we get, using also (3.39) and (3.44),

$$
\begin{equation*}
\forall j=1, \ldots, p, \quad\left|\alpha_{j}\right| \leq C\|g\|_{\dot{H}^{1}}^{2} \tag{3.46}
\end{equation*}
$$

Multiplying (3.45) by $h$ and integrating over $\mathbb{R}^{N}$, we obtain, using (3.39), (3.44) and Proposition 3.6, $\|h\|_{\dot{H}^{1}}^{2} \leq C\|g\|_{\dot{H}^{1}}^{2}\|h\|_{L^{\frac{2 N}{N-2}}}$ and thus

$$
\begin{equation*}
\|h\|_{\dot{H}^{1}} \leq C\|g\|_{\dot{H}^{1}}^{2} \tag{3.47}
\end{equation*}
$$

Combining (3.46) and (3.47) with (3.40), we deduce

$$
\|g\|_{\dot{H}^{1}} \leq C\|g\|_{\dot{H}^{1}}^{2}+C \sum_{i=1}^{m}\left|\beta_{i}\right| \leq C \varepsilon_{0}\|g\|_{\dot{H}^{1}}+C \sum_{i=1}^{m}\left|\beta_{i}\right|,
$$

and thus, if $\varepsilon_{0}>0$ is chosen small enough, the conclusion (3.27) of the corollary.
It remains to prove (3.28). By (3.27),

$$
\left\|\theta_{A}(Q)-Q\right\|_{\dot{H}^{1}} \leq C \sum_{i=1}^{m}\left|\int\left(\theta_{A}(Q)-Q\right) E_{i}\right| \leq C \sum_{i=1}^{m}\left|\int Q\left(\left(\theta_{A}\right)^{*}\left(E_{i}\right)-E_{i}\right)\right|,
$$

and the conclusion follows from Lemma A. 3 in the appendix.

### 3.2.3. Null directions

We next check that the vector space $\widetilde{\mathcal{Z}}_{Q}$ defined in the introduction is included in $Z_{Q}$.

Lemma 3.8. Let $Q \in \Sigma$. Then the following functions $g$ are in $\dot{H}^{1} \cap C^{\infty}\left(\mathbb{R}^{N}\right)$ and satisfy $L_{Q} g=0$ :

$$
\begin{gather*}
\frac{N-2}{2} Q+x \cdot \nabla Q  \tag{3.48}\\
(2-N) x_{j} Q+|x|^{2} \partial_{x_{j}} Q-2 x_{j} x \cdot \nabla Q, k \in\{1, \ldots, N\}  \tag{3.49}\\
\partial_{x_{j}} Q, j=1, \ldots, N,  \tag{3.50}\\
\left(x_{j} \partial_{x_{k}}-x_{k} \partial_{x_{j}}\right) Q, 1 \leq j<k \leq N . \tag{3.51}
\end{gather*}
$$

Proof. The fact that the functions defined in (3.48)...(3.51) are smooth follows immediately from the fact that $Q$ is smooth (see Proposition 3.1). Furthermore, by Proposition 3.1 again, all the functions (3.48), (3.50) and (3.51) are in $\dot{H}^{1}$. We have

$$
\begin{gathered}
\forall s \in \mathbb{R}, \quad-\Delta\left(e^{\frac{(N-2)}{2} s} Q\left(e^{s} x\right)\right)=\left|e^{\frac{N-2}{2} s} Q\left(e^{s} x\right)\right|^{\frac{4}{N-2}} e^{\frac{N-2}{2} s} Q\left(e^{s} x\right) \\
\forall b \in \mathbb{R}^{N}, \quad-\Delta Q(x+b)=|Q(x+b)|^{\frac{4}{N-2}} Q(x+b) \\
\forall c \in \mathbb{R}^{N}, \quad-\Delta Q\left(P_{c} x\right)=\left|Q\left(P_{c} x\right)\right|^{\frac{4}{N-2}} Q\left(P_{c} x\right)
\end{gathered}
$$

Differentiating these equalities with respect to $s, b$ or $c$, and taking the resulting equality at 0 , we get (3.48), (3.50) and (3.51).

To get (3.49), let $h=\frac{\partial}{\partial y_{j}}\left(\frac{1}{|y|^{N-2}} Q\left(\frac{y}{|y|^{2}}\right)\right)$, and observe that by points (a) and (c) of Proposition 3.1 and (3.50), $h$ is in $\dot{H}^{1} \cap C^{4}$ and satisfies:

$$
\left(\Delta+\frac{N+2}{(N-2)|y|^{4}}|Q|^{\frac{4}{N-2}}\left(\frac{y}{|y|^{2}}\right)\right) h=0
$$

at least away from the origin. Let $g=\frac{1}{|x|^{N-2}} h\left(\frac{x}{|x|^{2}}\right)$. Since the Kelvin transformation is an isometry of $\dot{H}^{1}$, we get that $g$ is in $\dot{H}^{1}$. Using that $\Delta g=\frac{1}{|x|^{N+2}}(\Delta h)\left(\frac{x}{|x|^{2}}\right)$, we obtain

$$
\begin{equation*}
\Delta g+\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} g=0 \tag{3.52}
\end{equation*}
$$

outside $x=0$. An explicit computation gives $g(x)=-(N-2) x_{j} Q+|x|^{2} \partial_{x_{j}} Q-$ $2 x_{j} x \cdot \nabla Q$. Thus $g$ is smooth and must satisfy (3.52) also at $x=0$, which concludes the proof.

### 3.2.4. Estimates on the eigenfunctions

Consider the radial coordinates:

$$
r=|x|, \quad \theta=\frac{x}{|x|} \in S^{N-1} .
$$

In this section we recall the following result of V. Z. Meshkov [40]:
Proposition 3.9. Let $Q \in \Sigma$ and $Y \in L^{2}\left(\mathbb{R}^{N}\right)$ such that $Y \neq 0$ and

$$
\begin{equation*}
L_{Q} Y=-\omega^{2} Y \tag{3.53}
\end{equation*}
$$

with $\omega>0$. Then

$$
Y(x)=\frac{e^{-\omega|x|}}{|x|^{\frac{N-1}{2}}}\left(V\left(\frac{x}{|x|}\right)+\Phi(x)\right)
$$

where $V \in L^{2}\left(S^{N-1}\right)$ is not identically 0 , and

$$
\begin{equation*}
\int_{S^{N-1}}|\Phi(r, \theta)|^{2} d \theta \leq C r^{-1 / 2} \tag{3.54}
\end{equation*}
$$

As an immediate consequence of Proposition 3.9, we obtain:
Corollary 3.10. Let $Y$ be as in Proposition 3.9. Then there exists a constant $C>0$ such that for large $r$,

$$
\int_{S^{N-1}}|Y(r, \theta)|^{2} d \theta \geq \frac{e^{-2 \omega r}}{C r^{N-1}}
$$

Proposition 3.9 is Theorem 4.3 of [40]. The proof of this result uses the following bound:

$$
\begin{equation*}
\forall r \geq 1, \quad \int_{S^{N-1}}|Y(r, \theta)|^{2} d \theta \leq C \frac{e^{-2 \omega r}}{r^{N-1}} \tag{3.55}
\end{equation*}
$$

which follows from estimates of S. Agmon [1]. We give a proof of (3.55) for the sake of completeness, refering to [40] for the rest of the proof of Proposition 3.9.

Proof of (3.55). By scaling we can assume $\omega=1$. By elliptic regularity (and since $|Q|^{\frac{4}{N-2}} \in C^{1}\left(\mathbb{R}^{N}\right)$ ), we have $Y \in C^{3}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$. Let

$$
\begin{equation*}
G(R)=\int_{R}^{+\infty} \int_{S^{N-1}}|\nabla Y(r, \theta)|^{2}+|Y(r, \theta)|^{2} d \theta r^{N-1} d r \tag{3.56}
\end{equation*}
$$

Step 1. Bound on $G$ We show that there exists $C>0$ such that

$$
\begin{equation*}
\forall R>0, \quad G(R) \leq C e^{-2 R} \tag{3.57}
\end{equation*}
$$

By (3.53),

$$
\int_{R}^{+\infty} \int_{S^{N-1}}\left(\Delta Y Y+\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} Y^{2}-Y^{2}\right) d \theta r^{N-1} d r=0
$$

Integrating by parts and using that $Y \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)$ to prove that the "boundary term" at infinity is zero, we obtain

$$
\begin{aligned}
& -\int_{R}^{+\infty} \int_{S^{N-1}}\left(|\nabla Y|^{2}+Y^{2}\right) d \theta r^{N-1} d r \\
& +\frac{N+2}{N-2} \int_{R}^{+\infty} \int_{S^{N-1}}|Q|^{\frac{4}{N-2}} Y^{2} d \theta r^{N-1} d r-R^{N-1} \int_{S^{N-1}}\left(Y \partial_{r} Y\right)(R, \theta) d \theta=0
\end{aligned}
$$

and thus

$$
\begin{align*}
G(R)= & -R^{N-1} \int_{S^{N-1}}\left(Y \partial_{r} Y\right)(R, \theta) d \theta \\
& +\frac{N+2}{N-2} \int_{R}^{+\infty} \int_{S^{N-1}}|Q|^{\frac{4}{N-2}} Y^{2} d \theta r^{N-1} d r \tag{3.58}
\end{align*}
$$

Furthermore, differentiating the definition (3.56) of $G$, we obtain

$$
G^{\prime}(R)=-R^{N-1} \int_{S^{N-1}}|\nabla Y(R, \theta)|^{2}+(Y(R, \theta))^{2} d \theta
$$

Therefore

$$
\begin{aligned}
& 2 G(R)+G^{\prime}(R) \\
&=-R^{N-1} \int_{S^{N-1}}\left(|\nabla Y|^{2}+Y^{2}+2 Y \partial_{r} Y\right)(R, \theta) d \theta \\
& \quad+\frac{2(N+2)}{N-2} \int_{R}^{+\infty} \int_{S^{N-1}}|Q|^{\frac{4}{N-2}} Y^{2} d \theta r^{N-1} d r
\end{aligned}
$$

By Proposition 3.1 (b),

$$
\begin{equation*}
2 G(R)+G^{\prime}(R) \leq \frac{C}{R^{4}} \int_{R}^{+\infty} \int_{S^{N-1}} Y^{2}(r, \theta) d \theta r^{N-1} d r \leq \frac{C}{R^{4}} G(R) \tag{3.59}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{d}{d R}[\log G(R)+2 R] \leq \frac{C}{R^{4}} \tag{3.60}
\end{equation*}
$$

Integrating, we obtain that $\log \left(e^{2 R} G(R)\right)$ is bounded from above, which yields (3.57).

Step 2: end of the proof. Let for $r>0$.

$$
b(r)=r^{N-1} \int_{S^{N-1}}|Y(r, \theta)|^{2} d \theta
$$

By Step 1, $b(r)$ and $b^{\prime}(r)$ are integrable on $(1,+\infty)$. Thus $b(r)$ converges to 0 as $r \rightarrow+\infty$. Hence, for $R \geq 1$,

$$
\begin{aligned}
|b(R)|= & \left|\int_{R}^{\infty} b^{\prime}(r) d r\right| \\
\leq & \int_{R}^{\infty}\left((N-1) r^{N-2} \int_{S^{N-1}}|Y(r, \theta)|^{2} d \theta\right. \\
& \left.\quad+r^{N-1} \int_{S^{N-1}}\left|\partial_{r} Y(r, \theta) Y(r, \theta)\right| d \theta\right) d r \\
\leq & C G(R) \leq C e^{-2 R}
\end{aligned}
$$

which gives (3.55).
We will also need the following estimate on the $L^{\frac{2(N+2)}{N-2}}$ norm of $Y$, which is essentially a corollary of Proposition 3.9 and its proof:

Lemma 3.11. There exists $C>0$ such that

$$
\forall R \geq 1, \quad \int_{|x| \geq R}|Y(x)|^{\frac{2(N+2)}{N-2}} d x \leq C \frac{e^{-\frac{2(N+2) \omega}{N-2} R}}{R^{q_{N}}}
$$

where $q_{N}=\frac{4(N-1)}{N-2}$ if $N=3,4$ and $q_{5}=\frac{32}{9}$.
Proof. We assume as before $\omega=1$. Let for $J=(j, k), 1 \leq j<k \leq N$, $\partial_{\theta_{J}}=x_{j} \partial_{x_{k}}-x_{k} \partial_{x_{j}}$. We notice that the derivatives $\partial_{\theta_{J}}$ are tangential to the spheres $r S^{N-1}$, and that the tangential component of the gradient, $\nabla_{T} v$, satisfies $\left|\nabla_{T} v\right| \leq$ $\frac{C}{r} \sum_{J}\left|\nabla_{\theta_{J}} v\right|$. Furthermore, each $\partial_{\theta_{J}}$ commutes with $\Delta$.
Step 1. Estimate on $G_{J}$
Fix $J=(j, k)$ with $1 \leq j<k \leq N$. In this step we prove

$$
\begin{equation*}
\forall R \geq 1, \quad \int_{S^{N-1}}\left(|Y(R, \theta)|^{2}+\left|\partial_{\theta_{J}} Y(R, \theta)\right|^{2}\right) d \theta \leq C \frac{e^{-2 R}}{R^{N-1}} \tag{3.61}
\end{equation*}
$$

Let

$$
G_{J}(R)=\int_{R}^{+\infty} \int_{S^{N-1}}\left|\nabla \partial_{\theta_{J}} Y(r, \theta)\right|^{2}+\left|\partial_{\theta_{J}} Y(r, \theta)\right|^{2} d \theta r^{N-1} d r
$$

Using the argument of Step 2 of the proof of (3.55), we see that (3.61) will follow from:

$$
\begin{equation*}
\forall R \geq 1, \quad G_{J}(R) \leq C e^{-2 R} \tag{3.62}
\end{equation*}
$$

We next prove (3.62). We have

$$
\begin{equation*}
\Delta\left(\partial_{\theta_{J}} Y\right)-\partial_{\theta_{J}} Y+\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}} \partial_{\theta_{J}} Y=-\partial_{\theta_{J}}\left(\frac{N+2}{N-2}|Q|^{\frac{4}{N-2}}\right) Y \tag{3.63}
\end{equation*}
$$

Proceding as in Step 1 of the proof of (3.55), we obtain

$$
\begin{align*}
2 G_{J}(R)+G_{J}^{\prime}(R) \leq & C \int_{R}^{+\infty} \int_{S^{N-1}}|Q|^{\frac{4}{N-2}}\left(\partial_{\theta_{J}} Y\right)^{2} d \theta r^{N-1} d r  \tag{3.64}\\
& +C \int_{R}^{+\infty} \int_{S^{N-1}}\left|\partial_{\theta_{J}}\left(|Q|^{\frac{4}{N-2}}\right) Y \partial_{\theta_{J}} Y\right| d \theta r^{N-1} d r
\end{align*}
$$

By Proposition 3.1 (b), $|Q|^{\frac{4}{N-2}}+\left|\partial_{\theta_{J}}\left(|Q|^{\frac{4}{N-2}}\right)\right| \leq C / R^{4}$. In view of (3.57), we obtain

$$
\begin{aligned}
\int_{R}^{+\infty} \int_{S^{N-1}}|Q|^{\frac{4}{N-2}}\left(\partial_{\theta_{J}} Y\right)^{2} d \theta r^{N-1} d r & \leq \frac{C}{R^{2}} \int_{R}^{+\infty} \int_{S^{N-1}}|\nabla Y|^{2} d \theta r^{N-1} d r \\
& \leq \frac{C e^{-2 R}}{R^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{R}^{+\infty} \int_{S^{N-1}}\left|\partial_{\theta_{J}}\left(|Q|^{\frac{4}{N-2}}\right) Y \partial_{\theta_{J}} Y\right| d \theta r^{N-1} d r & \leq \frac{C}{R^{3}} \int_{R}^{+\infty} \int_{S^{N-1}}|\nabla Y|^{2}+|Y|^{2} d \theta r^{N-1} d r \\
& \leq \frac{C e^{-2 R}}{R^{3}}
\end{aligned}
$$

By (3.64), we deduce

$$
2 G_{J}(r)+G_{J}^{\prime}(R) \leq \frac{C e^{-2 R}}{R^{2}}
$$

and thus

$$
\frac{d}{d R}\left(e^{2 R} G_{J}(R)\right) \leq \frac{C}{R^{2}}
$$

Integrating between 1 and $R>1$, we obtain (3.62).
Step 2. We prove the conclusion of the lemma in the case $N \in\{3,4\}$. By Sobolev embedding on the sphere $S^{N-1}$,

$$
\|f\|_{L^{\frac{2(N+2)}{N-2}\left(S^{N-1}\right)}} \leq C\|f\|_{H^{\frac{2(N-1)}{N+2}}\left(S^{N-1}\right)} .
$$

If $N=3$ or $N=4, \frac{2(N-1)}{N+2} \leq 1$. By (3.61),

$$
\begin{aligned}
\int_{S^{N-1}}|Y(r, \theta)|^{\frac{2(N+2)}{N-2}} d \theta & \leq C\left(\int_{S^{N-1}}|Y(r, \theta)|^{2}+\left|\partial_{\theta} Y(r, \theta)\right|^{2} d \theta\right)^{\frac{N+2}{N-2}} \\
& \leq \frac{C}{r^{\frac{(N-1)(N+2)}{N-2}}} e^{-\frac{2(N+2)}{N-2} r}
\end{aligned}
$$

where we have denoted $\left|\partial_{\theta} Y\right|^{2}=\sum_{J}\left|\partial_{\theta_{J}} Y\right|^{2}$. Multiplying by $r^{N-1}$ and integrating between $R$ and $\infty$, we obtain the desired estimate when $N=3$ or $N=4$.

Step 3. We next treat the case $N=5$. Note that $\frac{2(N+2)}{N-2}=\frac{14}{3}$. Since $\frac{2(N-1)}{N+2}=\frac{8}{7}>$ 1 , it is tempting to differentiate a second time the equation (3.53) on $Y$ to obtain $L^{2}$ estimates on $\partial_{\theta}^{2} Y$ and use a Sobolev inequality on the sphere $S^{4}$ to bound the $L^{14 / 3}$ norm. This is not possible because of the low regularity of $|Q|^{\frac{4}{3}}$, and we will rather use directly the equation (3.53) to get a bound on $\Delta Y$, then the $H^{2}$-critical Sobolev inequality on $\mathbb{R}^{5}$.

Using the Sobolev inequality $\|f\|_{L^{4}\left(S^{4}\right)} \leq C\|f\|_{H^{1}\left(S^{4}\right)}$ we obtain, by Step 1, and the same proof as in Step 2,

$$
\begin{align*}
\int_{R}^{+\infty} \int_{S^{4}}|Y(r, \theta)|^{4} d \theta r^{4} d r & \leq \int_{R}^{+\infty}\left(\int_{S^{4}}|Y(r, \theta)|^{2}+\left|\partial_{\theta} Y(r, \theta)\right|^{2} d \theta\right)^{2} r^{4} d r  \tag{3.65}\\
& \leq \frac{C e^{-4 R}}{R^{4}}
\end{align*}
$$

Let $\varphi \in C^{\infty}(\mathbb{R})$ such that $\varphi(r)=0$ if $r \leq 0$ and $\varphi(r)=1$ if $r \geq 1$. Let

$$
Y_{R}(x)=\varphi(|x|-R) Y(x) .
$$

By (3.57), and equation (3.53) (noting that all derivatives of $x \mapsto \varphi(|x|-R)$ are uniformly bounded for $R \geq 1$ ),

$$
\forall R \geq 1, \quad \int_{\mathbb{R}^{5}}\left(Y_{R}^{2}+\left|\nabla Y_{R}\right|^{2}+\left|\Delta Y_{R}\right|^{2}\right) d x \leq C e^{-2 R}
$$

Using the $H^{2}$-critical Sobolev inequality in $\mathbb{R}^{5}$, we deduce

$$
\begin{equation*}
\int_{|x| \geq R} Y^{10}(x) d x \leq \int_{\mathbb{R}^{5}} Y_{R}^{10}(x) d x \leq C e^{-10 R} \tag{3.66}
\end{equation*}
$$

The conclusion of the lemma follows from (3.65), (3.66) and the interpolation inequality

$$
\|f\|_{L^{\frac{14}{3}}} \leq\|f\|_{L^{4}}^{\frac{16}{21}}\|f\|_{L^{10}}^{\frac{5}{21}}
$$

### 3.3. Choice of the modulation parameters

Recall from the introduction the definition of $\widetilde{\mathcal{Z}}_{Q}$. By Lemma 3.8, $\widetilde{\mathcal{Z}}_{Q} \subset \mathcal{Z}_{Q}$. The nondegeneracy assumption (1.8) means that these two vector spaces are identical.

As before, we denote by $Z_{1}, \ldots, Z_{m}$ a basis of $\mathcal{Z}_{Q}$ and $E_{1}, \ldots, E_{m}$ elements of $C_{0}^{\infty}$ such that (3.23) holds.

Let $A \in \mathbb{R}^{N^{\prime}}$. Recall from (3.3) the definition of $\theta_{A}$. We will denote by $\theta_{A}^{-1}$ the inverse of $\theta_{A}$, and by $\left(\theta_{A}^{-1}\right)^{*}$ its adjoint. An explicit computation shows that

$$
\begin{align*}
\left(\theta_{A}^{-1}\right)^{*}(g)(x) & =\left|\operatorname{det} \varphi_{A}^{\prime}(x)\right|^{\frac{N+2}{2 N}} g\left(\varphi_{A}(x)\right) \\
& =e^{\frac{(N+2) s}{2}}\left|\frac{x}{|x|}-|x| a\right|^{-(N+2)} g\left(b+\frac{e^{s} P_{c}\left(x-|x|^{2} a\right)}{1-2\langle a, x\rangle+|a|^{2}|x|^{2}}\right) \tag{3.67}
\end{align*}
$$

In this subsection we show the following:
Lemma 3.12. Assume (1.8). There exists a neighborhood $\mathcal{U}$ of 0 in $\mathbb{R}^{N^{\prime}}$, a neighborhood $\mathcal{V}$ of $Q$ in $H^{-1}$, and a $C^{1}$, Lipschitz continuous map $\Psi: \mathcal{V} \rightarrow \mathcal{U}$ such that,

$$
\begin{equation*}
\forall f \in \mathcal{V}, \forall i=1 \ldots m, \quad\left\langle f,\left(\theta_{\Psi(f)}^{-1}\right)^{*}\left(E_{i}\right)\right\rangle_{H^{-1}, H^{1}}-\int Q E_{i}=0 \tag{3.68}
\end{equation*}
$$

Remark 3.13. If $f \in \dot{H}^{1}$, then (3.68) is equivalent to

$$
\begin{equation*}
\forall i=1 \ldots m, \quad \int\left(\theta_{\Psi(f)}^{-1}(f)-Q\right) E_{i}=0 \tag{3.69}
\end{equation*}
$$

We will often use (3.69) instead of (3.68), but will also need (3.68) which has the advantage of making sense for any $f \in H^{-1}$.

Proof of Lemma 3.12. By Corollary A. 2 (with $\psi=E_{j}$ which is an element of $\mathcal{S}$ ) and (3.67),

$$
\Phi:(A, f) \in B^{N^{\prime}}(\varepsilon) \times H^{-1}\left(\mathbb{R}^{N}\right) \longmapsto\left(\left\langle f,\left(\theta_{A}^{-1}\right)^{*}\left(E_{j}\right)\right\rangle_{H^{-1}, H^{1}}-\int Q E_{j}\right)_{j=1 \ldots m} \in \mathbb{R}^{m}
$$

is well defined and $C^{1}$. Using Corollary A. 2 again, we can differentiate

$$
\Phi_{j}(A, Q)=\int Q\left(\theta_{A}^{-1}\right)^{*}\left(E_{j}\right)-\int Q E_{j}
$$

under the integral sign, which yields:

$$
\begin{aligned}
\frac{\partial \Phi_{j}}{\partial s}(0, Q) & =-\int\left(x \cdot \nabla Q+\frac{N-2}{2} Q\right) E_{j} \\
\frac{\partial \Phi_{j}}{\partial a_{i}}(0, Q) & =-\int\left((N-2) x_{i} Q-|x|^{2} \partial_{x_{i}} Q+2 x_{i} x \cdot \nabla Q\right) E_{j} \\
\frac{\partial \Phi_{j}}{\partial b_{i}}(0, Q) & =-\int \partial_{x_{i}} Q E_{j} \\
\frac{\partial \Phi_{j}}{\partial c_{i}}(0, Q) & =\int\left(x_{\ell} \partial_{x_{k}}-x_{k} \partial_{x_{\ell}}\right) Q E_{j}
\end{aligned}
$$

with $\zeta(k, \ell)=i$, where $\zeta$ is the map appearing in the definition (3.2) of $P_{c}$. By the nondegeneracy assumption (1.8), we deduce that the differential map $d_{1} \Phi(0, Q)$ with respect to the first variable $A$ is onto from $\mathbb{R}^{N^{\prime}}$ to $\mathbb{R}^{m}$. If $m=N^{\prime}$, this map is an isomporhism of $\mathbb{R}^{N^{\prime}}$ and we can directly apply the implicit function theorem. In the general case, Let $L: \mathbb{R}^{m} \rightarrow \mathbb{R}^{N^{\prime}}$ be a right inverse of $d_{1} \Phi(0, Q)$ (so that $d_{1} \Phi(0, Q) L$ is the identity of $\mathbb{R}^{m}$ ), and $\widetilde{\Phi}(B, f)=\Phi(L(B), f)$. Then (taking a smaller $\varepsilon>0$ if necessary),

$$
\widetilde{\Phi}: B^{m}(\varepsilon) \times H^{-1} \rightarrow \mathbb{R}^{m}
$$

satisfies the assumptions of the implicit function theorem. We deduce that there exist a neighborhood $\mathcal{U}$ of 0 in $\mathbb{R}^{m}$, a neighborhood $\mathcal{V}$ of $Q$ in $H^{-1}$, and a $C^{1}$ map $\widetilde{\Psi}: \mathcal{V} \rightarrow \mathcal{U}$ such that

$$
\forall f \in \mathcal{V}, \quad \widetilde{\Phi}(\tilde{\Psi}(f), f)=\Phi(L(\tilde{\Psi}(f)), f)=0
$$

Letting $\Psi(f)=L \circ \widetilde{\Psi}$, we obtain a $C^{1}$ map that satisfies (3.68). It remains to prove that $\Psi$ is Lipschitz-continuous on $\mathcal{V}$. For this it is sufficient to prove that the differential of $\widetilde{\Psi}$ is bounded on $\mathcal{V}$. Differentiating the relation $\widetilde{\Phi}(\widetilde{\Psi}(f), f)=0$ with respect to $f$, we obtain:

$$
\left(\partial_{1} \widetilde{\Phi}\right)(\widetilde{\Psi}(f), f) \circ(d \tilde{\Psi}(f))+\left(\partial_{2} \tilde{\Phi}\right)(\tilde{\Psi}(f), f)=0
$$

Next, note that $\left(\partial_{2} \widetilde{\Phi}\right)(\widetilde{\Psi}(f), f)$ is the map $g \mapsto\left(\left\langle g,\left(\theta_{\widetilde{\Psi}(f)}^{-1}\right)^{*}\left(E_{j}\right)\right\rangle_{H^{-1}, H^{1}}\right)_{j=1 \ldots m}$, and that $\left(\partial_{1} \tilde{\Phi}\right)(\tilde{\Psi}(f), f)$ is an isomorphism of $\mathbb{R}^{m}$, uniformly bounded (as well as its inverse) on $\mathcal{V}$. Finally, we obtain that $d \widetilde{\Psi}(f)$, as a bounded linear operator from $H^{-1}$ to $\mathbb{R}^{m}$, is uniformly bounded for $f \in \mathcal{V}$, which yields the result.

We conclude this section with a technical estimate, which says that under the nondegeneracy assumption (1.8), in a neighborhood of a a non-zero stationary solution $Q$, the distance of a $\dot{H}^{1}$ function $f$ to $\Sigma$ is well estimated by the distance of $f$ to $\theta_{\Psi(f)}(Q)$, where $\Psi$ is the map constructed in Lemma 3.12.

Lemma 3.14. Let $Q \in \Sigma$ such that the nondegeneracy assumption (1.8) holds. There exists a small constant $\varepsilon_{2}>0$ with the following property. Let $f \in \dot{H}^{1}$ and $S \in \Sigma$ such that

$$
\begin{equation*}
\|f-Q\|_{\dot{H}^{1}}+\|f-S\|_{\dot{H}^{1}}<\varepsilon_{2} \tag{3.70}
\end{equation*}
$$

Then, if $A=\Psi(f)$ is given by Lemma 3.12,

$$
\begin{equation*}
\left\|f-\theta_{A}(Q)\right\|_{\dot{H}^{1}} \leq C\|f-S\|_{\dot{H}^{1}} \tag{3.71}
\end{equation*}
$$

Proof. We will prove

$$
\begin{equation*}
\left\|S-\theta_{A}(Q)\right\|_{\dot{H}^{1}} \leq C\|f-S\|_{\dot{H}^{1}} \tag{3.72}
\end{equation*}
$$

which obviously implies (3.71) (with a larger constant $C$ ).

Since the map $\Psi$ of Lemma 3.12 is Lipschitz-continuous, we have $|A| \leq C \varepsilon_{2}$. Taking $\varepsilon_{2}>0$ small, we can use Corollary 3.7. By (3.28) and assumption (3.70),

$$
\begin{align*}
\left\|\theta_{A}^{-1}(S)-Q\right\|_{\dot{H}^{1}} & =\left\|S-\theta_{A}(Q)\right\|_{\dot{H}^{1}} \\
& \leq\|f-S\|_{\dot{H}^{1}}+\left\|Q-\theta_{A}(Q)\right\|_{\dot{H}^{1}}+\|f-Q\|_{\dot{H}^{1}}  \tag{3.73}\\
& \leq C \varepsilon_{2}
\end{align*}
$$

By (3.27) in Corollary 3.7

$$
\begin{equation*}
\left\|\theta_{A}^{-1}(S)-Q\right\|_{\dot{H}^{1}} \leq C \sum_{i=1}^{m}\left|\int\left(\theta_{A}^{-1}(S)-Q\right) E_{i}\right| \tag{3.74}
\end{equation*}
$$

By the definition of $A=\Psi(f)$, we have $\int\left(\theta_{A}^{-1}(f)-Q\right) E_{i}=0$ for all $i$, and (3.74) implies

$$
\begin{aligned}
\left\|\theta_{A}^{-1}(S)-Q\right\|_{\dot{H}^{1}} & \leq C \sum_{i=1}^{m}\left|\int\left(\theta_{A}^{-1}(S)-\theta_{A}^{-1}(f)\right) E_{i}\right| \\
& \leq C\left\|\theta_{A}^{-1}(S)-\theta_{A}^{-1}(f)\right\|_{\dot{H}^{1}}=C\|S-f\|_{\dot{H}^{1}},
\end{aligned}
$$

which concludes the proof.

## 4. Proof of the main result

In this section we prove Theorem 1.3. Let, for $f \in \dot{H}^{1}$

$$
\begin{equation*}
d(\Sigma, f):=\inf \left\{\|f-Q\|_{\dot{H}^{1}}, \quad Q \in \Sigma\right\} \tag{4.1}
\end{equation*}
$$

We will use the following proposition, proved in Section 5 below:
Proposition 4.1. Let $Q \in \Sigma$ satisfying the nondegeneracy property (1.8). Then there exists $\delta_{0}=\delta_{0}(Q)$ with the following property. If $u$ is a solution of (1.1) with maximal time of existence $T_{+}$and such that

$$
\begin{gather*}
E\left(u, \partial_{t} u\right)=E(Q, 0)  \tag{4.2}\\
\left\|u_{0}-Q\right\|_{\dot{H}^{1}}+\left\|u_{1}\right\|_{L^{2}}<\delta_{0}  \tag{4.3}\\
\sup _{t \in\left[0, T_{+}\right)} d(\Sigma, u(t))+\left\|\partial_{t} u(t)\right\|_{L^{2}}<\delta_{0} \tag{4.4}
\end{gather*}
$$

then $T_{+}=+\infty$. Furthermore, there exists $S \in \Sigma$, of the form $S=\theta_{A}(Q)$ with $A \in \mathbb{R}^{N^{\prime}}$ close to 0 , such that one of the following holds:

$$
u \equiv S
$$

or there exists a (non-zero) eigenfunction $Y$ of $L_{S}$, with eigenvalue $-\omega^{2}$ such that, for some $\omega^{+}>\omega$,

$$
\begin{equation*}
\left\|\left(u(t), \partial_{t} u(t)\right)-\left(S+e^{-\omega t} Y,-\omega e^{-\omega t} Y\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq C e^{-\omega^{+} t} \tag{4.5}
\end{equation*}
$$

Remark 4.2. Proposition 4.1 remains valid if $Q=0$. In this case, $S=0$ and the linearized operator $L_{S}=-\Delta$ has no eigenvalue, so that (4.5) is impossible. The conclusion of the proposition means that the only small solution of (1.1) such that $E[u]=0$ is 0 , which is an immediate consequence of the critical Sobolev inequality.

We will also need the fact, proved in Section 6, that the Lorentz transform of a solution with the compactness property is also a solution with the compactness property (see Proposition 6.2 for a precise statement).

We let $u$ be a non-zero solution with the compactness property, so that there exist $\lambda(t)$, and $x(t)$ such that

$$
K=\left\{\left(\lambda^{\frac{N}{2}-1}(t) u(t, \lambda(t) \cdot+x(t)), \lambda^{\frac{N}{2}}(t) \partial_{t} u(t, \lambda(t) \cdot+x(t))\right), t \in\left(T_{-}(u), T_{+}(u)\right)\right\}
$$

has compact closure in $\dot{H}^{1} \times L^{2}$

### 4.1. Reduction to the case of zero momentum

By Proposition 1.2, there exist $Q \in \Sigma, \ell \in B^{N}(1)$ and $s_{n} \rightarrow T_{+}(u)$ such that

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|\lambda^{N / 2-1}\left(s_{n}\right) u\left(s_{n}, \lambda\left(s_{n}\right) \cdot+x\left(s_{n}\right)\right)-Q_{\ell}(0)\right\|_{\dot{H}^{1}}  \tag{4.6}\\
& +\left\|\lambda^{N / 2}\left(s_{n}\right) \partial_{t} u\left(s_{n}, \lambda\left(s_{n}\right) \cdot+x\left(s_{n}\right)\right)-\partial_{t} Q_{\ell}(0)\right\|_{\dot{H}^{1}}=0 .
\end{align*}
$$

By Proposition 6.2, we get that $u_{-\ell}$ is well defined and has the compactness property. Furthermore, in view of the proof of Lemma 6.12 (see Remark 6.15), there exists a sequence of times $\left\{t_{n}\right\}$ such that $\left(u_{-\ell}\left(t_{n}\right), \partial_{t} u_{-\ell}\left(t_{n}\right)\right)$ converges to $(Q, 0)$ (up to scaling and space translation). We deduce $P\left[u_{-\ell}\right]=0$. As a consequence, it is sufficient to prove Theorem 1.3 assuming

$$
P[u]=0,
$$

which we will do in the sequel.

### 4.2. Existence of the stationary profile

By Proposition $1.2,(1.2)$, and since $P[u]=0$, there exists a sequence $t_{n}^{+} \rightarrow T_{+}(u)$ and $Q \in \Sigma$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\lambda^{\frac{N-2}{2}}\left(t_{n}^{+}\right) u\left(t_{n}^{+}, \lambda\left(t_{n}^{+}\right) \cdot+x\left(t_{n}^{+}\right)\right)-Q\right\|_{\dot{H}^{1}}+\left\|\partial_{t} u\left(t_{n}^{+}\right)\right\|_{L^{2}}=0 \tag{4.7}
\end{equation*}
$$

where $Q$ verifies (1.8).

Let $\mathcal{M}(Q)=\{\theta(Q), \theta \in \mathcal{M}\}$. If $(f, g) \in \dot{H}^{1} \times L^{2}$, we let $d_{Q}$ be defined by

$$
\begin{equation*}
d_{Q}(f, g)=\inf \left\{\|f-\theta(Q)\|_{\dot{H}^{1}}+\|g\|_{L^{2}}, \quad \theta \in \mathcal{M}\right\} \tag{4.8}
\end{equation*}
$$

## Claim 4.3.

(a) $d_{Q}$ is continuous on $\dot{H}^{1} \times L^{2}$;
(b) $\mathcal{M}(Q)$ is closed in $\dot{H}^{1}$;
(c) $\forall(f, g) \in \dot{H}^{1} \times L^{2}, \quad d_{Q}(f, g)=0 \Longleftrightarrow(f, g) \in \mathcal{M}(Q) \times\{0\}$.

Proof. Point (a) is elementary, and (c) follows immediately from (b). Let us prove (b).

Let $\left\{Q_{n}\right\}_{n}$ be a sequence in $\mathcal{M}(Q)$, and $S \in \dot{H}^{1}$ such that $\lim _{n}\left\|Q_{n}-S\right\|_{\dot{H}^{1}}=$ 0 . We fix a small constant $\varepsilon>0$ and choose $n_{0}$ such that

$$
\forall n, p \geq n_{0}, \quad\left\|Q_{n}-Q_{p}\right\|_{\dot{H}^{1}}<\varepsilon
$$

For $n \geq n_{0}$, we let $A_{n}=\Psi\left(Q_{n}\right) \in \mathbb{R}^{N^{\prime}}$, where $\Psi$ is given by Lemma 3.12 with $Q=Q_{n_{0}}$. Note that the sequence $\left\{A_{n}\right\}_{n \geq n_{0}}$ is bounded in $\mathbb{R}^{N^{\prime}}$ (by $C \varepsilon$ ). Extracting, we can assume

$$
\lim _{n \rightarrow \infty} A_{n}=A \in \mathbb{R}^{N^{\prime}} \text { with }|A| \leq C \varepsilon
$$

By Lemma 3.14 with $f=S=Q_{n}, Q=Q_{n_{0}}$, and taking $\varepsilon$ smaller than the constant $\varepsilon_{2}$ of Lemma 3.14, we have

$$
Q_{n}=\theta_{A_{n}}\left(Q_{n_{0}}\right) \underset{n \rightarrow \infty}{\longrightarrow} \theta_{A}\left(Q_{n_{0}}\right)
$$

Thus $S=\theta_{A}\left(Q_{n_{0}}\right) \in \mathcal{M}(Q)$ since $Q_{n_{0}} \in \mathcal{M}(Q)$.

### 4.3. Existence and properties of an asymptotic compact solution

We first prove two lemmas. We must show that $\left(u_{0}, u_{1}\right) \in \mathcal{M}(Q) \times\{0\}$. We argue by contradiction.

Lemma 4.4. Let $u$ be as above, and assume that $\left(u_{0}, u_{1}\right) \notin \mathcal{M}(Q) \times\{0\}$. Let $\delta_{1}>0$ be a small parameter. Then there exists a solution $w$ of (1.1) such that $w$ has the compactness property and

$$
\begin{gather*}
d_{Q}\left(w_{0}, w_{1}\right)=\delta_{1}  \tag{4.9}\\
\forall t \in\left[0, T_{+}(w)\right), \quad d_{Q}\left(w(t), \partial_{t} w(t)\right) \leq \delta_{1} . \tag{4.10}
\end{gather*}
$$

Proof. Step 1: construction of $w$. By Claim 4.3, (c), and since $\left(u_{0}, u_{1}\right) \notin \mathcal{M}(Q) \times$ $\{0\}$ we have $d_{Q}\left(u_{0}, u_{1}\right)>0$. Choose $\delta_{1}$ small, so that $\delta_{1}<d_{Q}\left(u_{0}, u_{1}\right)$. We have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{Q}\left(u\left(t_{n}^{+}\right), \partial_{t} u\left(t_{n}^{+}\right)\right)=0 \tag{4.11}
\end{equation*}
$$

By continuity of $d_{Q}$, if $n$ is large, there exists $t_{n}$ such that

$$
\begin{gather*}
0<t_{n}<t_{n}^{+}  \tag{4.12}\\
\forall t \in\left(t_{n}, t_{n}^{+}\right], \quad d_{Q}\left(u(t), \partial_{t} u(t)\right)<\delta_{1}  \tag{4.13}\\
d_{Q}\left(u\left(t_{n}\right), \partial_{t} u\left(t_{n}\right)\right)=\delta_{1} . \tag{4.14}
\end{gather*}
$$

We let

$$
w_{n}(s, y)=\lambda^{\frac{N-2}{2}}\left(t_{n}\right) u\left(t_{n}+\lambda\left(t_{n}\right) s, x\left(t_{n}\right)+\lambda\left(t_{n}\right) y\right)
$$

where $\lambda(t), x(t)$ are given by Definition 1.1. By the compactness property, extracting subsequences in $n$ if necessary, there exist $\left(w_{0}, w_{1}\right) \in \dot{H}^{1} \times L^{2}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(w_{n}(0)-w_{0}, \partial_{s} w_{n}(0)-w_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{4.15}
\end{equation*}
$$

By Lemma 6.10 (a), $w$ has the compactness property.
Step 2. Proof of (4.9) and (4.10).
The equality (4.9) follows directly from (4.14) and (4.15) by the continuity of $d_{Q}$.

To prove (4.10), it is sufficient to prove that for all $s$ in $\left[0, T_{+}(w)\right)$, there exists $N(s)$ such that

$$
\begin{equation*}
\forall n \geq N(s), \quad t_{n}+\lambda\left(t_{n}\right) s<t_{n}^{+} \tag{4.16}
\end{equation*}
$$

The desired property (4.10) will then follow from (4.13), (4.15) and the continuity of $d_{Q}$.

We prove (4.16) by contradiction. Assume that there exists $s \in\left[0, T_{+}(w)\right)$ such that (4.16) does not hold. Then, since $t_{n}<t_{n}^{+}$, extracting subsequences if necessary, there exists a sequence $s_{n}$ such that

$$
\begin{equation*}
\forall n, s_{n} \in[0, s] \text { and } t_{n}+\lambda\left(t_{n}\right) s_{n}=t_{n}^{+} \tag{4.17}
\end{equation*}
$$

Extracting again subsequences, we assume

$$
\lim _{n \rightarrow \infty} s_{n}=s_{\infty} \in[0, s] .
$$

By long time perturbation theory,

$$
\lim _{n \rightarrow \infty}\left\|\left(w_{n}\left(s_{n}\right), \partial_{s} w_{n}\left(s_{n}\right)\right)-\left(w\left(s_{\infty}\right), \partial_{s} w\left(s_{\infty}\right)\right)\right\|_{\dot{H}^{1} \times L^{2}}=0
$$

that is

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left(\lambda^{N / 2-1}\left(t_{n}\right) u\left(t_{n}^{+}, \lambda\left(t_{n}\right) \cdot+x\left(t_{n}\right)\right), \lambda^{N / 2}\left(t_{n}\right) \partial_{t} u\left(t_{n}^{+}, \lambda\left(t_{n}\right) \cdot+x\left(t_{n}\right)\right)\right) \\
& \quad=\left(w\left(s_{\infty}\right), \partial_{s} w\left(s_{\infty}\right)\right)
\end{aligned}
$$

in $\dot{H}^{1} \times L^{2}$. By (4.11) and the continuity of $d_{Q}$, we deduce $d_{Q}\left(w\left(s_{\infty}\right), \partial_{s} w\left(s_{\infty}\right)\right)=$ 0 . By Claim 4.3 (c), $w\left(s_{\infty}\right) \in \mathcal{M}(Q)$ and $\partial_{s} w\left(s_{\infty}\right)=0$, which contradicts (4.9). The proof of the Lemma is complete.

We can choose $\delta_{1}$ in Lemma 4.4 so small that $d_{Q}\left(w_{0}, w_{1}\right)=\delta_{1}<\delta_{0}$, where $\delta_{0}$ is given by Proposition 4.1. As a consequence, there exists $\widetilde{Q} \in \mathcal{M}(Q)$ such that

$$
\left\|\left(w_{0}, w_{1}\right)-(\widetilde{Q}, 0)\right\|_{\dot{H}^{1} \times L^{2}}<\delta_{0} .
$$

Since $Q$ satisfies the non-degeneracy assumption (1.8), this is also the case for $\widetilde{Q}$. Combining with (4.10), we see that $w$ satisfies the assumptions of Proposition 4.1. By the conclusion of this proposition, $T_{+}(w)=+\infty$ and, since $\left(w_{0}, w_{1}\right) \notin \mathcal{M}(Q)$ (by (4.9)), there exists $S \in \mathcal{M}(Q)$ and $Y$ such that

$$
\begin{gather*}
L_{S} Y=-\omega^{2} Y, \quad Y \not \equiv 0, \quad \omega>0  \tag{4.18}\\
\forall t \geq 0, \quad\left\|\left(\varepsilon(t), \partial_{t} \varepsilon(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq C e^{-\omega^{+} t}, \tag{4.19}
\end{gather*}
$$

where $\omega_{+}>\omega$ is close to $\omega$ and

$$
\begin{equation*}
\varepsilon(t)=w(t)-S-e^{-\omega t} Y \tag{4.20}
\end{equation*}
$$

We next prove:
Lemma 4.5. There exist $r_{0}, T>0$ and a constant $C>0$ such that for all $t_{0} \geq T$,

$$
\begin{equation*}
\sup _{t>T_{-}(w)}\left\|\left(\nabla \varepsilon(t), \partial_{t} \varepsilon(t)\right)\right\|_{L^{2}\left(\left\{|x| \geq r_{0}+\left|t_{0}-t\right|\right\}\right)} \leq C e^{-\omega^{+} t_{0}} \tag{4.21}
\end{equation*}
$$

Remark 4.6. The bound (4.21) is valid for all $t \in\left(T_{-}(w),+\infty\right)$. However we will use it only for $T_{-}(w)<t<t_{0}$
Remark 4.7. In the supremum in (4.21), $t$ can be negative, and thus, if $\left|T_{-}(w)\right|$ is large, $e^{-\omega t}$ can be very large. However, in the region $\left\{|x| \geq r_{0}+\left|t_{0}-t\right|\right\}$, $e^{-\omega t} Y(x)$ is small (see Claim 4.8 below).

Proof. We notice that $f(t)=w(t)-S$ satisfies $\partial_{t}^{2} f+L_{S} f=R_{S}(f)$, where $R_{S}(f)$ is defined in (3.42). Thus $\varepsilon(t)=f(t)-e^{-\omega t} Y$ satisfies

$$
\begin{equation*}
\partial_{t}^{2} \varepsilon-\Delta \varepsilon=\frac{N+2}{N-2}|S|^{\frac{4}{N-2}} \varepsilon+R_{S}\left(\varepsilon+e^{-\omega t} Y\right) \tag{4.22}
\end{equation*}
$$

In the sequel, we denote by $\chi_{r_{0}, t_{0}}$ the characteristic function of the set $\{(t, x) \in$ $\mathbb{R}^{N+1}$, s.t. $\left.|x| \geq r_{0}+\left|t-t_{0}\right|\right\}$. We will need the following bounds, proved in Appendix D, which are consequences of the estimates obtained in Section 3.2.4.

## Claim 4.8.

$$
\begin{aligned}
& \chi_{r_{0}, t_{0}} S \in L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}:=L^{\frac{N+2}{N-2}}\left(\mathbb{R}, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right), \quad \chi_{r_{0}, t_{0}} e^{-\omega t} Y \in L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}} \\
&\left\|\chi_{r_{0}, t_{0}} S\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}} \leq \frac{C}{r_{0}^{N / 2-1}}, \quad\left\|\chi_{r_{0}, t_{0}} e^{-\omega t} Y\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}} \leq C e^{-\omega\left(t_{0}+r_{0}\right)}} .
\end{aligned}
$$

By Strichartz estimates and the local well-posedness theory for (1.1),

$$
w \in L_{\mathrm{loc}}^{\frac{N+2}{N-2}}\left(\left(T_{-}(w),+\infty\right), L^{\frac{2(N+2)}{N-2}}\right)
$$

Thus $\varepsilon \in L_{\text {loc }}^{\frac{N+2}{N-2}}\left(\left(T_{-}(w),+\infty\right), L^{\frac{2(N+2)}{N-2}}\right)$. Using Claim 4.8, we deduce

$$
\left(R_{S}\left(\varepsilon+e^{-\omega t} Y\right)+\frac{N+2}{N-2}|S|^{\frac{4}{N-2}} \varepsilon\right) \chi_{r_{0}, t_{0}} \in L_{\mathrm{loc}}^{1}\left(\left(T_{-}(w),+\infty\right), L^{2}\right)
$$

We define $\bar{\varepsilon}$ as the solution, in the integral sense, of the following equation:

$$
\left\{\begin{align*}
\partial_{t}^{2} \bar{\varepsilon}-\Delta \bar{\varepsilon} & =\left(R_{S}\left(\varepsilon+e^{-\omega t} Y\right)+\frac{N+2}{N-2}|S|^{\frac{4}{N-2}} \varepsilon\right) \chi_{r_{0}, t_{0}}  \tag{4.23}\\
\left(\bar{\varepsilon}, \partial_{t} \bar{\varepsilon}\right)_{\mid t=t_{0}} & =\left(\varepsilon, \partial_{t} \varepsilon\right)_{\mid t=t_{0}} .
\end{align*}\right.
$$

By Strichartz estimates,

$$
\begin{align*}
& \left(\bar{\varepsilon}, \partial_{t} \bar{\varepsilon}\right) \in C^{0}\left(\left(T_{-}(w),+\infty\right), \dot{H}^{1} \times L^{2}\right) \\
& \text { and }  \tag{4.24}\\
& \bar{\varepsilon} \in L_{\mathrm{loc}}^{\frac{N+2}{N-2}}\left(\left(T_{-}(w),+\infty\right), L^{\frac{2(N+2)}{N-2}}\right)
\end{align*}
$$

By finite speed of propagation and equations (4.22) and (4.23), $\varepsilon=\bar{\varepsilon}$ almost everywhere for $(x, t)$ such that $|x| \geq r_{0}+\left|t-t_{0}\right|$, and we can rewrite (4.23) as

$$
\left\{\begin{align*}
\partial_{t}^{2} \bar{\varepsilon}-\Delta \bar{\varepsilon} & =\left(R_{S}\left(\bar{\varepsilon}+e^{-\omega t} Y\right)+\frac{N+2}{N-2}|S|^{\frac{4}{N-2}} \bar{\varepsilon}\right) \chi_{r_{0}, t_{0}}  \tag{4.23'}\\
\left(\bar{\varepsilon}, \partial_{t} \bar{\varepsilon}\right)_{\mid t=t_{0}} & =\left(\varepsilon, \partial_{t} \varepsilon\right)_{\mid t=t_{0}}
\end{align*}\right.
$$

We shall prove that there is a large constant $C>0$ such that if $r_{0}$ and $t_{0}$ are large,

$$
\begin{equation*}
\|\bar{\varepsilon}\|_{L^{N+2}}\left(\left(T_{-}(w),+\infty\right) ; L^{\frac{2(N+2)}{N-2}}\right)+\sup _{t>T_{-}(w)}\left\|\left(\bar{\varepsilon}(t), \partial_{t} \bar{\varepsilon}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq C e^{-\omega^{+} t_{0}} \tag{4.25}
\end{equation*}
$$

We will use a bootstrap argument. Let $I \subset\left(T_{-}(w),+\infty\right)$ be an interval such that $t_{0} \in I$ and

$$
\begin{equation*}
\|\bar{\varepsilon}\|_{L^{\frac{N+2}{N-2}}\left(I ; L^{\frac{2(N+2)}{N-2}}\right)} \leq M e^{-\omega^{+} t_{0}} \tag{4.26}
\end{equation*}
$$

( $M$ will be specified later). We will write $\chi=\chi_{r_{0}, t_{0}}, L(I)=L^{\frac{N+2}{N-2}}\left(I, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right.$ ) to lighten the notation. By Strichartz estimates, (4.19) and equation (4.23'),

$$
\begin{align*}
\|\bar{\varepsilon}\|_{L(I)}+\sup _{t \in I}\left\|\left(\bar{\varepsilon}(t), \partial_{t} \bar{\varepsilon}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq & C e^{-\omega_{+} t_{0}} \\
& +C\left\|R_{S}\left(\bar{\varepsilon}+e^{-\omega t} Y\right) \chi\right\|_{L^{1}\left(I, L^{2}\right)}  \tag{4.27}\\
& +C\left\||S|^{\frac{4}{N-2} \bar{\varepsilon}} \chi\right\|_{L^{1}\left(I, L^{2}\right)}
\end{align*}
$$

(here and until the end of the proof, $C$ denotes a large positive constant, that may change from line to line and is independent of $M$ ). By the pointwise bound (3.43) on $R_{S}$ and Hölder's inequality

$$
\begin{aligned}
& \left\|R_{S}\left(\bar{\varepsilon}+e^{-\omega t} Y\right) \chi\right\|_{L^{1}\left(I, L^{2}\right)} \\
& \quad \leq C\left(\|S \chi\|_{L(I)}^{\frac{6-N}{N-2}}\left\|\left(\bar{\varepsilon}+e^{-\omega t} Y\right) \chi\right\|_{L(I)}^{2}+\left\|\left(\bar{\varepsilon}+e^{-\omega t} Y\right) \chi\right\|_{L(I)}^{\frac{N+2}{N-2}}\right) .
\end{aligned}
$$

Combining with Claim 4.8 and the bootstrap assumption (4.26), we obtain

$$
\begin{align*}
& \left\|R_{S}\left(\bar{\varepsilon}+e^{-\omega t} Y\right) \chi\right\|_{L^{1}\left(I, L^{2}\right)} \\
& \leq C\left(\frac{1}{r_{0}^{\frac{6-N}{2}}}\left(M^{2} e^{-2 \omega^{+} t_{0}}+e^{-2 \omega\left(t_{0}+r_{0}\right)}\right)+M^{\frac{N+2}{N-2}} e^{-\frac{N+2}{N-2} \omega^{+} t_{0}}+e^{-\frac{N+2}{N-2} \omega\left(t_{0}+r_{0}\right)}\right) \tag{4.28}
\end{align*}
$$

On the other hand, using again Hölder's inequality, Claim 4.8 and the bootstrap assumption (4.26),

$$
\begin{equation*}
\left\||S|^{\frac{4}{N-2} \bar{\varepsilon}} \chi\right\|_{L^{1}\left(I, L^{2}\right)} \leq C\|S \chi\|_{L(I)}^{\frac{4}{N-2}}\|\bar{\varepsilon}\|_{L(I)} \leq \frac{C}{r_{0}^{2}} M e^{-\omega^{+} t_{0}} . \tag{4.29}
\end{equation*}
$$

Combining (4.27), (4.28) and (4.29), we obtain that there exists a constant $C_{0}>0$ (independent of the choice of $M$ ) such that

$$
\begin{align*}
& \|\bar{\varepsilon}\|_{L(I)}+\sup _{t \in I}\left\|\left(\bar{\varepsilon}(t), \partial_{t} \bar{\varepsilon}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \\
& \leq C_{0}\left(e^{-\omega^{+} t_{0}}+\frac{M}{r_{0}^{2}} e^{-\omega^{+} t_{0}}+\frac{M^{2}}{r_{0}^{\frac{6-N}{2}} e^{-2 \omega^{+} t_{0}}+M^{\frac{N+2}{N-2}} e^{-\frac{N+2}{N-2} \omega^{+} t_{0}}}\right.  \tag{4.30}\\
& \left.\quad+\frac{1}{r_{0}^{\frac{6-N}{2}}} e^{-2 \omega\left(t_{0}+r_{0}\right)}+e^{-\frac{N+2}{N-2} \omega\left(t_{0}+r_{0}\right)}\right)
\end{align*}
$$

We let $M=C_{0}+3$, choose $r_{0}>0$ so large that

$$
\frac{C_{0} M}{r_{0}^{2}} \leq 1
$$

then choose $T>0$ large, so that
$C_{0}\left(\frac{M^{2}}{r_{0}^{\frac{6-N}{2}}} e^{-2 \omega^{+} T}+M^{\frac{N+2}{N-2}} e^{-\frac{N+2}{N-2} \omega^{+} T}+\frac{1}{r_{0}^{\frac{6-N}{2}}} e^{-2 \omega\left(T+r_{0}\right)}+e^{-\frac{N+2}{N-2} \omega\left(T+r_{0}\right)}\right) e^{\omega+T} \leq 1$
Then, if $t_{0} \geq T$,

$$
\begin{equation*}
(4.26) \Longrightarrow \sup _{t \in I}\left\|\left(\bar{\varepsilon}(t), \partial_{t} \bar{\varepsilon}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}}+\|\bar{\varepsilon}\|_{L(I)} \leq(M-1) e^{-\omega^{+} t_{0}} \tag{4.31}
\end{equation*}
$$

By (4.24), $\|\bar{\varepsilon}\|_{L\left(\left(t_{0}-\eta, t_{0}+\eta\right)\right)} \leq M e^{-\omega^{+} t_{0}}$ for small positive $\eta$. Letting

$$
\sigma=\sup \left\{t>t_{0},\|\bar{\varepsilon}\|_{L\left(\left(t_{0}, t\right)\right)} \leq M e^{-\omega^{+} t_{0}}\right\}
$$

we obtain by $(4.31)$ that $\|\bar{\varepsilon}\|_{L\left(\left(t_{0}, \sigma\right)\right)} \leq(M-1) e^{-\omega^{+} t_{0}}$, and thus $\sigma=+\infty$ and, by (4.31),

$$
\sup _{t_{0}<t}\left\|\left(\bar{\varepsilon}(t), \partial_{t} \bar{\varepsilon}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq(M-1) e^{-\omega^{+} t_{0}} .
$$

Using a similar argument for times $t \leq t_{0}$, we deduce (4.25). Since $\varepsilon=\bar{\varepsilon}$ in the region $|x| \geq r_{0}+\left|t-t_{0}\right|$, we obtain the conclusion (4.21) of the Lemma.

### 4.4. End of the proof

We next close the proof of Theorem 1.3 by an energy channel argument. Let $w$ be the asymptotic solution, satisfying the compactness property, defined in the preceding subsection. We will prove that

$$
\liminf _{t \rightarrow T_{-}(w)}\left\|\partial_{t} w(t)\right\|_{L^{2}}>0
$$

contradicting Proposition 1.2. Let $t \in\left(T_{-}(w), 0\right]$. We have

$$
\partial_{t} w(t)=-\omega e^{-\omega t} Y+\partial_{t} \varepsilon(t)
$$

Hence

$$
\begin{aligned}
& \left(\int_{r_{0}+\left|t-t_{0}\right| \leq|x| \leq r_{0}+\left|t-t_{0}\right|+1}\left|\partial_{t} w(t, x)\right|^{2} d x\right)^{\frac{1}{2}} \\
\geq & \frac{1}{C}\left(\int_{r_{0}+\left|t-t_{0}\right|}^{r_{0}+\left|t-t_{0}\right|+1} \int_{S^{N-1}} Y^{2}(r, \theta) e^{-2 \omega t} d \theta r^{N-1} d r\right)^{\frac{1}{2}} \\
& -\left(\int_{r_{0}+\left|t-t_{0}\right| \leq|x| \leq r_{0}+\left|t-t_{0}\right|+1}\left|\partial_{t} \varepsilon(t, x)\right|^{2} d x\right)^{\frac{1}{2}}
\end{aligned}
$$

By Corollary 3.10 and Lemma 4.5 we deduce that if $t_{0} \geq T$, and $r_{0}$ is as in Lemma 4.5,

$$
\begin{aligned}
\left\|\partial_{t} w(t)\right\|_{L^{2}} & \geq \frac{1}{C}\left(\int_{r_{0}+\left|t-t_{0}\right|}^{r_{0}+\left|t-t_{0}\right|+1} e^{-2 \omega t} e^{-2 \omega r} d r\right)^{1 / 2}-C e^{-\omega^{+} t_{0}} \\
& \geq \frac{1}{C_{1}} e^{-\omega\left(t_{0}+r_{0}\right)}-C_{2} e^{-\omega^{+} t_{0}}
\end{aligned}
$$

for some constants $C_{1}, C_{2}$. We have used the fact that $t$ is negative, so that $\left|t-t_{0}\right|=$ $t_{0}-t$. We fix $t_{0} \geq T$ such that $\frac{1}{2 C_{1}} e^{-\omega r_{0}} \geq C_{2} e^{-\left(\omega^{+}-\omega\right) t_{0}}$, and obtain

$$
\forall t \in\left(T_{-}(w), t_{0}\right], \quad\left\|\partial_{t} w\right\|_{L^{2}} \geq \frac{1}{2 C_{1}} e^{-\omega t_{0}-\omega r_{0}}
$$

Since $P[w]=0$, we must have $\ell=0$ in Proposition 1.2, which shows that

$$
\lim _{n \rightarrow \infty}\left\|\partial_{t} w\left(t_{n}^{-}\right)\right\|_{L^{2}}=0
$$

a contradiction. The proof is complete.

### 4.5. Rigidity result with an additional bound on the solution

We prove here the following consequence of Theorem 1.3 , which is a corrected version of [16, Theorem 2]. See also the corrected arXiv version arXiv:1003.0625v5, where a proof independent of Theorem 1.3 is given. We recall from (1.3) the definition of the radial stationary solution $W$, that satisfies the nondegeneracy assumption (1.8) (see e.g. [19, Remark 5.6]).

Corollary 4.9. Let $u$ be a solution of (1.1) with the compactness property. Let $\ell=-P[u] / E[u]$. Assume that one of the following holds:

$$
\begin{equation*}
\limsup _{t \rightarrow T^{+}(u)}\|\nabla u(t)\|_{L^{2}}^{2}<\frac{2 N-2(N-1)|\ell|^{2}}{N \sqrt{1-|\ell|^{2}}}\|\nabla W\|_{L^{2}}^{2} \tag{4.32}
\end{equation*}
$$

or

$$
\begin{equation*}
\limsup _{t \rightarrow T^{+}(u)}\|\nabla u(t)\|_{L^{2}}^{2}+(N-1)\left\|\partial_{t} u(t)\right\|_{L^{2}}^{2}<\frac{2}{\sqrt{1-|\ell|^{2}}}\|\nabla W\|_{L^{2}}^{2} \tag{4.33}
\end{equation*}
$$

Then there exist $x_{0} \in \mathbb{R}^{N}, \iota_{0} \in\{-1,+1\}$ and $\lambda_{0}>0$ such that

$$
u(t, x)=\iota_{0} \lambda_{0}^{\frac{N}{2}-1} W_{\ell}\left(\lambda_{0} t, \lambda_{0} x+x_{0}\right)
$$

where $\ell=-P[u] / E[u]$ is an element of $B^{N}(1)$ by Proposition 1.2.

Remark 4.10. Note that

$$
\inf _{0 \leq \ell<1} \frac{2 N-2(N-1) \ell^{2}}{N \sqrt{1-\ell^{2}}}=\frac{4 \sqrt{N-1}}{N}
$$

which shows that Corollary 4.9 implies Theorem 2 of the arXiv version of [16].
Proof of Corollary 4.9. Let $u$ be as in Corollary 4.9, and $Q^{+} \in \Sigma$ be given by Proposition 1.2. According to Theorem 1.3, and since $W$ satisfies the nondegeneracy assumption (1.8), it is sufficient to prove that $Q^{+}$is equal to $W$ up to sign change, space translation and scaling. We recall (see [16, Proof of Lemma 2.6]):

$$
\begin{align*}
Q & \in \Sigma \text { and }\|\nabla Q\|_{L^{2}}^{2}<2\|\nabla W\|_{L^{2}}^{2} \\
& \Longrightarrow \exists \iota_{0} \in\{-1,+1\}, \lambda_{0}>0, x_{0} \in \mathbb{R}^{N} \text { s.t. } Q(x)=\iota_{0} \lambda_{0}^{\frac{N}{2}-1} W\left(\lambda_{0} x\right) \tag{4.34}
\end{align*}
$$

We are thus reduced to prove

$$
\begin{equation*}
\left\|\nabla Q^{+}\right\|_{L^{2}}^{2}<2\|\nabla W\|_{L^{2}}^{2} \tag{4.35}
\end{equation*}
$$

Recall that

$$
\left\|\nabla Q^{+}\right\|_{L^{2}}^{2}=\left\|Q^{+}\right\|_{L^{\frac{2 N}{N-2}}}^{\frac{2 N}{N-2}}
$$

Let $j=1 \ldots N$. Multiplying the equation $-\Delta Q^{+}=\left|Q^{+}\right|^{\frac{4}{N-2}} Q^{+}$by $x_{j} \partial_{x_{j}} Q^{+}$ and integrating by parts, we obtain

$$
\left\|\partial_{x_{j}} Q^{+}\right\|_{L^{2}}^{2}=\frac{1}{N}\left\|\nabla Q^{+}\right\|_{L^{2}}^{2}
$$

We deduce by direct computations

$$
\begin{aligned}
& \left\|\nabla Q_{\ell}^{+}(0)\right\|_{L^{2}}^{2}=\frac{N-(N-1)|\ell|^{2}}{N \sqrt{1-|\ell|^{2}}}\left\|\nabla Q^{+}\right\|_{L^{2}}^{2} \\
& \left\|\partial_{t} Q_{\ell}^{+}(0)\right\|_{L^{2}}^{2}=\frac{|\ell|^{2}}{N \sqrt{1-|\ell|^{2}}}\left\|\nabla Q^{+}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Thus we see that (4.32) or (4.33) implies, together with the conclusion (1.4) of Proposition 1.2, that (4.35) holds, which concludes the proof of Corollary 4.9.

## 5. Convergence to a stationary solution by modulation theory

This section is devoted to the proof of the Proposition 4.1.
We divide the proof into two steps: in 5.1 , we prove that $u$ converges exponentially to a stationary solution; in 5.2 , we conclude the proof. The proof relies on modulation theory and precise asymptotics on approximate linear differential systems.

### 5.1. Exponential convergence to the stationary solution

In this subsection, we prove the following proposition, which is the first of two steps of the proof of Proposition 4.1.
Proposition 5.1. Let u satisfy the assumptions of Proposition 4.1. Then $T_{+}=+\infty$. Furthermore, there exist $S \in \Sigma$, of the form $S=\theta_{A}(Q)$ with $A \in \mathbb{R}^{N^{\prime}}$ close to 0 , and $\omega, C>0$ such that

$$
\forall t \geq 0, \quad\left\|\left(u(t)-S, \partial_{t} u(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq C e^{-\omega t}
$$

In all Section 5.1, we consider a solution $u$ as in Propositions 4.1 and 5.1, and two small parameters, $\delta_{0}, r_{0}>0$ such that

$$
0<\delta_{0} \ll r_{0} \ll 1
$$

### 5.1.1. Modulation of the solution

By our assumptions on $u$,

$$
\begin{equation*}
\left\|u_{0}-Q\right\|_{\dot{H}^{1}}<\delta_{0} \tag{5.1}
\end{equation*}
$$

Let $r_{0}>0$ be such that $B_{\dot{H}^{1}}\left(Q, r_{0}\right) \subset \mathcal{V}$, where $\mathcal{V}$ is the neighborhood of $Q$ in $H^{-1}$ given by Lemma 3.12. Let

$$
\begin{equation*}
T_{0}=\inf \left\{t \in\left[0, T_{+}\right) \text {s.t. }\|u(t)-Q\|_{\dot{H}^{1}} \geq r_{0}\right\} \tag{5.2}
\end{equation*}
$$

If $\|u(t)-Q\|_{\dot{H}^{1}}<r_{0}$ for all $t \in\left[0, T_{+}\right)$, we let $T_{0}=T_{+}$. We can choose $\delta_{0}$ such that $0<\delta_{0}<r_{0} / 2$, which implies by (4.3) that $T_{0}>0$.

If $t \in\left[0, T_{0}\right)$, we let $A(t)=\Psi(u(t))(\Psi$ given by Lemma 3.12), so that

$$
\begin{equation*}
\forall j=1, \ldots, m, \quad \int h(t, x) E_{j}(x) d x=0 \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
h=\theta_{A}^{-1}(u)-Q . \tag{5.4}
\end{equation*}
$$

By Lemma 3.14 and (4.4)

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad\|h(t)\|_{\dot{H}^{1}}=\left\|u(t)-\theta_{A(t)}(Q)\right\|_{\dot{H}^{1}} \leq C \delta_{0} \tag{5.5}
\end{equation*}
$$

Since $u \in C^{1}\left(\left[0, T_{+}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$, we know by Lemma 3.12 that $A \in C^{1}\left(\left[0, T_{0}\right), \mathbb{R}^{N^{\prime}}\right)$. Furthermore (using the Lipschitz continuity of the function $\Psi$ of Lemma 3.12), $\|A(t)\| \leq C r_{0}$. Let

$$
\begin{gather*}
\alpha_{j}(t)=\int h(t) Y_{j}, \quad \beta_{j}(t)=\int \partial_{t} u(t)\left(\theta_{A(t)}^{-1}\right)^{*} Y_{j}, \quad j=1, \ldots, p  \tag{5.6}\\
\delta(t)=\sqrt{\sum_{j=1}^{p} \alpha_{j}^{2}(t)} \tag{5.7}
\end{gather*}
$$

Lemma 5.2. There exists $C>0$ such that

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad \frac{1}{C}\left(\left\|\partial_{t} u(t)\right\|_{L^{2}}+\|h(t)\|_{\dot{H}^{1}}\right) \leq \delta(t) \leq C\|h(t)\|_{\dot{H}^{1}} \tag{5.8}
\end{equation*}
$$

Proof. The inequality at the right-hand side of (5.8) follows immediately from the definition of $\delta(t)$. Let us show the other inequality.

By conservation of the energy, we have, for $t \in\left[0, T_{0}\right)$,

$$
E(Q, 0)=E\left(u(t), \partial_{t} u(t)\right)=E\left(\theta_{A(t)}^{-1}(u(t)), \partial_{t} u(t)\right)=E\left(Q+h(t), \partial_{t} u(t)\right)
$$

and thus

$$
\begin{equation*}
E(Q, 0)=E(Q, 0)+\frac{1}{2} \int\left(\partial_{t} u(t)\right)^{2}+\Phi_{Q}(h(t))+\mathcal{O}\left(\|h(t)\|_{L^{2 N}}^{3}\right) \tag{5.9}
\end{equation*}
$$

Hence:

$$
\begin{equation*}
\int\left(\partial_{t} u(t)\right)^{2}+\Phi_{Q}\left(h(t)-\sum_{j=1}^{p} \alpha_{j}(t) Y_{j}\right) \leq C\|h(t)\|_{\dot{H}^{1}}^{3}+C \delta^{2}(t) \tag{5.10}
\end{equation*}
$$

By the definitions of $A, h$ and $\alpha_{j}$, we have

$$
\begin{aligned}
\int\left(h(t)-\sum_{j=1}^{p} \alpha_{j}(t) Y_{j}\right) E_{k}=0, & k=1, \ldots, m \\
\int\left(h(t)-\sum_{j=1}^{p} \alpha_{j}(t) Y_{j}\right) Y_{\ell}=0, & \ell=1, \ldots, p
\end{aligned}
$$

By Proposition 3.6,

$$
\left\|h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}^{2} \leq C \Phi_{Q}\left(h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right) .
$$

Hence, by (5.10),

$$
\int\left(\partial_{t} u\right)^{2}+\left\|h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}^{2} \leq C\|h\|_{\dot{H}^{1}}^{3}+C \delta^{2}(t) .
$$

Noting

$$
\begin{aligned}
\|h(t)\|_{\dot{H}^{1}}^{2} & =\left\|\sum_{j=1}^{p} \alpha_{j} Y_{j}+h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}^{2}\left(\sum_{j=1}^{p}\left\|\alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}+\left\|h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}\right)^{2} \\
& \leq 2\left\|h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}^{2}+2\left(\sum_{j=1}^{p}\left|\alpha_{j}\right|\left\|Y_{j}\right\|_{\dot{H}^{1}}\right)^{2} \\
& \leq 2\left\|h-\sum_{j=1}^{p} \alpha_{j} Y_{j}\right\|_{\dot{H}^{1}}^{2}+C \delta^{2}
\end{aligned}
$$

we obtain the left-hand inequality in (5.8).

Lemma 5.3. There exists $C>0$ such that

$$
\forall t \in\left[0, T_{0}\right), \quad\left\|A^{\prime}(t)\right\| \leq C \delta(t)
$$

Proof. Note that $A(t)=\Psi(u(t))$, where $\Psi$ is a $C^{1}$ map from $H^{-1}$ to $\mathbb{R}^{N^{\prime}}$. Differentiating, we obtain

$$
A^{\prime}(t)=(d \Psi)(u(t)) \frac{d u}{d t}
$$

and thus, using the uniform bound of $d \Psi$ in the proof of Lemma 3.12,

$$
\left\|A^{\prime}(t)\right\| \leq C\left\|\frac{d u}{d t}\right\|_{H^{-1}} \leq C\left\|\frac{d u}{d t}\right\|_{L^{2}} \leq C \delta(t)
$$

where the last inequality follows from Lemma 5.2.
5.1.2. Reduction to an approximate finite-dimensional linear differential system

Lemma 5.4. Under the assumptions of Propostion 4.1, let $\alpha_{j}, \beta_{j}$ and $\delta$ be defined by (5.6),(5.7). Then $\alpha_{j}, \beta_{j} \in C^{1}\left(\left[0, T_{0}\right), \mathbb{R}\right)$ and

$$
\begin{align*}
\left|\alpha_{j}^{\prime}(t)-\beta_{j}(t)\right| & \leq C \delta^{2}(t)  \tag{5.11}\\
\left|\beta_{j}^{\prime}(t)-\omega_{j}^{2} \alpha_{j}(t)\right| & \leq C\left(|A(t)| \delta(t)+\delta^{2}(t)\right) \tag{5.12}
\end{align*}
$$

Proof. We have

$$
\alpha_{j}(t)=-\int Q Y_{j}+\int u(t)\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right) \text { and } \beta_{j}(t)=\int \partial_{t} u(t)\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)
$$

and the fact that $\alpha_{j}$ and $\beta_{j}$ are $C^{1}$ follows from the fact that $u \in C^{2}\left(\left[0, T_{0}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right.$, $A \in C^{1}\left(\left[0, T_{0}\right), \mathbb{R}^{N^{\prime}}\right)$ and Corollary A. 2 with $\psi=Y_{j}$. Differentiating under the integral defining $\alpha_{j}$, we obtain

$$
\begin{equation*}
\alpha_{j}^{\prime}(t)=\underbrace{\int \partial_{t} u(t)\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)}_{\beta_{j}(t)}+\int u(t) \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right) \tag{5.13}
\end{equation*}
$$

We note that the second integral is equal to

$$
\int \theta_{A(t)}^{-1}(u(t))\left(\theta_{A(t)}\right)^{*}\left[\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right]
$$

We have

$$
\begin{aligned}
\left(\theta_{A(t)}\right)^{*}\left(\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right) & =\frac{\partial}{\partial \tau}\left(\left(\theta_{A(t)}\right)^{*}\left(\theta_{A(\tau)}^{-1}\right)^{*}\left(Y_{j}\right)\right)_{\upharpoonright \tau=t} \\
& =\frac{d}{d \tau}\left(\left(\theta_{B(\tau)}^{-1}\right)^{*}\left(Y_{j}\right)\right)_{\upharpoonright \tau=t}
\end{aligned}
$$

where, in view of point (e) of Proposition 3.1, $\tau \mapsto B(\tau)$ is a $C^{1}$ function such that $B(0)=0$.

Using Corollary A.2, we get that

$$
\left(\theta_{A(t)}\right)^{*}\left(\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right)
$$

is a linear combination of terms of the form $T^{*} Y_{j}$, where $T$ is one of the transformations defining $\widetilde{\mathcal{Z}}: \partial_{x_{j}}, x_{j} \partial_{x_{k}}-x_{k} \partial_{x_{j}},(2-N) x_{j}+|x|^{2} \partial_{x_{j}}-2 x_{j} x \cdot \nabla$ and $\frac{N-2}{2}+x \cdot \nabla$, we deduce:

$$
\int Q\left(\theta_{A(t)}\right)^{*}\left[\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right]=\sum_{k=1}^{m} \int \gamma_{k}(t) Z_{k} Y_{j}=0
$$

where for $k=1 \ldots m, \gamma_{k}(t) \in \mathbb{R}$. Using the definition of $h$, we get $\theta_{A(t)}^{-1}(u(t))=$ $h(t)+Q$ and thus

$$
\begin{aligned}
\left|\int u(t) \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right| & =\left|\int h(t)\left(\theta_{A(t)}\right)^{*} \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right| \\
& \leq C\|h(t)\|_{L^{\frac{2 N}{N-2}}}\left\|\left(\theta_{A(t)}\right)^{*} \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)\right)\right\|_{L^{\frac{2 N}{N-2}}} \\
& \leq C \delta(t)\left\|\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*} Y_{j}\right)\right\|_{L^{\frac{2 N}{N-2}}} \\
& \leq C\left|A^{\prime}(t)\right| \delta(t) \leq C \delta^{2}(t)
\end{aligned}
$$

by Lemmas 5.2, 5.3, and Corollary A.2. Hence (5.11).
We next prove (5.12). We have

$$
\begin{equation*}
\beta_{j}^{\prime}(t)=\int \partial_{t}^{2} u(t)\left(\theta_{A(t)}^{-1}\right)^{*}\left(Y_{j}\right)+\int \partial_{t} u(t) \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*} Y_{j}\right) \tag{5.14}
\end{equation*}
$$

and

$$
\begin{align*}
\left|\int \partial_{t} u \frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*} Y_{j}\right)\right| & \leq C\left\|\partial_{t} u(t)\right\|_{L^{2}}\left\|\frac{\partial}{\partial t}\left(\left(\theta_{A(t)}^{-1}\right)^{*} Y_{j}\right)\right\|_{L^{2}}  \tag{5.15}\\
& \leq C\left\|\partial_{t} u(t)\right\|_{L^{2}}\left|A^{\prime}(t)\right|
\end{align*}
$$

by Corollary A.2. By Lemma 5.2 and 5.3, the right-hand term of (5.15) is bounded by $C \delta^{2}(t)$ for a constant $C>0$. Let us consider the first term in the right-hand side of (5.14):

$$
\int \partial_{t}^{2} u\left(\theta_{A}^{-1}\right)^{*}\left(Y_{j}\right)=\int\left(\Delta u+|u|^{\frac{4}{N-2}} u\right)\left(\theta_{A}^{-1}\right)^{*}\left(Y_{j}\right) .
$$

We fix $t$ and denote, to simplify the notation,

$$
\varphi(x)=\varphi_{A(t)}(x)=b(t)+\frac{e^{s(t)} P_{c(t)}\left(x-a(t)|x|^{2}\right)}{1-2\langle a(t), x\rangle+|a(t)|^{2}|x|^{2}}
$$

Recall that

$$
\begin{equation*}
\left|\operatorname{det} \varphi^{\prime}(x)\right|=e^{N s}\left|\frac{x}{|x|}-|x| a\right|^{-2 N} \tag{5.16}
\end{equation*}
$$

and (see (3.9))

$$
\theta_{A}(f)(x)=\left|\operatorname{det} \varphi^{\prime}(x)\right|^{\frac{N-2}{2 N}} f(\varphi(x))=e^{\frac{(N-2) s}{2}}\left|\frac{x}{|x|}-a\right| x| |^{-(N-2)} f(\varphi(x))
$$

Using that, by the definition (5.4) of $h$,

$$
\begin{aligned}
& u=\theta_{A}(Q+h)=\left|\operatorname{det}\left(\varphi^{\prime}(x)\right)\right|^{\frac{N-2}{2 N}}(Q+h)(\varphi(x)) \\
& \Delta u=\left|\operatorname{det}\left(\varphi^{\prime}(x)\right)\right|^{\frac{N+2}{2 N}}(\Delta(Q+h))(\varphi(x))
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \int \partial_{t}^{2} u\left(\theta_{A}^{-1}\right)^{*} Y_{j} \\
& =\int\left|\operatorname{det} \varphi^{\prime}(x)\right|^{\frac{N+2}{2 N}}\left(\Delta u+|u|^{\frac{4}{N-2}} u\right)(x) Y_{j}(\varphi(x)) d x \\
& =\int\left|\operatorname{det} \varphi^{\prime}(x)\right|^{\frac{N+2}{N}}\left(\Delta(Q+h)+|Q+h|^{\frac{4}{N-2}}(Q+h)\right)(\varphi(x)) Y_{j}(\varphi(x)) d x \\
& =\int\left|\operatorname{det} \varphi^{\prime}\left(\varphi^{-1}(y)\right)\right|^{\frac{2}{N}}\left(-L_{Q} h+R_{Q}(h)\right)(y) Y_{j}(y) d y,
\end{aligned}
$$

where $R_{Q}$ is defined in (3.42). Hence

$$
\begin{align*}
\int \partial_{t}^{2} u\left(\theta_{A}^{-1}\right)^{*} Y_{j}= & -\int L_{Q} h Y_{j}+\int\left(1-\left|\operatorname{det} \varphi^{\prime}\left(\varphi^{-1}(y)\right)\right|^{\frac{2}{N}}\right) L_{Q}(h) Y_{j}  \tag{5.17}\\
& +\int\left|\operatorname{det} \varphi^{\prime}\left(\varphi^{-1}(y)\right)\right|^{\frac{2}{N}} R_{Q}(h) Y_{j}
\end{align*}
$$

By (3.44) and Lemma 5.2, $\left\|R_{Q}(h)\right\|_{L^{\frac{2 N}{N+2}}} \leq C\|h\|_{L^{\frac{2 N}{N-2}}}^{2} \leq C \delta^{2}$. Note that $x=$ $\varphi^{-1}(y) \Longleftrightarrow \frac{x}{|x|^{2}}=a+e^{s} P_{-c} \frac{y-b}{|y-b|^{2}}$. Thus:

$$
\frac{1}{\left|\varphi^{-1}(y)\right|}=\left|a+\frac{e^{s} P_{-c}(y-b)}{|y-b|^{2}}\right|
$$

and

$$
\left|\frac{\varphi^{-1}(y)}{\left|\varphi^{-1}(y)\right|^{2}}-a\right|=\left|\frac{e^{s} P_{-c}(y-b)}{|y-b|^{2}}\right|=\frac{e^{s}}{|y-b|}
$$

As a consequence (see (5.16))

$$
\begin{aligned}
\left|\operatorname{det}\left(\varphi^{\prime}\left(\varphi^{-1}(y)\right)\right)\right|^{\frac{2}{N}} & =e^{2 s}\left|\frac{\varphi^{-1}(y)}{\left|\varphi^{-1}(y)\right|}-a\right| \varphi^{-1}(y)| |^{-4} \\
& =e^{2 s} \frac{1}{\left|\varphi^{-1}(y)\right|^{4}}\left|\frac{\varphi^{-1}(y)}{\left|\varphi^{-1}(y)\right|^{2}}-a\right|^{-4} \\
& =e^{-2 s}\left(|a|^{2}|y-b|^{2}+2\left\langle a, e^{s} P_{-c}(y-b)\right\rangle+e^{2 s}\right)^{2}
\end{aligned}
$$

Let us denote by $g(A, y)$ the expression on the last line. Note that $g(0, y)=1$ for all $y$, and that $\left\|\nabla_{A} g\right\| \leq C_{K}\left(1+|y|^{4}\right)$ if $A$ stays in a bounded set $K$ of $\mathbb{R}^{N^{\prime}}$. Hence, if $|A| \leq 1$,

$$
\left|\left|\operatorname{det}\left(\varphi^{\prime}\left(\varphi^{-1}(y)\right)\right)\right|^{\frac{2}{N}}-1\right| \leq C|A|\left(1+|y|^{4}\right)
$$

Similarly,

$$
\nabla_{y}\left(\left|\operatorname{det}\left(\varphi^{\prime}\left(\varphi^{-1}(y)\right)\right)\right|^{\frac{2}{N}}\right) \leq C|A|\left(1+|y|^{3}\right)
$$

Going back to (5.17), we get

$$
\begin{aligned}
& \left|\int \partial_{t}^{2} u\left(\theta_{A}^{-1}\right)^{*}\left(Y_{j}\right)-\omega_{j}^{2} \int h Y_{j}\right| \\
& \quad \leq C|A| \int_{\mathbb{R}^{N}}\left(|Q|^{\frac{4}{N-2}}\left|h Y_{j}\right|+|\nabla h|\left(\left|\nabla Y_{j}\right|+\left|Y_{j}\right|\right)\right)(1+|y|)^{4} \\
& \quad+C\left\|(1+|y|)^{4} Y_{j}\right\|_{L^{\frac{2 N}{N-2}}}\left\|R_{Q}(h)\right\|_{L^{\frac{2 N}{N+2}}} \\
& \quad \leq C\left(\delta(t)|A|+\delta^{2}(t)\right)
\end{aligned}
$$

by Lemma 5.2 and the decay properties of $Y_{j}$. Combining with (5.14) and (5.15), we get (5.12).

### 5.1.3. Exponential decay for a linear differential system

In this subsection, we consider approximate ordinary differential systems of the form (5.11), (5.12).

Lemma 5.5. Let $0<\omega_{1}<\ldots<\omega_{p}$ be real numbers. There exist $\varepsilon_{3}>0, C_{3}>0$ (depending only on the $\omega_{j} s$ ) such that the following holds. Let $T_{0} \in[0,+\infty]$ and, consider, for $j=1 \ldots p, \alpha_{j}, \beta_{j} \in C^{1}\left(\left[0, T_{0}\right), \mathbb{R}\right)$. Let

$$
\gamma(t)=\sqrt{\sum_{j=1}^{p} \omega_{j}^{2}\left|\alpha_{j}(t)\right|^{2}+\left|\beta_{j}(t)\right|^{2}}
$$

and assume

$$
\begin{gather*}
\|\gamma\|_{\infty}=\sup _{t \in\left[0, T_{0}\right)} \gamma(t)<\infty  \tag{5.18}\\
\forall j \in 1 \ldots p, \quad \forall t \in\left[0, T_{0}\right), \quad\left|\alpha_{j}^{\prime}(t)-\beta_{j}(t)\right| \leq \varepsilon_{3} \gamma(t)  \tag{5.19}\\
\forall j \in 1 \ldots p, \quad \forall t \in\left[0, T_{0}\right), \quad\left|\beta_{j}^{\prime}(t)-\omega_{j}^{2} \alpha_{j}(t)\right| \leq \varepsilon_{3} \gamma(t) . \tag{5.20}
\end{gather*}
$$

Then

$$
\begin{equation*}
\int_{0}^{T_{0}} \gamma(t) d t \leq C_{3}\|\gamma\|_{\infty} \tag{5.21}
\end{equation*}
$$

If moreover $T_{0}=+\infty$ then

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} e^{\frac{\omega_{1}}{2} t} \gamma(t)=0 \tag{5.22}
\end{equation*}
$$

Proof. Step 1. We let

$$
E_{ \pm}(t):=\sum_{j=1}^{p}\left(\beta_{j}(t) \pm \omega_{j} \alpha_{j}(t)\right)^{2}
$$

Note that

$$
\begin{equation*}
\gamma^{2}(t)=\frac{1}{2}\left(E_{+}(t)+E_{-}(t)\right) \tag{5.23}
\end{equation*}
$$

If $t \in\left[0, T_{0}\right)$,

$$
E_{ \pm}^{\prime}(t)=2 \sum_{j=1}^{p}\left(\beta_{j}^{\prime}(t) \pm \omega_{j} \alpha_{j}^{\prime}(t)\right)\left(\beta_{j}(t) \pm \omega_{j} \alpha_{j}(t)\right)
$$

By (5.19) and (5.20):

$$
\begin{aligned}
& \left|E_{+}^{\prime}(t)-2 \sum_{j=1}^{p} \omega_{j}\left(\beta_{j}(t)+\omega_{j} \alpha_{j}(t)\right)^{2}\right| \\
& \quad \leq 2 \sum_{j=1}^{p}\left(\omega_{j}\left|\alpha_{j}^{\prime}-\beta_{j}\right|+\omega_{j}\left|\beta_{j}^{\prime}-\omega_{j}^{2} \alpha_{j}\right|\right)\left|\beta_{j}+\omega_{j} \alpha_{j}\right| \\
& \quad \leq 2 \sqrt{\sum_{j=1}^{p}\left(\beta_{j}+\omega_{j} \alpha_{j}\right)^{2} \sum_{j=1}^{p}\left(\omega_{j}\left|\alpha_{j}^{\prime}-\beta_{j}\right|+\omega_{j}\left|\beta_{j}^{\prime}-\omega_{j}^{2} \alpha_{j}\right|\right)^{2}} \\
& \quad \leq C \varepsilon_{3} \sqrt{E_{+}(t)} \gamma(t) .
\end{aligned}
$$

Chosing $\varepsilon_{3}$ small enough, we get

$$
\begin{equation*}
E_{+}^{\prime}(t) \geq 2 \omega_{1} E_{+}(t)-\frac{\omega_{1}}{2} \sqrt{E_{+}(t)} \gamma(t) \tag{5.24}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
E_{-}^{\prime}(t) \leq-2 \omega_{1} E_{-}(t)+\frac{\omega_{1}}{2} \sqrt{E_{-}(t)} \gamma(t) \tag{5.25}
\end{equation*}
$$

Step 2. We show that for all $\tau \in\left[0, T_{0}\right)$,

$$
\begin{equation*}
E_{+}(\tau)>E_{-}(\tau) \Longrightarrow \forall t \in\left[\tau, T_{0}\right), E_{+}(t)>E_{-}(t) \tag{5.26}
\end{equation*}
$$

We argue by contradiction, assuming that there exist $\tau \in\left[0, T_{0}\right)$ and $t \in\left(\tau, T_{0}\right)$ such that $E_{+}(\tau)>E_{-}(\tau)$ and $E_{+}(t) \leq E_{-}(t)$. Let

$$
\begin{equation*}
\sigma:=\inf \left\{t \in\left[\tau, T_{0}\right) \text { s.t. } E_{+}(t) \leq E_{-}(t)\right\}>\tau \tag{5.27}
\end{equation*}
$$

If $t \in[\tau, \sigma]$, then $E_{+}(t) \geq E_{-}(t)$, and thus, by (5.23), $E_{-}(t) \leq \gamma^{2}(t) \leq E_{+}(t)$. Combining with (5.24) (respectively (5.25)) we get

$$
\begin{equation*}
E_{+}^{\prime}(t) \geq \frac{3}{2} \omega_{1} E_{+}(t) \tag{5.28}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{-}^{\prime}(t) \leq \frac{1}{2} \omega_{1} E_{+}(t) \tag{5.29}
\end{equation*}
$$

Thus, if $t \in[\tau, \sigma], E_{+}^{\prime}(t) \geq E_{-}^{\prime}(t)$, which contradicts the facts that $E_{+}(\tau)>$ $E_{-}(\tau)$ and $E_{+}(\sigma) \leq E_{-}(\sigma)$. Step 2 is complete.
Step 3. We show (5.21). By Step 1, there exists $\tau \in\left[0, T_{0}\right)$ such that:

$$
\begin{equation*}
\forall t \in(0, \tau), E_{-}(t) \geq E_{+}(t) \quad \text { and } \quad \forall t \in\left(\tau, T_{0}\right), E_{-}(t)<E_{+}(t) \tag{5.30}
\end{equation*}
$$

We take $\tau=0$ if $\forall t \in\left[0, T_{0}\right) E_{-}(t)<E_{+}(t)$ and $\tau=T_{0}$ if $\forall t \in\left[0, T_{0}\right), E_{-}(t) \geq$ $E_{+}(t)$.

Estimate on $[0, \tau)$. Assume $\tau>0$. Then

$$
\begin{equation*}
\forall t \in[0, \tau), \quad E_{+}(t) \leq \gamma^{2}(t) \leq E_{-}(t) \tag{5.31}
\end{equation*}
$$

Hence by (5.25), $E_{-}^{\prime}(t) \leq-\frac{3 \omega_{1}}{2} E_{-}(t)$ which yields, (using (5.23) again to get the last inequality)

$$
\begin{equation*}
\forall t \in[0, \tau), \quad \gamma^{2}(t) \leq E_{-}(t) \leq e^{-\frac{3}{2} \omega_{1} t} E_{-}(0) \leq 2 e^{-\frac{3}{2} \omega_{1} t}\|\gamma\|_{\infty}^{2} \tag{5.32}
\end{equation*}
$$

As a consequence

$$
\begin{equation*}
\int_{0}^{\tau} \gamma(t) d t \leq \sqrt{2}\|\gamma\|_{\infty} \int_{0}^{\tau} e^{-\frac{3 \omega_{1}}{4} t} d t \leq \frac{4 \sqrt{2}}{3 \omega_{1}}\|\gamma\|_{\infty} \tag{5.33}
\end{equation*}
$$

Estimate on $\left[\tau, T_{0}\right)$. Assume $\tau<T_{0}$. Then

$$
\begin{equation*}
\forall t \in\left[\tau, T_{0}\right), \quad E_{-}(t) \leq \gamma^{2}(t) \leq E_{+}(t) \tag{5.34}
\end{equation*}
$$

By (5.24), $E_{+}^{\prime}(t) \geq \frac{3 \omega_{1}}{2} E_{+}(t)$, which gives, fixing $T \in\left(\tau, T_{0}\right)$,

$$
\begin{equation*}
\forall t \in[\tau, T], \quad E_{+}(T) \geq e^{\frac{3}{2} \omega_{1}(T-t)} E_{+}(t) \geq e^{\frac{3}{2} \omega_{1}(T-t)} \gamma^{2}(t) \tag{5.35}
\end{equation*}
$$

As a consequence

$$
\begin{aligned}
\int_{\tau}^{T} \gamma(t) d t & \leq \int_{\tau}^{T} \sqrt{E_{+}(t)} e^{\frac{3}{4} \omega_{1}(t-T)} d t \leq \sqrt{2}\|\gamma\|_{\infty} \int_{-\infty}^{T} e^{\frac{3}{4} \omega_{1}(t-T)} d t \\
& \leq \frac{4 \sqrt{2}}{3 \omega_{1}}\|\gamma\|_{\infty}
\end{aligned}
$$

Letting $T \rightarrow T_{0}$ and combining with (5.33), we get (5.21) with $C_{3}=\frac{8 \sqrt{2}}{3 \omega_{1}}$.
Step 4. In this step, we assume $T_{0}=+\infty$ and prove (5.22). We first note:

$$
\begin{equation*}
\forall t>0, E_{-}(t) \geq E_{+}(t) \tag{5.36}
\end{equation*}
$$

(in other words, the parameter $\tau$ of Step 3 is equal to $+\infty$ ). If not, by Step 2, there exists $\tau>0$ such that for all $t>\tau, E_{+}(t)>E_{-}(t)$. Then by (5.24) and (5.34), $E_{+}^{\prime} \leq \frac{3 \omega_{1}}{2} E_{+}$on $[\tau,+\infty)$ which implies

$$
\forall t>\tau, \quad E_{+}(t) \geq e^{\frac{3}{2} \omega_{1}(t-\tau)} E_{+}(\tau)
$$

Since $E_{+}(\tau)>0$, this is a contradiction with the fact that $\gamma$ is bounded. Hence (5.36). As a consequence of (5.36), the estimate (5.32) is valid on $[0,+\infty$ ) which concludes the proof.

### 5.1.4. End of the proof of the exponential convergence

We are now ready to conclude the proof of Proposition 5.1. Let $u$ be as in this proposition. We proceed in several steps.
Step 1. Closeness to the stationary solution. Recall from (5.2) the definition of $T_{0}$. We show (assuming that $r_{0}$ and $\delta_{0} / r_{0}$ are small enough) that $T_{0}=T_{+}$, where by definition $T_{+}=T_{+}(u)$. By the definition of $A(t)$, and since the function $\Psi$ of Lemma 3.12 is Lipschitz-continuous, we have

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad\|A(t)\| \leq C r_{0} . \tag{5.37}
\end{equation*}
$$

Chosing $r_{0}$ small, we see that (5.11) and (5.12) imply that $\alpha_{j}$ and $\beta_{j}$ satisfy the assumptions of Lemma 5.5. Thus, by (5.21),

$$
\begin{equation*}
\int_{0}^{T_{0}} \delta(t) d t \leq C_{3} \sup _{t \in\left[0, T_{0}\right]}\left(\delta(t)+\left\|\partial_{t} u(t)\right\|_{L^{2}}\right) \leq C \delta_{0} \tag{5.38}
\end{equation*}
$$

(the second bound follows from (5.5) and (5.8)). By Lemma 5.3, since by the assumptions of Proposition 4.1, $\|u(0)-Q\| \leq \delta_{0}$,

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad|A(t)| \leq|A(0)|+C \delta_{0} \leq C^{\prime} \delta_{0} \tag{5.39}
\end{equation*}
$$

for some constant $C^{\prime}>0$. Recalling (5.5):

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad\left\|u(t)-\theta_{A(t)} Q\right\|_{\dot{H}^{1}} \leq C \delta_{0}, \tag{5.40}
\end{equation*}
$$

and combining with (5.39), and (3.28) in Corollary 3.7, we obtain

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad\|u(t)-Q\|_{\dot{H}^{1}} \leq C \delta_{0} \tag{5.41}
\end{equation*}
$$

Taking $\delta_{0} / r_{0}$ small enough, we deduce:

$$
\begin{equation*}
\forall t \in\left[0, T_{0}\right), \quad\|u(t)-Q\|_{\dot{H}^{1}} \leq r_{0} / 2 \tag{5.42}
\end{equation*}
$$

which, by the definition of $T_{0}$, implies $T_{0}=T_{+}$, concluding Step 1 .
Step 2. Global existence. We next show $T_{+}=+\infty$.
Assume by contradiction that $T_{+}$is finite. Since by Step $1, T_{+}=T_{0}$, we have $\|u(t)-Q\|_{\dot{H}^{1}}<r_{0}$ for all $t \in\left[0, T_{+}\right)$. This gives a contradiction by a standard local well-posedness/stability result around $Q$ if $r_{0}$ is small enough.

Step 3. Convergence to a stationary solution. We conclude the proof of Proposition 5.1 , proving that there exist $A_{0} \in \mathbb{R}^{N^{\prime}}$, close to 0 , and $\omega, C>0$ such that $S=\theta_{A_{0}}(Q)$ satisfies

$$
\forall t \geq 0, \quad\|u(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} u(t)\right\|_{L^{2}} \leq C e^{-\omega t}
$$

Indeed, by Lemma 5.5,

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} e^{\omega_{1} t / 2} \delta(t)=0 \tag{5.43}
\end{equation*}
$$

By Lemma 5.3, $A(t)$ has a limit $A_{0}$ as $t \rightarrow+\infty$, and

$$
\begin{equation*}
\left\|A(t)-A_{0}\right\| \leq C e^{-\omega_{1} t / 2} \tag{5.44}
\end{equation*}
$$

Let $S=\theta_{A_{0}}(Q)$. Then

$$
\begin{aligned}
\left\|\partial_{t} u(t)\right\|_{L^{2}}+\|u(t)-S\|_{\dot{H}^{1}} \leq & \left\|\partial_{t} u(t)\right\|_{L^{2}}+\left\|u(t)-\theta_{A(t)}(Q)\right\|_{\dot{H}^{1}} \\
& +\left\|\theta_{A(t)}(Q)-\theta_{A_{0}}(Q)\right\|_{\dot{H}^{1}} \\
\leq & C \delta(t)+\left\|Q-\theta_{A_{0}}^{-1} \theta_{A(t)} Q\right\|_{\dot{H}^{1}} \leq C e^{-\omega_{1} t / 2}
\end{aligned}
$$

where the bound by $C \delta(t)$ at the second line follows from Lemma 5.2.

### 5.2. Expansion of the solution

We next conclude the proof of Proposition 4.1, showing:
Proposition 5.6. Let u be a solution of (1.1) such that $T_{+}(u)=+\infty$, and there exist $S \in \Sigma$, and $C, \varepsilon>0$ such that

$$
\begin{equation*}
\forall t \geq 0, \quad\|u(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} u(t)\right\|_{L^{2}} \leq C e^{-\varepsilon t} \tag{5.45}
\end{equation*}
$$

Then $u$ satisfies the conclusion of Proposition 4.1.
Remark 5.7. The proof of Proposition 5.6 bears some similarities with the one of Proposition 5.1, however the settings of the two proofs are different and it is convenient to separate the two results. Note that in the proof of Proposition 5.6, in contrast with the proof of Proposition 5.1, the solution is expanded around the limit $S$ of $u(t)$ (not around the stationary solution $Q$ which is close to the initial data), and is not modulated. Note also that in Proposition 5.6, we do not need to assume that $S$ satisfies the nondegeneracy assumption (1.8).

## Proof.

Step 1. Let $Y_{1}, \ldots, Y_{p}, \omega_{1}, \ldots, \omega_{p}, Z_{1}, \ldots, Z_{m}, E_{1}, \ldots, E_{m}$ be as defined in Section 3.2.2 (with $Q=S$ ). Let

$$
\sigma_{i}(t)=\int Y_{i}(u-S), \quad \rho_{j}(t)=\int E_{j}(u-S), \quad i=1 \ldots p, j=1, \ldots m
$$

Define:

$$
\begin{equation*}
h=u-S, \quad g=u-S-\sum_{i=1}^{p} \sigma_{i} Y_{i}-\sum_{j=1}^{m} \rho_{j} Z_{j} \tag{5.46}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\forall t \geq 0, \quad \int g Y_{i}=\int g E_{j}=0, \quad i=1 \ldots p, j=1, \ldots m \tag{5.47}
\end{equation*}
$$

By energy conservation, $E\left(u, \partial_{t} u\right)=E(S, 0)$. In view of expansion (5.46), we obtain

$$
\left|\frac{1}{2}\left\|\partial_{t} u\right\|_{L^{2}}^{2}+\Phi_{S}(g)-\frac{1}{2} \sum_{i=1}^{p} \omega_{i}^{2} \sigma_{i}^{2}\right| \leq C\|h\|_{L^{\frac{2 N}{N-2}}}^{3},
$$

(see (5.9), (5.10) for a similar argument) and thus, by (5.47) and Proposition 3.6,

$$
\begin{equation*}
\left\|\partial_{t} u\right\|_{L^{2}}^{2}-\sum_{i=1}^{p} \omega_{i}^{2} \sigma_{i}^{2}+\frac{1}{C}\|g\|_{\dot{H}^{1}}^{2} \leq C\|h\|_{L^{\frac{2 N}{N-2}}}^{3} \tag{5.48}
\end{equation*}
$$

We let

$$
\omega=\sup \left\{a>0, \lim _{t \rightarrow+\infty} e^{t a}\left(\left\|\partial_{t} u(t)\right\|_{L^{2}}+\|h(t)\|_{\dot{H}^{1}}\right)=0\right\} \in[0, \infty]
$$

By assumption (5.45), $\omega>0$. We note that

$$
\begin{equation*}
\omega=\sup \left\{a>0, \lim _{t \rightarrow+\infty} e^{t a} \sum_{j=1}^{p}\left|\sigma_{j}(t)\right|=0\right\} \tag{5.49}
\end{equation*}
$$

Indeed, let us temporarily denote by $\tilde{\omega}$ the right-hand side of (5.49). Clearly, $\omega \leq \tilde{\omega}$. Let $a<\tilde{\omega}$. Then

$$
\sum_{j=1}^{p}\left|\sigma_{j}(t)\right| \leq C e^{-a t}
$$

By (5.48) and the definition of $\omega$,

$$
\left\|\partial_{t} u(t)\right\|_{L^{2}}+\|g(t)\|_{L^{2}} \leq C e^{-a t}+C e^{-\frac{5}{4} \omega t}
$$

As a consequence, $\left|\rho_{j}^{\prime}(t)\right|=\left|\int E_{j} \partial_{t} u(t)\right| \leq C e^{-a t}+C e^{-\frac{5}{4} \omega t}$. Integrating, we get $\left|\rho_{j}(t)\right| \leq C\left(e^{-a t}+e^{-\frac{5}{4} \omega t}\right)$. Combining these estimates with the expansions (5.46) we deduce $a<\omega$. Since $a$ is arbitrarily close to $\tilde{\omega}$, we deduce $\tilde{\omega} \leq \omega$, concluding the proof that $\omega=\tilde{\omega}$.

In the sequel, if $\omega$ is finite, we will denote by $\omega^{-}$a positive number such that $\omega^{-}<\omega$, arbitrarily close to $\omega$ and that may change from line to line. If $\omega=\infty$, $\omega^{-}$is a large positive constant that may change from line to line.

Step 2. Let $j \in\{1, \ldots, p\}$. We prove that there exists $C>0$ such that

$$
\begin{equation*}
\forall t \geq 0, \quad\left|\sigma_{j}(t)\right|+\left|\sigma_{j}^{\prime}(t)\right| \leq C \max \left(e^{-\omega_{j} t}, e^{-2 \omega^{-} t}\right) \tag{5.50}
\end{equation*}
$$

Furthermore, if $2 \omega>\omega_{j}$, there exist $S_{j} \in \mathbb{R}$, and $C>0$ such that

$$
\begin{equation*}
\forall t \geq 0, \quad\left|\sigma_{j}(t)-S_{j} e^{-\omega_{j} t}\right|+\left|\sigma_{j}^{\prime}(t)+\omega_{j} S_{j} e^{-\omega_{j} t}\right| \leq C e^{-2 \omega^{-} t} \tag{5.51}
\end{equation*}
$$

Indeed, let $\sigma_{j, \pm}(t)=\sigma_{j}^{\prime}(t) \pm \omega_{j} \sigma_{j}(t)$. Using

$$
\sigma_{j}^{\prime \prime}(t)=\int Y_{j} \partial_{t}^{2} u=-\int Y_{j} L_{S}(h)-\int Y_{j} R_{S}(h)
$$

we get

$$
\left|\sigma_{j}^{\prime \prime}(t)-\omega_{j}^{2} \sigma_{j}(t)\right| \leq C\|h\|_{L^{2 N}}^{2} \leq C e^{-2 \omega^{-} t} .
$$

Thus

$$
\begin{equation*}
\left|\sigma_{j, \pm}^{\prime}(t) \mp \omega_{j} \sigma_{j, \pm}(t)\right| \leq C e^{-2 \omega^{-} t} \tag{5.52}
\end{equation*}
$$

Let us prove (5.50). We have

$$
\left|\frac{d}{d t}\left(e^{-\omega_{j} t} \sigma_{j,+}(t)\right)\right| \leq C e^{-\left(2 \omega^{-}+\omega_{j}\right) t} .
$$

Integrating between $t$ and $+\infty$, we get

$$
\begin{equation*}
\left|\sigma_{j,+}(t)\right| \leq C e^{-2 \omega^{-} t} \tag{5.53}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\left|\frac{d}{d t}\left(e^{\omega_{j} t} \sigma_{j,-}(t)\right)\right| \leq C e^{\left(\omega_{j}-2 \omega^{-}\right) t} \tag{5.54}
\end{equation*}
$$

Integrating between 0 and $t$, we obtain

$$
\begin{equation*}
\left|\sigma_{j,-}(t)\right| \leq C e^{-\omega_{j} t}+C e^{-2 \omega^{-} t} \tag{5.55}
\end{equation*}
$$

Combining (5.53) and (5.55), we obtain (5.50).
Next, we assume $2 \omega>\omega_{j}$ and prove (5.51). We can take $\omega^{-}<\omega$ so that $2 \omega^{-}>\omega_{j}$. By (5.54), $e^{\omega_{j} t} \sigma_{j,-}(t)$ has a limit $\ell_{j}$ as $t \rightarrow+\infty$, and

$$
\begin{equation*}
\left|\sigma_{j,-}(t)-e^{-\omega_{j} t} \ell_{j}\right| \leq C e^{-2 \omega^{-} t} \tag{5.56}
\end{equation*}
$$

Combining (5.53) and (5.56), we get (5.51) with $S_{j}=-\frac{1}{2 \omega_{j}} \ell_{j}$. Step 2 is complete.
Step 3. In this step, we assume that

$$
\begin{equation*}
\forall j \in\{1, \ldots, p\}, \quad \omega_{j} \neq \omega \tag{5.57}
\end{equation*}
$$

and we prove that $u \equiv S$. We will need the following Claim, whose proof is postponed to the appendix.

Claim 5.8. Let $S \in \Sigma$. There exists $v=v(S)>0$ such that for all solutions $u$ of (1.1) such that $T_{+}(u)=+\infty$ and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} e^{\nu t}\left(\|u(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} u(t)\right\|_{L^{2}}\right)=0 \tag{5.58}
\end{equation*}
$$

we have $u \equiv S$.
By Claim 5.8, it is sufficient to show $\omega=\infty$. We prove this by contradiction, assuming that $\omega<\infty$. We will prove that there exists $\omega^{+}>\omega$ such that, for all $j \in\{1, \ldots, p\}$,

$$
\begin{equation*}
\left|\sigma_{j}(t)\right|+\left|\sigma_{j}^{\prime}(t)\right| \leq C e^{-\omega^{+} t} \tag{5.59}
\end{equation*}
$$

contradicting the definition (5.49) of $\omega$.
Let $j \in\{1, \ldots, p\}$. We distinguish two cases.
If $\omega<\omega_{j}$, then (5.59) follows from (5.50), taking $\omega<\omega^{+}<\max \left(\omega_{j}, 2 \omega^{-}\right)$.
Assume now $\omega \geq \omega_{j}$. In this case, (5.51) holds. Furthermore, by assumption (5.57), $\omega>\omega_{j}$, and thus

$$
\lim _{t \rightarrow \infty} e^{\omega_{j} t}\left(\left|\sigma_{j}(t)\right|+\left|\sigma_{j}^{\prime}(t)\right|\right)=0
$$

As a consequence, the real number $S_{j}$ in (5.51) must be 0 , wich proves again (5.59), concluding Step 2.

Step 4. In this step, we assume that there exists $k \in\{1, \ldots, p\}$ such that $\omega=\omega_{k}$. We define the following subsets $J_{0}, J_{+}$and $J_{-}$of $\{1, \ldots, p\}$ :

$$
J_{0}=\left\{j, \omega_{j}=\omega\right\}, \quad J_{-}=\left\{j, \omega_{j}<\omega\right\}, \quad J_{+}=\left\{j, \omega_{j}>\omega\right\}
$$

We first prove that there exists $\omega^{+}>\omega$ such that

$$
\begin{equation*}
j \in J_{+} \cup J_{-} \Longrightarrow \exists C>0, \forall t \geq 0,\left|\sigma_{j}(t)\right|+\left|\sigma_{j}^{\prime}(t)\right| \leq C e^{-\omega_{+} t} \tag{5.60}
\end{equation*}
$$

If $j \in J_{+}$, then (5.60) follows from (5.50). If $j \in J_{-}$, then (5.51) holds. By the definitions of $J_{-}$and $\omega$, we must have $S_{j}=0$ in (5.51), and (5.60) follows again.

We next notice that if $j \in J_{0}$, then (5.51) holds for some $S_{j} \in \mathbb{R}$. Furthermore, in view of (5.60) and the definition (5.49) of $\omega$, there exists $j \in J_{0}$ such that $S_{j} \neq 0$. We let

$$
Y(x)=\sum_{j \in J_{0}} S_{j} Y_{j}
$$

and note that $Y \neq 0$ and $L_{Q} Y=-\omega^{2} Y$. By (5.51), (5.60) and the above considerations,

$$
\begin{equation*}
\sum_{j=1}^{p}\left|\sigma_{j}^{\prime}(t)^{2}-\omega_{j}^{2} \sigma_{j}^{2}(t)\right| \leq C e^{-2 \omega^{+} t} \tag{5.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall t \geq 0, \quad\left\|\sum_{j=1}^{p} \sigma_{j}(t) Y_{j}-e^{-\omega t} Y\right\|_{\dot{H}^{1}}+\left\|\sum_{j=1}^{p} \sigma_{j}^{\prime}(t) Y_{j}+\omega e^{-\omega t} Y\right\|_{L^{2}} \leq C e^{-\omega^{+} t} \tag{5.62}
\end{equation*}
$$

It remains to prove:

$$
\begin{equation*}
\forall t \geq 0, \quad\|g\|_{\dot{H}^{1}}+\sum_{j=1}^{m}\left|\rho_{j}(t)\right|+\left\|\partial_{t} u(t)-\sum_{j=1}^{p} \sigma_{j}^{\prime}(t) Y_{j}\right\|_{L^{2}} \leq C e^{-\omega^{+} t} \tag{5.63}
\end{equation*}
$$

Note that $\partial_{t} u=\partial_{t} h=\sum_{i=1}^{p} \sigma_{i}^{\prime} Y_{i}+\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g$, and, from (5.47) and the orthogonality properties of the functions $Y_{i}$ and $Z_{j}$,

$$
\forall i \in\{1, \ldots, p\}, \quad \int Y_{i}\left(\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g\right)=0 .
$$

As a consequence,

$$
\begin{equation*}
\left\|\partial_{t} u\right\|_{L^{2}}^{2}=\sum_{i=1}^{p}{\sigma_{i}^{\prime 2}}^{2}+\left\|\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g\right\|_{L^{2}}^{2} \tag{5.64}
\end{equation*}
$$

By (5.48),

$$
\left\|\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g\right\|_{L^{2}}^{2}+\sum_{i=1}^{p} \sigma_{i}^{\prime 2}-\sum_{i=1}^{p} \omega_{i}^{2} \sigma_{i}^{2}+\frac{1}{C}\|g\|_{\dot{H}^{1}}^{2} \leq C e^{-3 \omega^{-} t}
$$

Combining with (5.61), we deduce

$$
\begin{equation*}
\|g\|_{\dot{H}^{1}}^{2}+\left\|\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g\right\|_{L^{2}}^{2} \leq e^{-2 \omega^{+} t} \tag{5.65}
\end{equation*}
$$

Since for $k=1 \ldots m, \rho_{k}^{\prime}=\int E_{k}\left(\sum_{j=1}^{m} \rho_{j}^{\prime} Z_{j}+\partial_{t} g\right)$, we obtain $\left|\rho_{k}^{\prime}\right| \leq C e^{-\omega^{+} t}$, and thus

$$
\begin{equation*}
\left|\rho_{k}(t)\right| \leq C e^{-\omega^{+} t} \tag{5.66}
\end{equation*}
$$

Combining (5.64), (5.65) and (5.66) we get (5.63), which concludes the proof of Proposition 5.6.

## 6. Lorentz transformation

In this section we prove that the Lorentz transform of a solution of (1.1) with the compactness property is well-defined and is a solution of (1.1) with this property. We consider without loss of generality a Lorentz transformation with a parameter $\ell$ which is parallel to $\vec{e}_{1}=(1,0, \ldots, 0)$. We first need some notations. Let $\ell \in$ $(-1,+1)$. If $(s, y) \in \mathbb{R} \times \mathbb{R}^{N}$ we define $(t, x)$ by

$$
\begin{equation*}
(t, x)=\phi_{\ell}(s, y)=\left(\frac{s+\ell y_{1}}{\sqrt{1-\ell^{2}}}, \frac{y_{1}+\ell s}{\sqrt{1-\ell^{2}}}, y^{\prime}\right) \tag{6.1}
\end{equation*}
$$

where $x^{\prime}=\left(x_{2}, \ldots, x_{N}\right), y^{\prime}=\left(y_{2}, \ldots, y_{N}\right)$.Thus $(s, y)=\phi_{\ell}^{-1}(t, x)=\left(\frac{t-\ell x_{1}}{\sqrt{1-\ell^{2}}}\right.$, $\left.\frac{x_{1}-\ell t}{\sqrt{1-\ell^{2}}}, x^{\prime}\right)$. We recall that the Lorentz transform of a global solution $u$ is defined by

$$
\begin{equation*}
u_{\ell}(t, x)=u\left(\frac{t-\ell x_{1}}{\sqrt{1-\ell^{2}}}, \frac{x_{1}-\ell t}{\sqrt{1-\ell^{2}}}, x^{\prime}\right)=u\left(\phi_{\ell}^{-1}(t, x)\right) \tag{6.2}
\end{equation*}
$$

When $u$ is global in time, $u_{\ell}$ is well-defined (say, as an element $L_{\text {loc }}^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)$ ) and, at least in the distributional sense, a solution of (1.1). In this section we prove that $u_{\ell}$ is indeed a solution of (1.1) in the usual sense:
Lemma 6.1. Let $u$ be a global, finite-energy solution of (1.1), and $\ell \in(-1,+1)$. Then $u_{\ell}$ is a global, finite-energy solution of (1.1).

The conclusion of Lemma 6.1 seems to be folklore knowledge and has been used in the literature before without any proof that we were aware of. We provide a proof here to close this apparent gap.

Next consider a solution $u=u(s, y)$ of (1.1) with the compactness property, and $\left(s^{-}, s^{+}\right)$its maximal interval of existence. Recall that $s^{+}=+\infty$ or $s^{-}=-\infty$. If $s^{+}<\infty$, then $s^{-}=-\infty$ and by [30, Lemma 4.8], there exists $y^{+} \in \mathbb{R}^{N}$ such that $u$ is supported in the cone

$$
\left\{(s, y) \in\left(-\infty, s^{+}\right) \times \mathbb{R}^{N} \text { s.t. }\left|y-y^{+}\right| \leq\left|s-s^{+}\right|\right\}
$$

In this case we call $y^{+}$the blow-up point of $u$ for positive time, and let

$$
\left(t^{+}, x^{+}\right)=\phi_{\ell}\left(s^{+}, y^{+}\right)
$$

If $t^{-}$is finite, we define similarly $y^{-}$the blow-up point of $u$ for negative times, and let

$$
\left(t^{-}, x^{-}\right)=\phi_{\ell}\left(s^{-}, y^{-}\right)
$$

If $s^{ \pm}= \pm \infty$ we let $t^{ \pm}= \pm \infty$. If the solution $u$ is not global in time, we extend it to $\mathbb{R}$ as a function $\underline{u}$ letting:

$$
\begin{cases}\underline{u}(s, y)=0 & \text { if } s \notin \mathrm{I}_{\max }(u) \\ \underline{u}(s, y)=u(s, y) & \text { if } s \in \mathrm{I}_{\max }(u) .\end{cases}
$$

The main result of this section is the following proposition:
Proposition 6.2. Let $u$ be a solution of (1.1) with the compactness property, $s^{ \pm}$, $y^{ \pm}, t^{ \pm}, x^{ \pm}$and $\underline{u}$ be as above. Let
$u_{\ell}(t, x)=\underline{u}\left(\frac{t-\ell x_{1}}{\sqrt{1-\ell^{2}}}, \frac{x_{1}-\ell t}{\sqrt{1-\ell^{2}}}, x^{\prime}\right), \quad t \in\left(t^{-}, t^{+}\right), x=\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{N-1}$.
Then $u_{\ell}$ is a solution of (1.1) with the compactness property, with maximal interval of existence $\left(t^{-}, t^{+}\right)$.

Remark 6.3. If $t^{+}$is finite, then $x^{+}$is the blow-up point of $u_{\ell}$ for positive time. A similar statement holds for negative times.
Remark 6.4. In this paper, we will only need to apply the Lorentz transformation to solutions of (1.1) with the compactness property. Let us mention that is always possible, adapting the argument of this section, to define the Lorentz transform of a solution which is global in at least one time direction.
Remark 6.5. In Lemma 6.1 and in Proposition 6.2, as well as in all this paper, a solution of (1.1) is a solution of (1.1) in the sense of Definition 2.1.

### 6.1. Lorentz transform of global solutions

In this subsection we prove Lemma 6.1. We start with the easier case of scattering solutions.

Lemma 6.6. Let u be a global solution of (1.1) scattering in both time directions. Let $u_{\ell}$ be defined by (6.2). Then $u_{\ell}$ is a global solution of (1.1), scattering in both times directions.

We first recall from [30, Lemma 2.2 and Remark 2.3] the following claim:
Claim 6.7. Let $h \in L^{1}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right),\left(w_{0}, w_{1}\right) \in \dot{H}^{1} \times L^{2}, \ell \in(-1,+1)$ and

$$
\begin{equation*}
w(t)=\cos (t \sqrt{-\Delta}) w_{0}+\frac{\sin (t \sqrt{-\Delta})}{\sqrt{-\Delta}} w_{1}+\int_{0}^{t} \frac{\sin ((t-s) \sqrt{-\Delta})}{\sqrt{-\Delta}} h(s) d s, t \in \mathbb{R} \tag{6.4}
\end{equation*}
$$

Then $\left(w_{\ell}, \partial_{t} w_{\ell}\right) \in C^{0}\left(\mathbb{R}, \dot{H}^{1} \times L^{2}\right)$ and there is a constant $C_{\ell}$ (depending only on $\ell$ ) such that

$$
\sup _{t} \|\left(w_{\ell}(t), \partial_{t} w_{\ell}(t) \|_{\dot{H}^{1} \times L^{2}} \leq C_{\ell}\left(\left\|\left(w_{0}, w_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}+\|h\|_{L^{1}\left(\mathbb{R}, L^{2}\right)}\right)\right.
$$

Proof of Lemma 6.6. Since $u$ scatters in both time directions, we get

$$
\left\||u|^{\frac{4}{N-2}} u\right\|_{L_{t}^{1} L_{x}^{2}}=\|u\|_{L_{t}^{\frac{N+2}{N-2}} L_{x}^{\frac{N(N+2)}{N-2}}}<\infty .
$$

By Claim 6.7, $\left(u_{\ell}, \partial_{t} u_{\ell}\right) \in C^{0}\left(\mathbb{R}, \dot{H}^{1} \times L^{2}\right)$. Furthermore, since $u \in L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)$, $u_{\ell} \in L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)$. If $\left(u_{0}, u_{1}\right) \in\left(C_{0}^{\infty}\left(\mathbb{R}^{N}\right)\right)^{2}$, it is easy to see that $\left(u_{\ell}(0), \partial_{t} u_{\ell}(0)\right) \in$ $\left(C_{0}^{\infty}\left(\mathbb{R}^{N}\right)\right)^{2}$ and that $u_{\ell}$ satisfies (1.1) in the classical sense, so that $u_{\ell}$ is a solution of (1.1) (in the sense of Definition 2.1). In the general case, we will use Claim 2.3 to prove that $u_{\ell}$ is a solution.

Let $\left(u_{0}^{k}, u_{1}^{k}\right) \in\left(C_{0}^{\infty}\left(\mathbb{R}^{N}\right)\right)^{2}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\left(u_{0}^{k}, u_{1}^{k}\right)-\left(u_{0}, u_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{6.5}
\end{equation*}
$$

Let $u^{k}$ be the solution of (1.1) with initial data $\left(u_{0}^{k}, u_{1}^{k}\right)$. Then by long-time perturbation theory (see [30]), $u^{k}$ is global for large $k$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|u^{k}-u\right\|_{L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right) \cap L^{\frac{N+2}{N-2}}\left(\mathbb{R}, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)}=0 . \tag{6.6}
\end{equation*}
$$

Since

$$
\begin{aligned}
u^{k}-u= & \cos (\sqrt{-\Delta} t)\left(u_{0}^{k}-u_{0}\right)+\frac{\sin (\sqrt{-\Delta} t)}{\sqrt{-\Delta}}\left(u_{1}^{k}-u_{1}\right) \\
& +\int_{0}^{t} \frac{\sin ((s-t) \sqrt{-\Delta})}{\sqrt{-\Delta}}\left(\left|u^{k}\right|^{\frac{4}{N-2}} u^{k}(s)-|u|^{\frac{4}{N-2}} u(s)\right) d s
\end{aligned}
$$

we deduce from (6.6) and Claim 6.7

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|\left(u_{\ell}^{k}-u_{\ell}, \partial_{t} u_{\ell}^{k}-\partial_{t} u_{\ell}\right)(t)\right\|_{\dot{H}^{1} \times L^{2}} \underset{k \rightarrow \infty}{\longrightarrow} 0 \tag{6.7}
\end{equation*}
$$

Since $u_{\ell}^{k}$ is a solution of (1.1) in the sense of Definition 2.1, and

$$
\left\|u_{\ell}^{k}\right\|_{L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)}=\left\|u^{k}\right\|_{L^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)}
$$

is, by (6.6), uniformly bounded, we get by Claim 2.3 that $u_{\ell}$ is a solution of (1.1), concluding the proof.

We next prove Lemma 6.1.
Note that $u_{\ell}$ is well-defined, as an element of $L_{\text {loc }}^{\frac{2(N+1)}{N-2}}\left(\mathbb{R}^{N+1}\right)$.
We denote by $(s, y)$ the time and space variables for $u$ and $(t, x)$ the time and spaces variable for $u_{\ell}$. This variables are related by (6.1). We note that

$$
\begin{equation*}
|x|^{2}-t^{2}=|y|^{2}-s^{2} \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
|s|+|y| \leq c_{\ell}(|t|+|x|), \quad|t|+|x| \leq c_{\ell}(|s|+|y|), \text { where } c_{\ell}=\sqrt{\frac{1+|\ell|}{1-|\ell|}} \tag{6.9}
\end{equation*}
$$

Step 1. Estimate at infinity. We prove that there exist $B>0$ and a scattering solution $v$ of (1.1) such that

$$
\begin{equation*}
|x| \geq|t|+B \Longrightarrow u_{\ell}(t, x)=v(t, x) \text { a.e. } \tag{6.10}
\end{equation*}
$$

Let $A>0$ be a large constant. Denote by $\chi_{A}(y)=\chi\left(\frac{y}{A}\right)$, where

$$
\chi \in C^{\infty}\left(\mathbb{R}^{N}\right), \quad \chi(y)=1 \text { if }|y| \geq 1, \quad \chi(y)=0 \text { if }|y| \leq \frac{1}{2}
$$

Let

$$
\left(\widetilde{u}_{0}, \widetilde{u}_{1}\right)=\left(\chi_{A} u_{0}, \chi_{A} u_{1}\right) .
$$

Let $\delta_{0}>0$ be the small constant given by the small data theory. We choose $A$ large, so that $\left\|\left(\widetilde{u}_{0}, \tilde{u}_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}<\delta_{0}$. Let $\widetilde{u}$ be the solution of (1.1) with initial data $\left(\widetilde{u}_{0}, \tilde{u}_{1}\right)$ at $s=0$. By the small data theory, $\tilde{u}$ is a scattering solution of (1.1). By Lemma 6.6, the Lorentz transform $\tilde{u}_{\ell}$ of $\tilde{u}$ is a scattering solution of (1.1). Furthermore, by finite speed of propagation,
$\widetilde{u}(s, y)=u(s, y)$ i.e. $\tilde{u}_{\ell}(t, x)=u_{\ell}(t, x)$ for almost all $(s, y)$ s.t. $|y| \geq A+|s|$. (6.11)
We claim

$$
\begin{equation*}
|x| \geq c_{\ell} A+|t| \Longrightarrow|y| \geq A+|s| \tag{6.12}
\end{equation*}
$$

Indeed, by (6.8), (6.9),

$$
|y|-|s|=\frac{|y|^{2}-s^{2}}{|y|+|s|}=\frac{|x|^{2}-t^{2}}{|y|+|s|} \geq \frac{|x|^{2}-t^{2}}{c_{\ell}(|x|+|t|)}=\frac{|x|-|t|}{c_{\ell}}
$$

and (6.12) follows. The desired conclusion (6.10), with $v=\tilde{u}_{\ell}$ and $B=c_{\ell} A$, follows from (6.11) and (6.12). Note that (6.10) implies

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\int_{|x| \geq|t|+B}\left|u_{\ell}(t, x)\right|^{\frac{2(N+2)}{N-2}} d x\right)^{\frac{1}{2}} d t<\infty \tag{6.13}
\end{equation*}
$$

Step 2. Local estimate. Let $(T, X) \in \mathbb{R} \times \mathbb{R}^{N}$. We show that there exist $\varepsilon>0$ and a scattering solution $v$ of (1.1) such that

$$
\begin{equation*}
|x-X| \leq \varepsilon-|t-T| \Longrightarrow u_{\ell}(t, x)=v(t, x) . \tag{6.14}
\end{equation*}
$$

Indeed, let $(S, Y)=\Phi_{\ell}^{-1}(T, X)$. Let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\psi(y)=1$ if $|y| \leq 1$ and $\psi(y)=0$ if $|y| \geq 2$. Let $\left(\tilde{u}_{0}, \tilde{u}_{1}\right)=\psi\left(\frac{y-Y}{\eta}\right)\left(u(S, y), \partial_{t} u(S, y)\right)$. Choose $\eta>0$ small, so that $\left\|\left(\widetilde{u}_{0}, \widetilde{u}_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq \delta_{0}$ ( $\delta_{0}$ is again given by the small data theory). Let $\tilde{u}$ be the solution of (1.1) with data:

$$
\left(\widetilde{u}(S), \partial_{t} \widetilde{u}(S)\right)=\left(\widetilde{u}_{0}, \widetilde{u}_{1}\right)
$$

Then $\tilde{u}$ is globally defined and scatters. By Lemma 6.6, its Lorentz transform $\tilde{u}_{\ell}$ is a scattering solution of (1.1). Note that by finite speed of propagation,

$$
\begin{equation*}
|y-Y| \leq \eta-|s-S| \Longrightarrow u_{\ell}(t, x)=\tilde{u}_{\ell}(t, x) \tag{6.15}
\end{equation*}
$$

Furthermore, by (6.9), $|y-Y|+|s-S| \leq c_{\ell}(|x-X|+|t-T|)$, and thus

$$
\begin{equation*}
|x-X| \leq \frac{\eta}{c_{\ell}}-|t-T| \Longrightarrow|y-Y| \leq \eta-|s-S| \tag{6.16}
\end{equation*}
$$

The desired conclusion (6.14) follows from (6.15) and (6.16) with $v=\widetilde{u}_{\ell}$ and $\varepsilon=\eta / c_{\ell}$. Again, (6.14) implies

$$
\begin{equation*}
\int_{T-\varepsilon}^{T+\varepsilon}\left(\int_{|x-X| \leq \varepsilon-|t-T|}\left|u_{\ell}(t, x)\right|^{\frac{2(N+2)}{N-2}} d x\right)^{\frac{1}{2}} d t<\infty \tag{6.17}
\end{equation*}
$$

Step 3. End of the proof. Combining Step 1 and 2, we get that $\left(u_{\ell}, \partial_{t} u_{\ell}\right) \in$ $C^{0}\left(\mathbb{R}, \dot{H}^{1} \times L^{2}\right)$. By (6.13) and (6.17), $u_{\ell} \in L_{\text {loc }}^{\frac{N+2}{N-2}}\left(\mathbb{R}, L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, by Steps 1 and 2 and Remark 2.2, $u_{\ell}$ satisfies $\partial_{t}^{2} u_{\ell}-\Delta u_{\ell}=u_{\ell}^{5}$ in the distributional sense, which (in view of Lemma 2.5) yields the result.

### 6.2. Lorentz transform of nonglobal solutions with the compactness property

Recall that a solution with the compactness property is global in at least one time direction. We treat the case of solutions that are global backward in time, an analoguous result holds for solutions that are global forward in time.

Lemma 6.8. Let $u$ be a solution with the compactness property. Assume that the maximal interval of existence of $u$ is of the form $\left(-\infty, s^{+}\right)$with $s^{+} \in \mathbb{R}$. Let $y^{+}, t^{+}, x^{+}, \underline{u}$ be as in the introduction of Section 6. Define $u_{\ell}$ by (6.3). Then $u_{\ell}$ is a solution of $(1.1)$, with maximal interval of existence $\left(-\infty, t^{+}\right)$, and such that

$$
\operatorname{supp} u_{\ell} \subset\left\{(t, x) \in \mathbb{R}^{N+1} \text { s.t. } t<t^{+} \text {and }\left|x-x^{+}\right| \leq\left|t-t^{+}\right|\right\} .
$$

The proof is very close to the proof of Lemma 6.1 and we will only sketch it. To deal with the fact that the solution is not global in time, we will need the following technical claim:
Claim 6.9. Let $u$ be as in Lemma 6.8. Let $\tilde{u}$ be a globally defined, scattering solution of (1.1). Let $S \in\left(-\infty, s^{+}\right)$.
(a) Let $Y \in \mathbb{R}^{N}$ and assume

$$
\left(\tilde{u}, \partial_{t} \tilde{u}\right)(S, y)=\left(u, \partial_{t} u\right)(S, y) \text { if }|y-Y|<\varepsilon .
$$

Let $D=D(S, Y, \varepsilon)=\left\{(s, y) \in \mathbb{R} \times \mathbb{R}^{N}\right.$ s.t. $\left.|y-Y|<\varepsilon-|s-S|\right\}$. Then $\left(s^{+}, y^{+}\right) \notin D$ and

$$
\begin{equation*}
(s, y) \in D \Longrightarrow \widetilde{u}(s, y)=\underline{u}(s, y) \tag{6.18}
\end{equation*}
$$

(b) Let $A>0$ and assume

$$
\left(\tilde{u}, \partial_{t} \tilde{u}\right)(S, y)=\left(u, \partial_{t} u\right)(S, y) \text { if }|y|>A .
$$

Let $D^{\prime}=D^{\prime}(S, A)=\left\{(s, y) \in \mathbb{R} \times \mathbb{R}^{N}\right.$ s.t. $\left.|y|>A+|s-S|\right\}$. Then $\left(s^{+}, y^{+}\right) \notin$ $D^{\prime}$ and

$$
\begin{equation*}
(s, y) \in D^{\prime} \Longrightarrow \tilde{u}(s, y)=\underline{u}(s, y) \tag{6.19}
\end{equation*}
$$

Proof. We prove only (6.9). The proof of (6.9) is very similar.
If $s^{+}>S+\varepsilon$, then $D \subset\left(-\infty, s^{+}\right) \times \mathbb{R}^{N}$ and $u=\underline{u}$ on $D$. The conclusion (6.18) follows immediately by finite speed of propagation.

Assume $S<s^{+} \leq S+\varepsilon$. By finite speed of propagation,

$$
\begin{equation*}
\left((s, y) \in D \text { and } s<s^{+}\right) \Longrightarrow \tilde{u}(s, y)=u(s, y)=\underline{u}(s, y) . \tag{6.20}
\end{equation*}
$$

Since $\tilde{u}$ scatters, we have $\|\widetilde{u}\|_{L^{\frac{2(N+1)}{N-2}}(D)}<\infty$ and thus by (6.20) $\|u\|_{L^{\frac{2(N+1)}{N-2}}(D \cap\{s<s+\})}<$ $\infty$. By the finite-time blow-up criterion, $\|u\|_{L^{\frac{2(N+1)}{N-2}}\left(\left|y-y^{+}\right|<\left|s-s^{+}\right|\right)}=+\infty$. Thus $\left(s^{+}, y^{+}\right) \notin D$. We deduce that

$$
\forall \varphi \in C_{0}^{\infty}(D), \quad\left(\varphi \underline{u}, \varphi \partial_{t} \underline{u}\right) \in C^{0}\left(\mathbb{R}, \dot{H}^{1} \times L^{2}\right)
$$

By (6.20) and a continuity argument,

$$
\begin{equation*}
\forall y \in \mathbb{R}^{N}, \quad\left(s^{+}, y\right) \in D \Longrightarrow \tilde{u}\left(s^{+}, y\right)=\underline{u}\left(s^{+}, y\right)=0 \tag{6.21}
\end{equation*}
$$

By finite speed of propagation, $\tilde{u}(s, y)=0$ if $(s, y) \in D$ and $s \geq s^{+}$. The proof is complete.

Proof of Lemma 6.8. Step 1. We first notice that

$$
\begin{equation*}
\operatorname{supp} u_{\ell} \subset\left\{(t, x) \in\left(-\infty, t^{+}\right) \times \mathbb{R}^{N} \text { s.t. }\left|x-x^{+}\right| \leq\left|t-t^{+}\right|\right\} \tag{6.22}
\end{equation*}
$$

Indeed

$$
\operatorname{supp} \underline{u} \subset\left\{(s, y) \in \mathbb{R} \times \mathbb{R}^{N} \text { s.t. }\left|y-y^{+}\right| \leq\left|s-s^{+}\right|\right\} .
$$

By (6.8),

$$
\left|x-x^{+}\right| \leq\left|t-t^{+}\right| \Longleftrightarrow\left|y-y^{+}\right| \leq\left|s-s^{+}\right|
$$

and the claim follows from the definition of $u_{\ell}$.
Step 2. Let $T<t^{+}, X \in \mathbb{R}^{N}$. We prove that there exist $\varepsilon>0$ with $\varepsilon<t^{+}-T$, and a scattering solution $v$ of (1.1) such that

$$
|x-X|<\varepsilon-|t-T| \Longrightarrow u_{\ell}(t, x)=v(t, x) .
$$

As in Step 2 in the proof of Lemma 6.1, we let $(S, Y)=\phi_{\ell}^{-1}(T, X)$. We distinguish three cases.

Case 1: $S>s^{+}$. In this case $(S, Y)$ is not in the support of $\underline{u}$, or equivalently ( $T, X$ ) is not in the support of $u_{\ell}$. Thus $u_{\ell}=0$ in a neighborhood of ( $T, X$ ) and the conclusion of Step 2 is obvious.

Case 2: $S=s^{+}$. We cannot have $Y=y^{+}$(which would imply $T=t^{+}$, contradicting our assumptions). Thus again ( $S, Y$ ) is not in the support of $\underline{u}$, which implies that $(T, X)$ is not in the support of $u_{\ell}$. Again, the conclusion of Step 2 is obvious.
Case 3: $S<s^{+}$. Then $\left(\underline{u}(S), \partial_{t} \underline{u}(S)\right)=\left(u(S), \partial_{t} u(S)\right) \in \dot{H}^{1} \times L^{2}$. The same arguments as in Step 2 of the proof of Lemma 6.1 (using Claim 6.9) yields the desired conclusion. We omit the details.

Step 3. Conclusion of the proof. By Step 1, for all $t$ in $\left(-\infty, t^{+}\right),\left(u_{\ell}(t), \partial_{t} u_{\ell}(t)\right)$ is compactly supported. By Step 2,

$$
\left(u_{\ell}, \partial_{t} u_{\ell}\right) \in C^{0}\left(\left(-\infty, t^{+}\right), \dot{H}^{1} \times L^{2}\right) \text { and } u_{\ell} \in L_{\operatorname{loc}}^{\frac{N+2}{N-2}}\left(\left(-\infty, t^{+}\right), L^{\frac{2(N+2)}{N-2}}\left(\mathbb{R}^{N}\right)\right)
$$

Again (using Remark 2.2), $u_{\ell}$ satisfies $\partial_{t}^{2} u_{\ell}-\Delta u_{\ell}=\left|u_{\ell}\right|^{\frac{4}{N-2}} u_{\ell}$ in the distributional sense on $\left(-\infty, t^{+}\right)$. Thus by Lemma 2.5, $u_{\ell}$ is a solution of (1.1) on $\left(-\infty, t^{+}\right)$. The fact that $\left(-\infty, t^{+}\right)$is the maximal time of existence of $u_{\ell}$ follows from the inclusion (6.22) of Step 1.

### 6.3. Continuity of the Lorentz transformation in the energy space

We next prove the following continuity fact:
Lemma 6.10. Let $\left\{u_{n}\right\}_{n}$ be a sequence of non-zero solutions of (1.1). Let $I_{\max }\left(u_{n}\right)$ be the maximal interval of existence of $u_{n}$ and assume $0 \in I_{\max }\left(u_{n}\right)$. Assume furthermore the following uniform compactness property: there exist $\mu_{n}(s)$ and $y_{n}(s)$ (defined for $n \in \mathbb{N}, s \in I_{\max }\left(u_{n}\right)$ ), such that the set

$$
\begin{gathered}
K=\left\{\left(\mu_{n}^{N / 2-1}(s) u_{n}\left(s, \mu_{n}(s) \cdot+y_{n}(s)\right), \mu_{n}^{N / 2}(s) \partial_{s} u_{n}\left(s, \mu_{n}(s) \cdot+y_{n}(s)\right)\right),\right. \\
\text { for } \left.n \in \mathbb{N}, s \in I_{\max }\left(u_{n}\right)\right\}
\end{gathered}
$$

has compact closure in $\dot{H}^{1} \times L^{2}$. Let $\left(u_{0 n}, u_{1 n}\right)=\left(u_{n}(0), \partial_{t} u_{n}(0)\right)$. Assume that there exists $\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(u_{0 n}, u_{1 n}\right)-\left(u_{0}, u_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{6.23}
\end{equation*}
$$

Let $u$ be the solution of (1.1) such that $\left(u, \partial_{t} u\right)(0)=\left(u_{0}, u_{1}\right)$. Then
a. u has the compactness property.
b. If $\ell \in(-1,+1)$ and $t \in I_{\max }\left(u_{\ell}\right)$, then $t \in I_{\max }\left(u_{n \ell}\right)$ for large $n$ and

$$
\lim _{n \rightarrow \infty}\left\|\left(u_{n \ell}, \partial_{t} u_{n \ell}\right)(t)-\left(u_{\ell}, \partial_{t} u_{\ell}\right)(t)\right\|_{\dot{H}^{1} \times L^{2}}=0 .
$$

Proof of Lemma 6.10. Proof of point (a).
It is classical. We give a proof for the sake of completeness. We fix $s \in$ $I_{\text {max }}(u)$.

By (6.23) and the continuity of the flow of (1.1), $s \in I_{\max }\left(u_{n}\right)$ for large $n$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(u_{n}(s), \partial_{s} u_{n}(s)\right)-\left(u(s), \partial_{s} u(s)\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 . \tag{6.24}
\end{equation*}
$$

Let

$$
\begin{align*}
& v_{0 n}(y)=\mu_{n}^{N / 2-1}(s) u_{n}\left(s, \mu_{n}(s) y+y_{n}(s)\right), \\
& v_{1 n}(y)=\mu_{n}^{N / 2}(s) \partial_{s} u_{n}\left(s, \mu_{n}(s) y+y_{n}(s)\right) . \tag{6.25}
\end{align*}
$$

Note that $\left(v_{0 n}, v_{1 n}\right) \in K$ for all $n$. Since $\bar{K}$ is compact and the $u_{n}$ 's are not identically zero so that $(0,0) \notin \bar{K}$, we obtain in view of (6.24) that there exists a constant $C_{0}(s)$ such that

$$
\forall n, \quad\left|y_{n}(s)\right|+\mu_{n}(s)+1 / \mu_{n}(s) \leq C_{0}(s) .
$$

We can extract subsequences, so that $\left(y_{n}(s), \mu_{n}(s)\right)$ converges, as $n \rightarrow \infty$ to some $(y(s), \mu(s)) \in \mathbb{R}^{N} \times(0,+\infty)$. Passing to the limit in (6.25), we deduce, in view of (6.24)

$$
\left(\mu^{N / 2-1}(s) u(s, \mu(s) \cdot+y(s)), \mu^{N / 2}(s) \partial_{s} u(s, \mu(s) \cdot+y(s))\right) \in \bar{K},
$$

concluding the proof.
Proof of Point (b). We first prove:
Claim 6.11. Let $\left\{u_{n}\right\}_{n}, u$, be as in Lemma 6.10. Assume furthermore

$$
I_{\max }(u)=\left(-\infty, s^{+}\right), \text {for } s^{+} \in(0,+\infty) .
$$

Let $y^{+}$be the blow-up point of $u$ at time $s^{+}$. Let $s \in I_{\max }(u)$, and $\varepsilon>0$. Then if $u_{n}$ is global for large $n$,

$$
\lim _{n \rightarrow \infty} \int_{\left|y-y^{+}\right|>\left|s-s^{+}\right|+\varepsilon}\left|\nabla u_{n}(s)\right|^{2}+\left(\partial_{t} u_{n}(s)\right)^{2} d y=0 .
$$

If $u_{n}$ is not global for large $n$ and $y_{n}^{ \pm}$is the blow-up point of $u_{n}$ at time $s_{n}^{ \pm}$, then $\left(s_{n}^{ \pm}, y_{n}^{ \pm}\right) \notin\left\{\left|y-y^{+}\right|>\left|s-s^{+}\right|+\varepsilon\right\}$ and

$$
\lim _{n \rightarrow \infty} \int_{\left|y-y^{+}\right|>\left|s-s^{+}\right|+\varepsilon}\left|\nabla \underline{u}_{n}(s)\right|^{2}+\left(\partial_{t} \underline{u}_{n}(s)\right)^{2} d y=0 .
$$

Proof. Let $\eta$ such that $0<\eta \leq \varepsilon$ and $s<s^{+}-\eta$. Let $s_{0}=s^{+}-\eta$. Let $\left(\tilde{u}_{n 0}, \tilde{u}_{n 1}\right)=\chi\left(\frac{y-y^{+}}{2 \eta}\right)\left(u_{n}\left(s_{0}\right), \partial_{t} u_{n}\left(s_{0}\right)\right)$, where $\chi \in C^{\infty}\left(\mathbb{R}^{N}\right)$, and $\chi(y)=1$ if $|y| \geq 1$, whereas $\chi(y)=0$ if $|y| \leq 1 / 2$. Since $\left(u\left(s_{0}, y\right), \partial_{t} u\left(s_{0}, y\right)\right)=0$ if $\left|y-y^{+}\right| \geq \eta$, we have

$$
\lim _{n \rightarrow \infty}\left\|\left(\widetilde{u}_{n 0}, \tilde{u}_{n 1}\right)\right\|_{\dot{H}^{1} \times L^{2}}=0
$$

and thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(\widetilde{u}_{n}(s), \partial_{s} \tilde{u}_{n}(s)\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{6.26}
\end{equation*}
$$

By Claim 6.9 (or simply finite speed of propagation if $u_{n}$ is global),

$$
\left|y-y^{+}\right| \geq 2 \eta+\left|s-s_{0}\right| \Longrightarrow \tilde{u}_{n}(s, y)=\underline{u}_{n}(s, y) .
$$

Since $s<s_{0}$, we have $2 \eta+\left|s-s_{0}\right|=2 \eta+s_{0}-s=\eta+\left|s^{+}-s\right|$, and the conclusion of the claim follows from (6.26).

We can assume, without loss of generality, that we are in one of the following three cases: $u_{n}$ is global for large $n ; I_{\max }\left(u_{n}\right)$ is of the form $\left(-\infty, s_{n}^{+}\right)$, where $s_{n}^{+} \in \mathbb{R}$ for large $n$; or $I_{\max }\left(u_{n}\right)$ is of the form $\left(s_{n}^{-},+\infty\right)$, where $s_{n}^{-} \in \mathbb{R}$ for large $n$.
Step 1 . We prove that there exists $T \in I_{\max }\left(u_{\ell}\right)$ such that $T \in I_{\max }\left(u_{n \ell}\right)$ for large $n$.
If $\left(u_{n}\right)_{n}$ is global for large $n$, then $u_{n \ell}$ is global for large $n$ and the result is obvious.

Assume that $I_{\max }\left(u_{n}\right)$ is of the form $\left(-\infty, s_{n}^{+}\right)$for large $n$, and denote by $y_{n}^{+}$ the blow-up point of $u_{n}$ at $s=s_{n}^{+}$. Then

$$
I_{\max }\left(u_{n \ell}\right)=\left(-\infty, t_{n}^{+}\right), \quad t_{n}^{+}=\frac{s_{n}^{+}+\ell y_{n 1}^{+}}{\sqrt{1-\ell^{2}}}
$$

Since $u_{n}$ has the compactness property, we deduce

$$
\operatorname{supp}\left(u_{0 n}, u_{1 n}\right) \subset\left\{\left|y-y_{n}^{+}\right| \leq s_{n}^{+}\right\} \subset\left\{\left|y_{n}^{+}\right|-s_{n}^{+} \leq|y|\right\}
$$

Since $\left(u_{0 n}, u_{1 n}\right)$ converges in $\dot{H}^{1} \times L^{2}$ to $\left(u_{0}, u_{1}\right) \neq(0,0)$, we deduce that there exists a constant $M>0$ such that

$$
\begin{equation*}
\forall n, \quad\left|y_{n}^{+}\right| \leq M+s_{n}^{+} \tag{6.27}
\end{equation*}
$$

As a consequence

$$
\begin{equation*}
t_{n}^{+}=\frac{s_{n}^{+}+\ell y_{n 1}^{+}}{\sqrt{1-\ell^{2}}} \geq \frac{(1-|\ell|) s_{n}^{+}-|\ell| M}{\sqrt{1-\ell^{2}}} \geq-\frac{|\ell| M}{\sqrt{1-\ell^{2}}} \tag{6.28}
\end{equation*}
$$

If the domain of existence of $u$ is of the form $\left(-\infty, s^{+}\right)$with $s^{+}<\infty$, then the domain of existence of $u_{\ell}$ is of the form $\left(-\infty, t^{+}\right)$and any $T<\min \left(t^{+},-\frac{|\ell| M}{\sqrt{1-\ell^{2}}}\right)$
satisfies the desired property. If $u$ is global, we can take any $T<-\frac{|\ell| M}{\sqrt{1-\ell^{2}}}$. Finally, if the domain of existence of $u$ is of the form $\left(s^{-},+\infty\right)$, then by standard long-time perturbation $s_{n}^{+} \rightarrow+\infty$, and thus by (6.28), $t_{n}^{+} \rightarrow+\infty$. Any $T>t^{-}$satisfies the conclusion of Step 1.

If the maximal domain of existence of $u_{n}$ is of the form $\left(s_{n}^{-},+\infty\right)$ for large $n$, the proof is identical and we omit it.

Step 2. We prove that there exists $B>0$ such that

$$
\lim _{n \rightarrow \infty} \int_{|x| \geq B}\left|\nabla u_{n \ell}(T, x)-\nabla u_{\ell}(T, x)\right|^{2}+\left(\partial_{t} u_{n \ell}(T, x)-\partial_{t} u_{\ell}(T, x)\right)^{2} d x=0
$$

Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, defined by $\chi(y)=1$ for $|y| \geq 1$, and $\chi(y)=0$ for $|y| \leq 1 / 2$. Let

$$
\left(\tilde{u}_{0 n}, \tilde{u}_{1 n}\right)(y)=\chi\left(\frac{y}{A}\right)\left(u_{0 n}, u_{1 n}\right)(y), \quad\left(\tilde{u}_{0}, \tilde{u}_{1}\right)(y)=\chi\left(\frac{y}{A}\right)\left(u_{0}, u_{1}\right)(y)
$$

We choose $A$ large, so that

$$
\left\|\left(\widetilde{u}_{0}, \widetilde{u}_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq \frac{\delta_{0}}{2}
$$

where again $\delta_{0}$ is given by the small data theory. Then for large $n$,

$$
\left\|\left(\widetilde{u}_{0 n}, \widetilde{u}_{1 n}\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq \delta_{0},
$$

and $\tilde{u}_{n}$ is global. By Claim 6.9,

$$
|y| \geq A+|s| \Longrightarrow \underline{u}_{n}(s, y)=\tilde{u}_{n}(s, y)
$$

and, if $u_{n}$ is not globally defined forward in time (respectively backward in time), $\left|y_{n}^{+}\right|<A+\left|s_{n}^{+}\right|$(respectively $\left.\left|y_{n}^{-}\right|<A+\left|s_{n}^{-}\right|\right)$. Similarly, $\underline{u}=\tilde{u}$ for $|y| \geq A+|s|$ and, if $u$ is not globally defined forward in time (respectively backward in time), $\left|y^{+}\right|<A+\left|s^{+}\right|$(respectively $\left|y^{-}\right|<A+\left|s^{-}\right|$). As a consequence (for large $n$ ),

$$
\begin{equation*}
|x| \geq c_{\ell} A+|t| \Longrightarrow \tilde{u}_{n \ell}(t, x)=u_{n \ell}(t, x), \quad \tilde{u}_{\ell}(t, x)=u_{\ell}(t, x) \tag{6.29}
\end{equation*}
$$

By the small data theory,

$$
\lim _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}}=0
$$

Since

$$
\partial_{t}^{2}\left(\widetilde{u}_{n}-\widetilde{u}\right)-\Delta\left(\widetilde{u}_{n}-\widetilde{u}\right)=\left|\tilde{u}_{n}\right|^{\frac{4}{N-2}} \tilde{u}_{n}-|\widetilde{u}|^{\frac{4}{N-2}} \tilde{u},
$$

and

$$
\begin{aligned}
& \left\|\left|\widetilde{u}_{n}\right|^{\frac{4}{N-2}} \widetilde{u}_{n}-|\widetilde{u}|^{\frac{4}{N-2}} \widetilde{u}\right\|_{L^{1} L^{2}} \\
& \left.\quad \leq C\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}\left(\left\|\widetilde{u}_{n}\right\|_{L^{\frac{4}{N-2}}}^{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}}+\|\widetilde{u}\|_{L^{\frac{N+2}{N-2}}}^{L^{\frac{4(N+2)}{N-2}}}\right)}\right)
\end{aligned}
$$

goes to 0 as $n \rightarrow \infty$, we obtain by Claim 6.7

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|\left(\widetilde{u}_{n \ell}(t)-\tilde{u}_{\ell}(t), \partial_{t} \tilde{u}_{n \ell}(t)-\partial_{t} \tilde{u}_{\ell}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \underset{n \rightarrow \infty}{\longrightarrow} 0 . \tag{6.30}
\end{equation*}
$$

The conclusion of Step 2 follows from (6.29) and (6.30).
Step 3. Let $X \in \mathbb{R}^{N}$. We show that there exists $\eta>0$ such that

$$
\lim _{n \rightarrow \infty} \int_{|x-X|<\eta}\left|\nabla u_{n \ell}(T, x)-\nabla u_{\ell}(T, x)\right|^{2}+\left|\partial_{t} u_{n \ell}(T, x)-\partial_{t} u_{\ell}(T, x)\right|^{2} d x=0
$$

We let as usual $(S, Y)=\phi_{\ell}^{-1}(T, X)$. We distinguish two cases
Case 1: $S \in I_{\max }(u)$. In this case, $S \in I_{\max }\left(u_{n}\right)$ for large $n$. We let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\psi(y)=1$ if $|y| \leq 1$ and $\psi(y)=0$ if $|y| \geq 2$. Define:

$$
\left(\tilde{u}_{0 n}, \tilde{u}_{1 n}\right)(y)=\psi\left(\frac{y-Y}{\varepsilon}\right)\left(u_{0 n}, u_{1 n}\right)(y), \quad\left(\tilde{u}_{0}, \tilde{u}_{1}\right)(y)=\psi\left(\frac{y-Y}{\varepsilon}\right)\left(u_{0}, u_{1}\right)(y)
$$

and choose $\varepsilon>0$ so that $\left\|\left(\widetilde{u}_{0}, \widetilde{u}_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}} \leq \delta_{0} / 2$. As in Step 2, we get that $\tilde{u}$ is global and scattering, that $\tilde{u}_{n}$ is global and scattering for large $n$ and (using Claim 6.9) that

$$
|x-X| \leq \frac{\varepsilon}{c_{\ell}}-|t-T| \Longrightarrow \tilde{u}_{n \ell}(t, x)=u_{n \ell}(t, x) \text { and } \tilde{u}_{\ell}(t, x)=u_{\ell}(t, x)
$$

Using as in Step 2 Claim 6.7, we get

$$
\sup _{t \in \mathbb{R}}\left\|\left(\widetilde{u}_{n \ell}(t)-\tilde{u}_{\ell}(t), \partial_{t} \tilde{u}_{n \ell}(t)-\partial_{t} \tilde{u}_{\ell}(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

and the conclusion follows.
Case 2: $S \notin I_{\max }(u)$. We assume to fix ideas

$$
I_{\max }(U)=\left(-\infty, s^{+}\right), \quad s^{+} \in \mathbb{R}, S \geq s^{+}
$$

Using that $T<t^{+}$, we get $\frac{S+\ell Y_{1}}{\sqrt{1-\ell^{2}}}<\frac{s^{+}+\ell y_{1}^{+}}{\sqrt{1-\ell^{2}}}$ and thus $S-s^{+}<\ell\left|Y_{1}-y_{1}^{+}\right|$. As a consequence, since $S \geq s^{+}$,

$$
\left|Y-y^{+}\right|>\left|S-s^{+}\right|
$$

This implies $\left(\underline{u}, \partial_{t} \underline{u}\right)=(0,0)$ close to $(S, Y)$. Since by Claim $6.11\left(u_{n}, \partial_{t} u_{n}\right) \rightarrow 0$ close to ( $S, Y$ ), locally in $\dot{H}^{1} \times L^{2}$, the result follows.

Step 4. End of the proof. By Steps 2 and 3,

$$
\lim _{n \rightarrow \infty}\left\|\left(u_{n \ell}(T), \partial_{t} u_{n \ell}(T)\right)-\left(u_{\ell}(T), \partial_{t} u_{\ell}(T)\right)\right\|_{\dot{H}^{1} \times L^{2}}=0
$$

The conclusion of Lemma 6.10 follows from global in time perturbation theory with initial time $t=T$.

### 6.4. Preservation of the compactness property by Lorentz transformation

In view of Lemmas $6.1,6.8$, the proof of Proposition 6.2 will be complete once we prove:

Lemma 6.12. Let u be a non-zero solution of (1.1) with the compactness property. Then $u_{\ell}$ has the compactness property.

We will need the following Claim, proved in Appendix C.
Claim 6.13. Let $u$ be a non-zero solution of (1.1) with the compactness property. Let $\left(s^{-}, s^{+}\right)=I_{\max }(u)$. Then there exist $\mu(s)>0$, and $y(s) \in \mathbb{R}^{N}$ defined for $s \in\left(s^{-}, s^{+}\right)$such that
(a) if $s^{-}<s<s^{+}$,

$$
\begin{aligned}
\frac{1}{3} \int\left|\nabla_{s, y} u(s, y)\right|^{2} d y & \leq \int_{y_{1}(s)}^{+\infty} \int_{\mathbb{R}^{N-1}}\left|\nabla_{s, y} u(s, y)\right|^{2} d y^{\prime} d y_{1} \\
& \leq \frac{2}{3} \int\left|\nabla_{s, y} u(s, y)\right|^{2} d y
\end{aligned}
$$

(b) $s \mapsto y_{1}(s)$ is continuous on $\left(s^{-}, s^{+}\right)$.
(c) $K=\left\{\left(\mu^{N / 2-1}(s) u(s, \mu(s) \cdot+y(s)), \mu^{N / 2}(s) \partial_{s} u(s, \mu(s) \cdot+y(s))\right), s \in\left(s^{-}, s^{+}\right)\right\}$ has compact closure in $\dot{H}^{1} \times L^{2}$.

Remark 6.14. Of course in the setting of Claim 6.13 we could also choose $y_{2}(s)$, $y_{3}(s)$ and $\mu(s)$ continuous, but we do not need this fact in the sequel.

Proof of Lemma 6.12. We let $y(s), \mu(s)$ and $K$ be as in Claim 6.13. Let $\left(t^{-}, t^{+}\right)$ be the maximal interval of existence of $u_{\ell}$.
Step 1. Let $t \in\left(t^{-}, t^{+}\right)$. We show that there exists $s=s(t) \in\left(s^{-}, s^{+}\right)$such that $t=\frac{s+\ell y_{1}(s)}{\sqrt{1-\ell^{2}}}$. Let us mention that $s(t)$ is not always unique.

Let $f: s \mapsto \frac{s+\ell y_{1}(s)}{\sqrt{1-\ell^{2}}}$. Then $f$ is continuous on $\left(s^{-}, s^{+}\right)$. We distinguish two cases.

Case 1. $u$ is global. Then by finite speed of propagation,

$$
\lim _{R \rightarrow \infty} \limsup _{t \rightarrow+\infty} \int_{|x| \geq t+R}|\nabla u(t, x)|^{2}+\left(\partial_{t} u(t, x)\right)^{2} d x=0
$$

which implies $|y(s)| \leq|s|+M$ for a large constant $M$. Thus

$$
\lim _{s \rightarrow \pm \infty} \frac{s+\ell y_{1}(s)}{\sqrt{1-\ell^{2}}}= \pm \infty
$$

and the result follows by the intermediate value theorem.

Case 2. $u$ is not global, say $s^{+}<\infty$. The maximal interval of existence of $u_{\ell}$ is $\left(-\infty, t^{+}\right)$, where $t^{+}=\frac{s^{+}+\ell y_{1}^{+}}{\sqrt{1-\ell^{2}}}$. As before, we have:

$$
\lim _{s \rightarrow-\infty} \frac{s+\ell y_{1}(s)}{\sqrt{1-\ell^{2}}}=-\infty
$$

Let $y^{+}$be the blow-up point of $u$ at $s=s^{+}$. By [30, Proof of Lemma 4.8], $y(s)$ is bounded as $s \rightarrow s^{+}$. Let $\left\{s_{n}\right\}_{n}$ be a sequence in $\left(s^{-}, s^{+}\right)$that converges to $s^{+}$, and such that $\left\{y\left(s_{n}\right)\right\}_{n}$ converges in $\mathbb{R}^{N}$. Then (see again [30]) $\mu\left(s_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and (extracting subsequences if necessary),

$$
\left(\mu^{N / 2-1}\left(s_{n}\right) u\left(s_{n}, \mu\left(s_{n}\right) \cdot+y\left(s_{n}\right)\right), \mu^{N / 2}\left(s_{n}\right) \partial_{s} u\left(s_{n}, \mu\left(s_{n}\right) \cdot+y\left(s_{n}\right)\right)\right)
$$

converges to a non-zero function as $n \rightarrow \infty$. Since the preceding function is supported in $\left\{y \in \mathbb{R}^{N}\right.$ s.t. $\left.\left|\mu\left(s_{n}\right) y+y\left(s_{n}\right)-y^{+}\right| \leq\left|s_{n}-s^{+}\right|\right\}$, we get that $y\left(s_{n}\right) \rightarrow y^{+}$ as $n \rightarrow \infty$, and thus (since $\left\{s_{n}\right\}_{n}$ is an arbitrary sequence that converges to $s^{+}$),

$$
\lim _{s \rightarrow s^{+}} y(s)=y^{+}
$$

Thus

$$
\lim _{s \rightarrow s^{+}} \frac{s+\ell y_{1}(s)}{\sqrt{1-\ell^{2}}}=t^{+}
$$

and the statement follows again from the intermediate value theorem. Step 1 is complete.

Step 2. We let, for $t \in I_{\max }(u)$,

$$
\lambda(t)=\mu(s(t)), \quad x(t)=\frac{y(s(t))+\ell s(t) \vec{e}_{1}}{\sqrt{1-\ell^{2}}}
$$

Let
$K_{\ell}=\left\{\lambda^{N / 2-1}(t) u_{\ell}(t, \lambda(t) \cdot+x(t)), \lambda^{N / 2}(t) \partial_{t} u_{\ell}(t, \lambda(t) \cdot+x(t)), \quad t \in I_{\max }\left(u_{\ell}\right)\right\}$.
The aim of steps 2 and 3 is to show that $K_{\ell}$ has compact closure in $\dot{H}^{1} \times L^{2}$.
Let $\left\{t_{n}\right\}_{n}$ be a sequence in $I_{\max }\left(u_{\ell}\right), s_{n}=s\left(t_{n}\right) \in I_{\max }(u)$. Let

$$
v_{n}(\tau, z)=\mu^{N / 2-1}\left(s_{n}\right) u\left(s_{n}+\mu\left(s_{n}\right) \tau, y\left(s_{n}\right)+\mu\left(s_{n}\right) z\right)
$$

Then (extracting subsequences if necessary), there exists $\left(v_{0}, v_{1}\right) \in \dot{H}^{1} \times L^{2}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(v_{n}(0), \partial_{t} v_{n}(0)\right)-\left(v_{0}, v_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{6.31}
\end{equation*}
$$

We let $v$ be the solution of (1.1) with initial data $\left(v_{0}, v_{1}\right)$. Recall from Lemma 6.10 that $v$ has the compactness property. In this step we prove that $0 \in I_{\max }\left(v_{\ell}\right)$. If $v$ is
global, then $v_{\ell}$ is global and the result follows. We assume $v$ is not global. To fix ideas, we assume that

$$
I_{\max }(v)=\left(-\infty, S^{+}\right), \quad S^{+}>0
$$

We denote by $Y^{+}$the blow-up point for $v$ at $s=S^{+}$. We have

$$
\begin{equation*}
\operatorname{supp}\left(v_{0}, v_{1}\right) \subset\left\{\left|y-Y^{+}\right| \leq S^{+}\right\} \tag{6.32}
\end{equation*}
$$

By the choice of $y_{1}(s)$ in Claim 6.13,

$$
\begin{aligned}
\int_{z_{1} \geq 0}\left|\nabla_{\tau, z} v_{n}(0, z)\right|^{2} d z & =\int_{y_{1} \geq y_{1}\left(s_{n}\right)}\left|\nabla_{s, y} u\left(s_{n}, y\right)\right|^{2} d y \\
& \geq \frac{1}{3} \int\left|\nabla_{s, y} u\left(s_{n}, y\right)\right|^{2} d y=\frac{1}{3} \int\left|\nabla_{\tau, z} v_{n}(0, z)\right|^{2} d z
\end{aligned}
$$

Letting $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
\int_{z_{1} \geq 0}\left|\nabla_{\tau, z} v(0, z)\right|^{2} d z \geq \frac{1}{3} \int\left|\nabla_{\tau, z} v(0, z)\right|^{2} d z \tag{6.33}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\int_{z_{1} \leq 0}\left|\nabla_{\tau, z} v(0, z)\right|^{2} d z \geq \frac{1}{3} \int\left|\nabla_{\tau, z} v(0, z)\right|^{2} d z \tag{6.34}
\end{equation*}
$$

We prove by contradiction $\left|Y_{1}^{+}\right|<S^{+}$. If for example $Y_{1}^{+} \leq-S^{+}$, then $y_{1}>$ $0 \Longrightarrow y_{1}-Y_{1}^{+}>S^{+}$and (6.32) implies

$$
\int_{y_{1}>0}\left|\nabla_{s, y} v(0, y)\right|^{2} d y=0
$$

which contradicts (6.33), since $v$ is not identically 0 , proving $Y_{1}^{+}>-S^{+}$. Similarly (using (6.34)), we get $Y_{1}^{+}<S^{+}$. Recalling that

$$
T^{+}\left(v_{\ell}\right)=\frac{S^{+}+\ell Y_{1}^{+}}{\sqrt{1-\ell^{2}}}
$$

we get $T^{+}\left(v_{\ell}\right)>0$, which concludes Step 2 .
Step 3. By Step 2, $0 \in I_{\max }\left(v_{\ell}\right)$. By Lemma $6.10,0 \in I_{\max }\left(v_{n \ell}\right)$ for large $n$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(v_{n \ell}, \partial_{t} v_{n \ell}\right)(0)-\left(v_{\ell}, \partial_{t} v_{\ell}\right)(0)\right\|_{\dot{H}^{1} \times L^{2}}=0 \tag{6.35}
\end{equation*}
$$

Moreover, letting $t_{n}=\frac{s_{n}+\ell y_{1}\left(s_{n}\right)}{\sqrt{1-\ell^{2}}}$, we have $x\left(t_{n}\right)=\frac{y\left(s_{n}\right)+\ell s_{n} \vec{e}_{1}}{\sqrt{1-\ell^{2}}}$ and thus

$$
\begin{aligned}
& \lambda^{N / 2-1}\left(t_{n}\right) u_{\ell}\left(t_{n}, \lambda\left(t_{n}\right) x+x\left(t_{n}\right)\right) \\
& =\lambda^{N / 2-1}\left(t_{n}\right) \underline{u}\left(\frac{t_{n}-\ell\left(\lambda\left(t_{n}\right) x_{1}+x_{1}\left(t_{n}\right)\right)}{\sqrt{1-\ell^{2}}}, \frac{\lambda\left(t_{n}\right) x_{1}+x_{1}\left(t_{n}\right)-\ell t_{n}}{\sqrt{1-\ell^{2}}}, \lambda\left(t_{n}\right) x^{\prime}+x^{\prime}\left(t_{n}\right)\right) \\
& =\mu^{N / 2-1}\left(s_{n}\right) \underline{u}\left(s_{n}-\frac{\mu\left(s_{n}\right) \ell x_{1}}{\sqrt{1-\ell^{2}}}, y_{1}\left(s_{n}\right)+\frac{\mu\left(s_{n}\right) x_{1}}{\sqrt{1-\ell^{2}}}, \mu\left(s_{n}\right) x^{\prime}+y^{\prime}\left(s_{n}\right)\right)=v_{n \ell}(0, x)
\end{aligned}
$$

and similarly,

$$
\lambda^{N / 2}\left(t_{n}\right) \partial_{t} u_{\ell}\left(t_{n}, \lambda_{n}\left(t_{n}\right) x+x\left(t_{n}\right)\right)=\partial_{t} v_{n \ell}(0, x)
$$

Combining with (6.35), we get that

$$
\left(\lambda^{N / 2-1}\left(t_{n}\right) u_{\ell}\left(t_{n}, \lambda\left(t_{n}\right) x+x\left(t_{n}\right)\right), \lambda^{N / 2}\left(t_{n}\right) \partial_{t} u_{\ell}\left(t_{n}, \lambda_{n}\left(t_{n}\right) x+x\left(t_{n}\right)\right)\right)
$$

converges in $\dot{H}^{1} \times L^{2}$ as $n \rightarrow \infty$. The proof is complete.
Remark 6.15. From the proof of Lemma 6.12, we see that if $\left(u\left(s_{n}\right), \partial_{t} u\left(s_{n}\right)\right)$ converges, up to scaling and space translation, to $\left(v_{0}, v_{1}\right) \in \dot{H}^{1} \times L^{2}$, then $\left(u_{\ell}\left(t_{n}\right)\right.$, $\partial_{t} u_{\ell}\left(t_{n}\right)$ ) converges (again up to scaling and space translation) to ( $v_{\ell}(0), \partial_{t} v_{\ell}(0)$ ), where $v$ is the solution of (1.1) with initial data $\left(v_{0}, v_{1}\right)$, and the sequence $\left(t_{n}\right)_{n}$ can be taken as in Step 1 of the proof of Lemma 6.12.

## A. Estimates on modulated functions

As in Section 3, we denote by $A=(s, a, b, c)$ an element of $\mathbb{R}^{N^{\prime}}$, where $s \in \mathbb{R}$, $a, b$ are in $\mathbb{R}^{N}$ and $c$ in $\mathbb{R}^{\frac{N(N-1)}{2}}$. Recall from (3.2) the definition of $P_{c}$.

Lemma A.1. Let $\psi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$ and $q>0$. Then the function

$$
F:(x, A) \in \mathbb{R}^{N} \times \mathbb{R}^{N^{\prime}} \longmapsto\left(\frac{e^{s / 2}}{\left|\frac{x}{|x|}-|x| a\right|}\right)^{q} \psi\left(b+\frac{e^{s} P_{c}\left(x-|x|^{2} a\right)}{\left|\frac{x}{|x|}-|x| a\right|^{2}}\right)
$$

can be extended to a $C^{\infty}$ function on $\mathbb{R}^{N+N^{\prime}}$. If $K$ is a compact subset of $\mathbb{R}^{N^{\prime}}$, there exists a constant $C_{K}>0$ such that

$$
\begin{align*}
\forall x \in \mathbb{R}^{N}, \forall A \in K, \quad & |F(x, A)|+\left|\nabla_{A} F(x, A)\right|+\left|x \nabla_{x} F(x, A)\right| \\
& +\left|x \nabla_{x} \nabla_{A} F(x, A)\right|+\left|\nabla_{A}^{2} F(x, A)\right| \leq \frac{C_{K}}{(1+|x|)^{q}} \tag{A.1}
\end{align*}
$$

## Furthermore

$$
\begin{align*}
\frac{\partial F}{\partial s}(x, 0) & =\frac{q}{2} \psi(x)+x \cdot \nabla \psi(x)  \tag{A.2}\\
\frac{\partial F}{\partial a_{j}}(x, 0) & =q x_{j} \psi(x)-|x|^{2} \frac{\partial f}{\partial x_{j}}(x)+2 x_{j} x \cdot \nabla \psi(x)  \tag{A.3}\\
\frac{\partial F}{\partial b_{j}}(x, 0) & =\partial_{x_{j}} \psi(x)  \tag{A.4}\\
\frac{\partial F}{\partial c_{j}}(x, 0) & =\left(x_{\ell} \partial_{x_{k}}-x_{k} \partial_{x_{\ell}}\right) \psi(x), \quad \zeta(k, \ell)=j \tag{A.5}
\end{align*}
$$

where $\zeta$ is introduced before (3.2).
Proof. Note that $\left|\frac{x}{|x|}-|x| a\right|^{2}=1-2\langle a, x\rangle+|a|^{2}|x|^{2}$, which is $>0$ if $a \neq x /|x|^{2}$. Thus $F$ can be extended to a smooth function on the open set

$$
\left\{(x, A) \in \mathbb{R}^{N} \times \mathbb{R}^{N^{\prime}} \text { s.t. } x=0 \text { or } a \neq \frac{x}{|x|^{2}}\right\}
$$

Next, we notice

$$
\begin{equation*}
F(x, A)=\frac{1}{|x|^{q}} G\left(\frac{x}{|x|^{2}}-a, A\right) \tag{A.6}
\end{equation*}
$$

where

$$
G(y, A)=\frac{e^{q s / 2}}{|y|^{q}} f\left(b+\frac{P_{c} e^{s} y}{|y|^{2}}\right), \quad G(0, A)=0
$$

Obviously, $G$ is smooth away from $y=0$. We prove that $G \in C^{\infty}\left(\mathbb{R}^{N} \times \mathbb{R}^{N^{\prime}}\right)$. Let us fix a large $M>0$. Let $\varepsilon_{K}>0$ be a small constant, depending on $K$, to be specified. Using that $f \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, we get, if $A \in K, 0<|y|<\varepsilon_{K}$,

$$
\begin{aligned}
|G(y, A)| & \leq \frac{C_{K, M}}{|y|^{q}\left|b+\frac{P_{c} e^{s} y}{|y|^{2}}\right|^{q+M}} \leq \frac{C_{K, M}}{|y|^{q}\left(\frac{e^{s}|y|}{|y|^{2}}-|b|\right)^{q+M}} \\
& \leq \frac{C_{K, M}}{|y|^{q}}|y|^{q+M}=C_{K}|y|^{M}
\end{aligned}
$$

As a consequence, $G$ is continuous also at $y=0$. Bounding similarly the derivatives of $G$, we deduce that $G$ is smooth and vanishes at infinite order at $y=0$. Going back to (A.6), we deduce that $F$ is smooth.

We next show the bound on $F$ in (A.1). Since $F$ is continous, it is bounded in $B^{N}(1) \times K$. To get a bound for $|x| \geq 1$, we use (A.6). Let $y=\frac{x}{|x|^{2}}-a$. If $|x| \geq 1$ and $A \in K$, then $|y| \leq C_{K}^{\prime}=1+\max _{A \in K}|a|$. Let

$$
M_{K}^{\prime}=\sup _{\substack{|y| \leq C_{K}^{\prime} \\ A \in K}}|G(y, A)|<\infty
$$

Then:

$$
|F(x, A)| \leq \frac{M_{k}^{\prime}}{|x|^{q}}, \quad|x| \geq 1, A \in K
$$

which completes the proof of the bound on $F$ in (A.1). The proof of the bounds on the derivatives of $F$ in (A.1) is similar and we omit it.

Finally, (A.2),(A.3),(A.4) and (A.5) follow from explicit computations.
As an immediate consequence of Lemma A.1, recalling
$\left(\theta_{A}^{-1}\right)^{*}(f)(x)=e^{\frac{(N+2) s}{2}}\left|\frac{x}{|x|}-|x| a\right|^{-(N+2)} f\left(b+\frac{e^{s} P_{c}\left(x-|x|^{2} a\right)}{1-2\langle a, x\rangle+|a|^{2}|x|^{2}}\right), f \in \dot{H}^{1}$,
we obtain:
Corollary A.2. There exists $\varepsilon>0$ with the following property. Let $\psi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$. Then $A \mapsto\left(\theta_{A}^{-1}\right)^{*} \psi$ is a $C^{1}$ function from $B^{N^{\prime}}(\varepsilon)$ to $H^{1}\left(\mathbb{R}^{N}\right)$. Its derivatives at $A=0$ are given by (A.2), (A.3), (A.4), (A.5) with $q=N+2$.

We finally prove the following estimate:
Lemma A.3. Let $f \in \mathcal{S}$ and $p \geq 1$. There exist $C, \varepsilon>0$ such that for all $A \in \mathbb{R}^{N^{\prime}}$,

$$
|A|<\varepsilon \Longrightarrow\left\|f-\left(\theta_{A}^{-1}\right)^{*} f\right\|_{L^{p}} \leq C|A| .
$$

Proof. Indeed by the bound on $\nabla_{A} F$ in Lemma A.1, if $|A| \leq \varepsilon$,

$$
\left|\left(f-\left(\theta_{A}^{-1}\right)^{*} f\right)(y)\right| \leq \frac{C}{1+|y|^{N+2}}|A|,
$$

and the Lemma follows, integrating with respect to $y$.

## B. Nonexistence of solutions converging fast to a stationary solution

In this appendix we prove Claim 5.8. By standard long-time perturbation theory, there exist $\varepsilon_{0}>0, M>0$ such that, for all solution $v$ of (1.1), with initial data ( $v_{0}, v_{1}$ ) such that

$$
\left\|v_{0}-S\right\|_{\dot{H}^{1}}+\left\|v_{1}\right\|_{L^{2}}=\varepsilon<\varepsilon_{0}
$$

we have

$$
[-1,+1] \subset\left(T_{-}(v), T_{+}(v)\right) \text { and } \sup _{t \in[-1,+1]}\left(\|v(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} v(t)\right\|_{L^{2}}\right) \leq M \varepsilon
$$

By induction, we deduce that for all integers $T \geq 1$, if $v$ satisfies

$$
\left\|v_{0}-S\right\|_{\dot{H}^{1}}+\left\|v_{1}\right\|_{L^{2}}=\varepsilon<\frac{\varepsilon_{0}}{M^{T}}
$$

then

$$
[-T,+T] \subset\left(T_{-}(v), T_{+}(v)\right) \text { and } \sup _{t \in[-T,+T]}\left(\|v(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} v(t)\right\|_{L^{2}}\right) \leq M^{T} \varepsilon
$$

Let $v>0$ such that $e^{-v} M<1$. Let $u$ be a solution of (1.1) such that (5.58) holds. Then for any large integer $T$

$$
\|u(T)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} u(T)\right\|_{L^{2}} \leq C e^{-v T}<\frac{\varepsilon_{0}}{M^{T}}
$$

As a consequence,

$$
\sup _{t \in[0, T]}\|u(t)-S\|_{\dot{H}^{1}}+\left\|\partial_{t} u(t)\right\|_{L^{2}}<C e^{-\nu T} M^{T} \underset{T \rightarrow+\infty}{\longrightarrow} 0
$$

We deduce that $\left(u_{0}, u_{1}\right)=(S, 0)$ and thus by uniqueness that $u \equiv S$.

## C. Choice of the translation parameter

In this appendix we prove Claim 6.13. Let $\mu(s)>0, \tilde{y}(s) \in \mathbb{R}^{N}$ such that

$$
\widetilde{K}=\left\{\left(\mu^{N / 2-1}(s) u(s, \mu(s) \cdot+\tilde{y}(s)), \mu^{N / 2}(s) \partial_{s} u(s, \mu(s) \cdot+\tilde{y}(s))\right), s \in\left(s^{-}, s^{+}\right)\right\}
$$

has compact closure in $\dot{H}^{1} \times L^{2}$. Let

$$
\Phi(s, y)=\frac{\left|\nabla_{s, y} u(s, y)\right|^{2}}{\int\left|\nabla_{s, z} u(s, z)\right|^{2} d z}
$$

Note that $\Phi$ is well-defined (since $u \not \equiv 0$ ), nonnegative, that $s \mapsto \Phi(s, \cdot)$ is continuous from $\left(s^{-}, s^{+}\right)$to $L^{1}\left(\mathbb{R}^{N}\right)$ and that $\int \Phi(s, y) d y=1$ for all $s$. If $s \in\left(s^{-}, s^{+}\right)$, the function

$$
F_{S}: Y_{1} \mapsto \int_{Y_{1}}^{+\infty}\left(\int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime}+\frac{1}{3 \sqrt{\pi}} e^{-y_{1}^{2}}\right) d y_{1}
$$

is strictly decreasing and satisfies

$$
\lim _{Y_{1} \rightarrow-\infty} F_{S}\left(Y_{1}\right)=\frac{4}{3}, \quad \lim _{Y_{1} \rightarrow+\infty} F_{S}\left(Y_{1}\right)=0
$$

We let $y_{1}(s)$ be the unique element of $\mathbb{R}$ such that $F_{s}\left(y_{1}(s)\right)=\frac{2}{3}$. We define

$$
y(s)=\left(y_{1}(s), \tilde{y}_{2}(s), \tilde{y}_{3}(s)\right) .
$$

Let us prove that $y, \mu$ satisfy points (a), (b) and (c).

Proof of (a).

$$
\begin{aligned}
\frac{2}{3} & =\int_{y_{1}(s)}^{+\infty} \int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime} d y_{1}+\frac{1}{3 \sqrt{\pi}} \int_{y_{1}(s)}^{+\infty} e^{-y_{1}^{2}} d y_{1} \\
& \leq \int_{y_{1}(s)}^{+\infty} \int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime} d y_{1}+\frac{1}{3}
\end{aligned}
$$

Thus

$$
\frac{2}{3}-\frac{1}{3} \leq \int_{y_{1}(s)} \int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime} d y_{1} \leq \frac{2}{3}
$$

and (a) follows.
Proof of (b). Let $s \in\left(s^{-}, s^{+}\right)$and let $\left\{s_{n}\right\}_{n}$ be a sequence in $\left(s^{-}, s^{+}\right)$converging to $s$. We have

$$
\begin{aligned}
& \int_{y_{1}(s)}^{+\infty} \int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime} d y_{1}+\frac{1}{3 \sqrt{\pi}} \int_{y_{1}(s)}^{+\infty} e^{-y_{1}^{2}} d y_{1}=\frac{2}{3} \\
= & \int_{y_{1}\left(s_{n}\right)}^{+\infty} \int_{\mathbb{R}^{N-1}} \Phi\left(s_{n}, y\right) d y^{\prime} d y_{1}+\frac{1}{3 \sqrt{\pi}} \int_{y_{1}\left(s_{n}\right)}^{+\infty} e^{-y_{1}^{2}} d y_{1}
\end{aligned}
$$

Thus

$$
\begin{aligned}
0= & \int_{y_{1}(s)}^{y_{1}\left(s_{n}\right)}\left(\int_{\mathbb{R}^{N-1}} \Phi(s, y) d y^{\prime}+\frac{1}{3 \sqrt{\pi}} e^{-y_{1}^{2}}\right) d y_{1} \\
& -\int_{y_{1}\left(s_{n}\right)}^{+\infty} \int_{\mathbb{R}^{N-1}}\left(\Phi\left(s_{n}, y\right)-\Phi(s, y)\right) d y^{\prime} d y_{1}
\end{aligned}
$$

Hence (since $\Phi(s, y) \geq 0$ ),

$$
\left|\int_{y_{1}(s)}^{y_{1}\left(s_{n}\right)} e^{-y_{1}^{2}} d y_{1}\right| \leq 3 \sqrt{\pi} \int\left|\Phi\left(s_{n}, y\right)-\Phi(s, y)\right| d y \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

which shows that $y_{1}\left(s_{n}\right) \rightarrow y_{1}(s)$ as $n \rightarrow \infty$, concluding the proof of the continuity of $s \mapsto y_{1}(s)$.

Proof of (c). We prove that there exists a constant $C>0$ such that

$$
\begin{equation*}
\forall s \in\left(s^{-}, s^{+}\right), \quad \tilde{y}_{1}(s)-C \mu(s) \leq y_{1}(s) \leq \tilde{y}_{1}(s)+C \mu(s) . \tag{C.1}
\end{equation*}
$$

If not, we can find a sequence $\left\{s_{n}\right\}_{n}$ in $\left(s^{-}, s^{+}\right)$such that, for example

$$
\forall n, \quad y_{1}\left(s_{n}\right)>\tilde{y}_{1}\left(s_{n}\right)+n \mu\left(s_{n}\right) .
$$

We have

$$
\begin{aligned}
& \int_{y_{1} \geq n} \mu^{N}\left(s_{n}\right)\left|\nabla_{s, y} u\left(s_{n}, \mu\left(s_{n}\right) y+\tilde{y}\left(s_{n}\right)\right)\right|^{2} d y \\
& \quad=\int_{z_{1} \geq \tilde{y}_{1}\left(s_{n}\right)+n \mu\left(s_{n}\right)}\left|\nabla_{s, y} u\left(s_{n}, z\right)\right|^{2} d z \\
& \geq \int_{z_{1} \geq y_{1}\left(s_{n}\right)}\left|\nabla_{s, y} u\left(s_{n}, z\right)\right|^{2} d z \geq \frac{1}{3} \int_{\mathbb{R}^{N}}\left|\nabla_{s, y} u\left(s_{n}, z\right)\right|^{2} d z,
\end{aligned}
$$

which gives a contradiction, since by the compactness of the closure of $\widetilde{K}$, the first term in the preceding inequalities goes to 0 as $n \rightarrow \infty$.

The compactness of $\bar{K}$ follows easily from (C.1) and the compactness of $\overline{\widetilde{K}}$. We omit the proof.

## D. Some space-time estimates

In this appendix we prove Claim 4.8. By Proposition 3.1, (b)

$$
\begin{aligned}
\left\|S \chi_{r_{0}, t_{0}}\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}} & \leq C\left(\int_{-\infty}^{+\infty}\left(\int_{|x| \geq r_{0}+\left|t-t_{0}\right|} \frac{1}{|x|^{2(N+2)}} d x\right)^{1 / 2} d t\right)^{\frac{N-2}{N+2}} \\
& \leq C\left(\int \frac{1}{\left(r_{0}+\left|t-t_{0}\right|\right)^{\frac{N}{2}+2}} d t\right)^{\frac{N-2}{N+2}} \leq \frac{C}{r_{0}^{N / 2-1}}
\end{aligned}
$$

which yields the first inequality of the Claim.
By Lemma 3.11,

$$
\begin{aligned}
& \left\|e^{-\omega t} Y \chi_{r_{0}, t_{0}}\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}}^{\quad=C\left(\int_{-\infty}^{+\infty}\left(\int_{|x| \geq r_{0}+\left|t-t_{0}\right|}|Y|^{\frac{2(N+2)}{N-2}} d x\right)^{\frac{1}{2}} e^{-\frac{N+2}{N-2} \omega t} d t\right)^{\frac{N-2}{N+2}}} \begin{array}{l}
\quad \leq C\left(\int_{-\infty}^{+\infty} \frac{1}{\left(\left|t-t_{0}\right|+r_{0}\right)^{q_{N} / 2}}\left(e^{-\frac{2(N+2)}{N-2} \omega\left(r_{0}+\left|t-t_{0}\right|\right)}\right)^{\frac{1}{2}} e^{-\frac{N+2}{N-2} \omega t} d t\right)^{\frac{N-2}{N+2}} .
\end{array} . . . \begin{array}{l}
\end{array} .
\end{aligned}
$$

We note that $e^{-\frac{N+2}{N-2} \omega\left|t-t_{0}\right|-\frac{N+2}{N-2} \omega t} \leq e^{-\frac{N+2}{N-2} \omega t_{0}}$. Hence (using that $q_{N}>2$ )

$$
\begin{aligned}
\left\|e^{-\omega t} Y \chi_{r_{0}, t_{0}}\right\|_{L^{\frac{N+2}{N-2}} L^{\frac{2(N+2)}{N-2}}} & \leq C e^{-\omega\left(r_{0}+t_{0}\right)}\left(\int_{-\infty}^{+\infty} \frac{d t}{\left(r_{0}+\left|t-t_{0}\right|\right)^{q_{N} / 2}}\right)^{\frac{N-2}{N+2}} \\
& \leq C e^{-\omega\left(r_{0}+t_{0}\right)}
\end{aligned}
$$

which yields the second inequality of the Claim.

## References

[1] S. Agmon, "Lectures on Exponential Decay of Solutions of Second-order Elliptic Equations: Bounds on Eigenfunctions of N -body Schrödinger Operators", Mathematical Notes, Vol. 29, Princeton University Press, Princeton, NJ, 1982.
[2] H. BAhouri and P. Gérard, High frequency approximation of solutions to critical nonlinear wave equations, Amer. J. Math. 121 (1999), 131-175.
[3] H. Bahouri and J. Shatah, Decay estimates for the critical semilinear wave equation, Ann. Inst. H. Poincaré, Anal. Non Linéaire 15 (1998), 783-789.
[4] A. Bulut, M. Czubak, D. Li, N. Pavlović and X. Zhang, Stability and unconditional uniqueness of solutions for energy critical wave equations in high dimensions, Comm. Partial Differential Equations 38 (2013), 575-607.
[5] R. CôTE, Soliton resolution for equivariant wave maps to the sphere, Comm. Pure Appl. Math. (2014), to appear.
[6] R. Côte, C. E. Kenig, A. Lawrie and W. Schlag, Characterization of large energy solutions of the equivariant wave map problem: I, Amer. J. Math. 137 (2015), 139-207.
[7] R. Côte, C. E. Kenig, A. Lawrie and W. Schlag, Characterization of large energy solutions of the equivariant wave map problem: II, Amer. J. Math. 137 (2015), 209-250.
[8] E. B. Davies, "Spectral Theory and Differential Operators", Cambridge Studies in Advanced Mathematics, Vol. 42, Cambridge University Press, Cambridge, 1995.
[9] M. Del Pino, M. Musso, F. Pacard and A. Pistoia, Large energy entire solutions for the Yamabe equation, J. Differential Equations 251 (2011), 2568-2597.
[10] M. del Pino, M. Musso, F. Pacard and A. Pistoia, Torus action on $S^{n}$ and signchanging solutions for conformally invariant equations, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 12 (2013), 209-237.
[11] W. Y. Ding, On a conformally invariant elliptic equation on $\mathbf{R}^{n}$, Comm. Math. Phys. 107 (1986), 331-335.
[12] R. Donninger and J. Krieger, Nonscattering solutions and blowup at infinity for the critical wave equation, Math. Ann. 357 (2013), 89-163.
[13] T. Duyckaerts, C. Kenig and F. Merle, Universality of blow-up profile for small radial type II blow-up solutions of the energy-critical wave equation, J. Eur. Math. Soc. (JEMS) 13 (2011), 533-599.
[14] T. Duyckaerts, C. Kenig and F. Merle, Profiles of bounded radial solutions of the focusing, energy-critical wave equation, Geom. Funct. Anal. 22 (2012), 639-698.
[15] T. Duyckaerts, C. Kenig and F. Merle, Scattering for radial, bounded solutions of focusing supercritical wave equations, Inst. Math. Res. Not. IMRN (2012).
[16] T. Duyckaerts, C. Kenig and F. Merle, Universality of the blow-up profile for small type II blow-up solutions of the energy-critical wave equation: the nonradial case, J. Eur. Math. Soc. (JEMS) 14 (2012), 1389-1454.
[17] T. Duyckaerts, C. Kenig and F. Merle, Classification of radial solutions of the focusing, energy-critical wave equation, Camb. J. Math. 1 (2013), 75-144.
[18] T. Duyckaerts, C. Kenig and F. Merle, Profiles for bounded solutions of dispersive equations, with applications to energy-critical wave and Schrödinger equations, Commun. Pure Appl. Anal. 14 (1915), 1275-1326.
[19] T. DUYCKAERTS and F. MERLE, Dynamics of threshold solutions for energy-critical wave equation, Int. Math. Res. Pap. IMRP (2008), Art ID rpn002, 67.
[20] T. Duyckaerts and F. Merle, Scattering norm estimate near the threshold for energycritical focusing semilinear wave equation, Indiana Univ. Math. J. 58 (2009), 1971-2001.
[21] J. Ginibre and G. Velo, Generalized Strichartz inequalities for the wave equation, J. Funct. Anal. 133 (1995), 50-68.
[22] L. Glangetas and F. Merle, a geometrical approach of existence of blow up solutions in $H^{1}$ for nonlinear Schrödinger equation, preprint Rep. No. R95031, Laboratoire d'Analyse Numérique, Univ. Pierre and Marie Curie, 1995.
[23] M. G. Grillakis, Regularity and asymptotic behaviour of the wave equation with a critical nonlinearity, Ann. of Math. 132 (1990), 485-509.
[24] M. G. Grillakis, Regularity for the wave equation with a critical nonlinearity, Comm. Pure Appl. Math. 45 (1992), 749-774.
[25] E. HEbEY and M. VAUGON, Existence and multiplicity of nodal solutions for nonlinear elliptic equations with critical Sobolev growth, J. Funct. Anal. 119 (1994), 298 - 318.
[26] M. Hillairet and P. RaphaËL, Smooth type II blow-up solutions to the four-dimensional energy-critical wave equation Anal. Partial Differential Equations 5 (2012), 777-829.
[27] L. KApitanski, Global and unique weak solutions of nonlinear wave equations, Math. Res. Lett. 1 (1994), 211-223.
[28] C. E. KEnig, A, LaWrie and W. Schlag, Relaxation of wave maps exterior to a ball to harmonic maps for all data, Geom. Funct. Anal. 24 (2014), 610-647.
[29] C. E. KENIG and F. Merle, Global well-posedness, scattering and blow-up for the energycritical, focusing, non-linear Schrödinger equation in the radial case, Invent. Math. 166 (2006), 645-675.
[30] C. E. KENig and F. Merle, Global well-posedness, scattering and blow-up for the energycritical focusing non-linear wave equation, Acta Math. 201 (2008), 147-212.
[31] S. KERAANI, On the blow up phenomenon of the critical nonlinear Schrödinger equation, J. Funct. Anal. 235 (2006), 171-192.
[32] N. Korevaar, R. Mazzeo, F. Pacard and R. Schoen, Refined asymptotics for constant scalar curvature metrics with isolated singularities, Invent. Math. 135 (1999), 233272.
[33] J. KRIEGER, K. NAKANISHI and W. SChLAG, Center-stable manifold of the ground state in the energy space for the critical wave equation, Math. Ann. 361 (2013), 1-50.
[34] J. Krieger, K. NaKanishi and W. Schlag, Global dynamics away from the ground state for the energy-critical nonlinear wave equation Amer. J. Math. 135 (2013), 935-965.
[35] J. KRIEGER, K. NAKANISHI and W. Schlag, Global dynamics of the nonradial energycritical wave equation above the ground state energy, Discrete Contin. Dyn. Syst. 33 (2013), 2423-2450.
[36] J. KRIEGER and W. Schlag On the focusing critical semi-linear wave equation, Amer. J. Math. 129 (2007), 843-913.
[37] J. KRIEGER and W. SCHLAG, Full range of blow up exponents for the quintic wave equation in three dimensions, J. Math. Pures Appl. 101 (2014), 873-900.
[38] J. KRIEGER, J., W. SChLAG and D. TATARU, Renormalization and blow up for charge one equivariant critical wave maps Invent. Math. 171 (2008), 543-615.
[39] R. MAZZEO and F. PACARD, Constant scalar curvature metrics with isolated singularities, Duke Math. J. 99 (1999), 353-418.
[40] V. Z. MESHKOV, Weighted differential inequalities and their application for estimates of the decrease at infinity of the solutions of second-order elliptic equations, Tr. Mat. Inst. Steklov. 190 (1989), 139-158. Translated in Proc. Steklov Inst. Math. 1992, no. 1, 145-166, Theory of functions (Russian) (Amberd, 1987).
[41] M. Musso and J. Wei, Nondegeneracy of nonradial nodal solutions to Yamabe problem, Comm. Math. Phys. 340 (2015), 1049-1107.
[42] K. NaKANISHi, Scattering theory for the nonlinear Klein-Gordon equation with Sobolev critical power, Internat. Math. Res. Notices 1 (1999), 31-60.
[43] O. REy, The role of the Green's function in a nonlinear elliptic equation involving the critical Sobolev exponent, J. Funct. Anal. 89 (1990), 1-52.
[44] J. Shatah and M. Struwe, Regularity results for nonlinear wave equations, Ann. of Math. 138 (1993), 503-518.
[45] J. Shatah and M. Struwe, Well-posedness in the energy space for semilinear wave equations with critical growth, Internat. Math. Res. Notices 7 (1994), 303ff., approx. 7 pp. (electronic).
[46] R. SHEN, On the energy subcritical, non-linear wave equation with radial data for $p \in$ (3, 5), Anal. Partial Differential Equations 6 (2013), 1929-1987.
[47] T. TAO, Global well-posedness and scattering for the higher-dimensional energy-critical nonlinear Schrödinger equation for radial data, New York J. Math. 11 (2005), 57-80 (electronic).
[48] T. TAO, A (concentration-) compact attractor for high-dimensional non-linear Schrödinger equations, Dyn. Differential Equations 4 (2007), 1-53.
[49] T. TAO, M. VisAn and X. Zhang, Minimal-mass blowup solutions of the mass-critical NLS, Forum Math. 20 (2008), 881-919.
[50] N. S. TRUDINGER, Remarks concerning the conformal deformation of Riemannian structures on compact manifolds, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (3) 22 (1968), 265-274.

LAGA, Institut Galilée, Université Paris 99, avenue Jean-Baptiste Clément 93430 - Villetaneuse duychaer@math.univ-paris13.fr

Department of Mathematics University of Chicago 5734 University Avenue Chicago, IL 60637-1514, USA
cek@math.uchicago.edu
UFR S\&T
AGM/Dpt Mathématiques
Université de Cergy-Pontoise
2, av. Adolphe Chauvin 95302 Cergy-Pontoise Cedex, France Frank.Merle@u-cergy.fr

