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Young measure approach to the weak convergence theory
in the calculus of variations and strong materials

MIKHAIL A. SYCHEV AND NINA NIKOLAEVNA SYCHEVA

Abstract. Let L(x, u, v) : � ⇥ Rm ⇥ Rm⇥n
! R be a Carathéodory integrand

with superlinear growth in v 2 Rm⇥n .
Under these assumptions we clarify conditions on L-gradient Young mea-

sures which imply validity of the weak convergence theory for the associated
integral functional J (u) :=

R
� L(x, u(x), Du(x))dx . Weak convergence theory

includes lower semicontinuity with respect to the weak convergence of Sobolev
functions, the convergence in energy property (weak convergence of Sobolev
functions and convergence in energy imply the strong convergence of the func-
tions), the integral representation for the relaxed energy and related questions.
The results of the weak convergence theory follow from a characterization of gra-
dient Young measures associated with the functional. Then we apply the general
theory to establish validity of the weak convergence theory for two new classes
of integral functionals. Note that the approach of gradient Young measures to the
weak convergence theory has certain advantages comparing with 0-convergence
approach, since homogeneous L-gradient Young measures can be characterized
for completely arbitrary extended-valued integrands L with infinite growth.

We also disscus the weak convergence theory for so-called strong materials
introduced by the first author. We claim that this theory has a better form for
such energies. In particular strong materials with p(x)-growth admit this theory
without any further assumptions on the function p(x) : � ! R when previously
all experts studied the case when p(·) satisfies Zhikov’s condition.

Finally we also suggest five conjectures which aim to attract the attention of
specialists to further possible developments in the weak convergence theory and
to the role of strong materials in Mathematical Theory of Elasticity.
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1. Introduction

In this paper we discuss the weak convergence theory in the Calculus of Variations.
Let� ⇢ Rn be an open bounded set with Lipschitz boundary. Let also L : �⇥

Rm
⇥Rm⇥n

!
¯R = R[ {1} be a Carathéodory integrand with superlinear growth

in v 2 Rm⇥n , i.e. L(x, u, v) � ✓(v), where ✓(v)/|v| ! 1 as |v| ! 1. Recall that
L is called a Carathéodory integrand if for each ✏ > 0 there exists a compact subset
�✏ of� such that meas (�\�✏)  ✏ and L : �✏⇥Rm

⇥Rm⇥n
!

¯R is a continuous
function. The Carathéodory assumption implies that for each u 2 W 1,1(�; Rm) the
function L(x, u(x), Du(x)) is measurable. Since L is bounded from below we
define

J (u) =

Z
�
L(x, u(x), Du(x))dx (1.1)

in case L(x, u(x), Du(x)) 2 L1, and J (u) = 1 otherwise.
The weak convergence theory studies the behaviour of integral functionals

(1.1) on Sobolev functions, more precisely on sequences of Sobolev functions that
converge weakly inW 1,1. The basic questions of the theory are: lower semicontinu-
ity with respect to the weak convergence (lim infk!1 J (uk) � J (u) for uk * u in
W 1,1, here and everywhere further * means the weak convergence), convergence
in energy property (the convergences uk * u in W 1,1, J (uk) ! J (u) < 1 for
k ! 1 imply the convergence uk ! u in W 1,1), integral representation for the
lower semicontinuous envelope J̃ of the functional J , where

J̃ := inf
⇢
lim inf
k!1

J (uk) : uk * u in W 1,1
�

,

and related questions.
As it is well-known, lower semicontinuity is used to establish first of all the ex-

istence result in the minimization boundary-value problem, as suggested by Tonelli
already in 1915 [50], the relaxation theorem (the theorem on the integral represen-
tation for J̃ ) is used to clarify the attainment/nonattainment issues in case lower
semicontinuity fails, as it was first suggested by Bogolubov in 1930 [7], the conver-
gence in energy property is involved in studies of proper convergence in numerical
schemes [7,16], convergence issues in regularity theory [17], stability results in the
theory of quasiconformal mappings [19] etc.

Historically there were different methods to establish results of the weak con-
vergence theory. The most systematic one is to use 0-convergence theory intro-
duced by De Giorgi [15]. The latter theory allows to establish an integral represen-
tation for a functional J which is a 0-limit of a sequence of integral functional Jk
defined in W 1,p. However the integral representation is known only in particular
cases when the integrands Lk , k 2 N, satisfy the condition of p-growth

c1|v|
p

+ c2  L(x, u, v)  c3|v|
p

+ c4, c3 � c1 > 0, p > 1 (1.2)

or, more generally, of p � q growth for appropriate p, q > 1, see, e.g., [8, 20],
or when they satisfy a condition of p(x)-growth (p is replaced by p(x) in (1.2)),
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see [13, 32]. However physical problems require to study the weak convergence
theory for more general classes of integrands. In particular problems of mathemat-
ical theory of Elasticity require L to be extended-valued with L(x, u, v) = 1 for
det v  0 (here m = n) and with L(x, u, vk) ! 1 as det vk ! +0, see [3].

In this paper we want to discuss another approach to the weak convergence
theory via application of the theory of gradient Young measures:

Recall the definition of Young measures.
Definition 1.1. Let (⌫x )x2� be a family of probability measures ⌫x , x 2 �, with
the supports in Rl . Then (⌫x )x2� is called a Young measure provided there exists a
sequence ⇠k : � ! Rl of measurable functions such that for each 8 2 C0(Rl) we
have

8(⇠k) *⇤

h8; ⌫(·)i in L1, k ! 1.

Here h8; ⌫i is the action of a measure ⌫ on a continuous function 8, i.e. h8; ⌫i =R
Rl 8(v)d⌫. C0(Rl) is the space of continuous functions converging to zero at
infinity.

The advantage of using Young measures is that each sequence bounded in
Lr , with r > 0, contains a subsequence generating a Young measure and lower
semicontinuity holds for each extended-valued Carathéodory integrand which is
bounded from below. We state the precise results in Theorems 1.2, 1.3.
Theorem 1.2. Let ⇠k : � ! Rl be a sequence of measurable functions such thatZ

�
L
�
⇠k(x)

�
dx  c < 1, k 2 N,

where L : Rl
!

¯R is a continuous function with the property L(v) ! 1 as
|v| ! 1.

Then there exists a subsequence ⇠k (not relabelled) which generate a Young
measure (⌫x )x2�.

For a proof see, e.g., [4, 35].
Theorem 1.3. Let ⇠k : � ! Rl be a sequence of measurable functions which
generate a Young measure (⌫x )x2�. Let also L : � ⇥ Rl

!
¯R be a Carathéodory

integrand bounded from below.
Then

lim inf
k!1

J (⇠k) �

Z
�

⌦
L(x, ·); ⌫x

↵
dx,

where in case the right-hand side is finite, the convergence

J (⇠k) !

Z
�

⌦
L(x, ·); ⌫x

↵
dx < 1

holds if and only if the sequence L(·, ⇠k(·)), for k 2 N, is equiintegrable. In this
case we also have

L
�
·, ⇠k(·)

�
*

⌦
L(·, v); ⌫(·)

↵
in L1, k ! 1.

For a proof of this theorem see, e.g., [5, 36].
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To apply Young measure approach to functionals (1.1) we need to study those
Young measures which are generated by the gradients, i.e. we need the following:
Definition 1.4. Let (⌫x )x2� be a Young measure with supports in Rm⇥n and let
L : � ⇥ Rm

⇥ Rm⇥n
!

¯R be a Carathéodory integrand with at least linear growth
in v 2 Rm⇥n . Then (⌫x )x2� is called an L-gradient Young measure provided there
exists a sequence uk 2 W 1,1(�; Rm)which converges weakly inW 1,1 to u0 2 W 1,1

such that the gradients Duk generate (⌫x )x2� as a Young measure and

J (uk) !

Z
�

⌦
L(x, u0(x), ·); ⌫x

↵
dx < 1.

Note that because of Theorem 1.3 the convergence property implies that L(·, uk(·),
Duk(·)), k 2 N, are equiintegrable and that

L(·, uk(·), Duk(·)) *
⌦
L(·, u0(·), v); ⌫(·)

↵
in L1, k ! 1.

In case L satisfies the assumptions of p-growth (1.2) L-gradient Young measures
have a more traditional title of p-gradient Young measures.

We also need a definition of homogeneous L-gradient Young measures.
Definition 1.5. Let ⌫ be a probability measure with support in Rm⇥n and let L :

Rm⇥n
!

¯R be a continuous integrand with at least linear growth. Let A 2 Rm⇥n

be the center of mass of ⌫ and assume that hL; ⌫i < 1. Then ⌫ is called a
homogeneous L-gradient Young measure provided there exists a sequence uk 2

lA + W 1,1
0 (�; Rm) (lA is a linear function with the gradient equal to A) such that

Duk generates ⌫ as a homogeneous Young measure and

J (uk) ! hL; ⌫imeas �.

Note that this definition does not depend on �. Note also that due to Theorem
1.3 the convergence property in the definition of homogeneous L-gradient Young
measures implies that Duk * A in L1.

In the case of integrands with p-growth (1.2) p-gradient Young measures were
characterized by Kinderlehrer and Pedregal in [24].

Theorem 1.6. Let (⌫x )x2� be a Young measure. Then (⌫x )x2� is a p-gradient
Young measure if and only if the following three conditions are satisfied:

(i) the center of mass of (⌫x )x2� is the gradient of a Sobolev function u 2

W 1,p(�; Rm);
(ii) for a.e. x 2 � the measure ⌫x is a homogeneous p-gradient Young measure;
(iii)

R
�h| · |

p
; ⌫x idx < 1.

Kinderlehrer and Pedregal also indicated a characterization of homogeneous p-
gradient Young measures. It turned out that a probability measure ⌫ with the center



YOUNG MEASURE APPROACH TO THE WEAK CONVERGENCE THEORY 565

of mass at A 2 Rm⇥n and with h| · |
p
; ⌫i < 1 is a homogeneous p-gradient Young

measure if and only if Jensen’s inequality

hL; ⌫i � L(A) (1.3)

holds for all quasiconvex functions L with p-growth (1.2). Recall that L is called
quasiconvex at A if for each � 2 W 1,1

0 (�; Rm) we have
Z

�
L
�
A + D�(x)

�
dx � L(A)meas �.

L is called quasiconvex if it is quasiconvex at each A, see [29].
A typical way to construct a quasiconvex function is to consider a quasiconvex-

ification of a continuous function bounded from below. For a continuous function
L : Rm⇥n

!
¯R which is bounded from below the quasiconvexification Lqc is

defined as follows

Lqc(A) :=

1
meas �

inf
�2W 1,1

0 (�;Rm)

Z
�
L
�
A + D�(x)

�
dx .

It is known that Lqc is a continuous quasiconvex function in case L is finite-valued
continuous function which is bounded from below, see, e.g., [37]. Recall that first
this result was established by Dacorogna [14] for special L .

In [38] we precised the characterization result and proved that it is enough
to verify the inequality (1.3) with quasiconvex L of the form | · |

p
+ 8(·), where

8 2 Cc(Rm⇥n) (here the index "c" means compactness of the support of 8).
Moreover Kinderlehrer and Pedregal established in [24, 25] that Young mea-

sures generated by the gradients of Sobolev functions bounded inW 1,p, with p > 1,
are p-gradient Young measures.

Theorem 1.7. Let (⌫x )x2� be a Young measure generated by the gradients of a se-
quence uk which is bounded in W 1,p, p > 1. Then (⌫x )x2� satisfies the conditions
(i)-(iii) of Theorem 1.6.

Independently Kristensen proved Theorems 1.6, 1.7 in [26]. He also observed
that Theorem 1.7 is a consequence of a more general fact on Sobolev functions.
It turned out that given a sequence uk bounded in W 1,p, p > 1, there exists a
subsequence uk (not relabelled) and a sequence wk 2 W 1,p such that |Dwk |

p are
equiintegrable and |Dwk �Duk | ! 0 in L1. As a consequence Dwk and Duk gen-
erate the same Young measure which is automatically a p-gradient Young measure
because of the equiintegrability of |Dwk |

p, k 2 N.
Theorems 1.6, 1.7 make the approach of gradient Young measures attractive

for studying the questions of the weak convergence theory (in the case of integrands
with p-growth). In [36, 39] we showed how to derive optimal results of the weak
convergence theory for this class of integrands via Theorems 1.6, 1.7. These results
are sharper than those previously available.
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To apply the Young measure approach to the weak convergence theory we also
needed to develop certain new technical tools for Young measures. In particular it
turned out convenient to consider Young measures (⌫x )x2� as mappings to a metric
space (M1, ⇢), where M1 is the set of all measures bounded in total variation by 1
and ⇢ is the metric characterizing weak* convergence of measures, i.e.

⇢(⌫, µ) :=

1X
i=1

1
2k ||8k ||C

|h8k; ⌫i � h8k;µi|,

where 8k 2 C1

c (Rl), for k 2 N, is a dense sequence in the space C0(Rl). It turned
out that (⌫x )x2� is a Young measure if and only if ⌫ : � ! (M1, ⇢) is a measurable
function. Such functions have the Lusin property, i.e. for each ✏ > 0 there exists a
subset �✏ of � such that meas (� \ �✏)  ✏ and ⌫ : �✏ ! (M1, ⇢) is continuous.
The continuity property is convenient to derive various results on general Young
measures via a.e. approximation in ⇢-metric of general Young measures by more
regular ones which are easier to construct. Another tool suggested was a method
to construct a Young measure (⌫x )x2� from homogeneous Young measures ⌫x 2

V (x) ⇢ (M1, ⇢), x 2 �. This tool is a selection theorem for measurable multi-
valued mappings V : � ! 2(M1,⇢). In [36] we mentioned that the characterization
of Young measures as measurable mappings ⌫ : � ! (M1, ⇢), the form of the
metric and the tools just described are in fact a new approach to general Young
measure theory since the standard results of Young measure theory can be derived
via this approach. We did not publish the related proofs in [36] due to restrictions
on the length of papers and these proofs appeared only much later in [35].

Though the papers [36,39] showed how to address the issues of the weak con-
vergence theory via Young measures it remained unclear how to use this approach
in more general problems since the characterization result (Theorem 1.6) from [24]
relied severely on the assumptions of p-growth. In [38] we applied our approach
to Young measures as to measurable functions with values in (M1, ⇢) and showed
that homogeneous L-gradient Young measures can be characterized for any contin-
uous integrand L : Rm⇥n

!
¯R with at least linear growth. It turned out that the

following theorem is valid

Theorem 1.8. Let L : Rm⇥n
!

¯R be a continuous integrand with at least linear
growth and let ⌫ be a probability measure with the support inRm⇥n , with the center
of mass at A and with finite action on L .

Then ⌫ is a homogeneous L-gradient Young measure if and only if for each
8 2 C1

c (Rm⇥n) the inequality
hL + 8; ⌫i � (L + 8)qc(A)

holds.
In [38] we did not include any results on nonhomogeneous L-gradient Young

measures and this, might be, was a reason why the approach of gradient Young
measures did not attract the attention of other researchers in the field. Instead,
during the last decade we studied separately several classes of integrands for which
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the weak convergence theory could be developed via this approach. In each of these
cases analogs of Theorems 1.6, 1.7 were established and then the schemes of the
papers [36, 39] were applied to establish results of the weak convergence theory.
This way we studied so-called strong materials

L(x, u, v) � ↵|v|
n+✏

+ �, for ↵ > 0, ✏ > 0, (1.4)

in the scalar case m = 1. It turned out that the relaxation theorem is available
for Carathéodory integrands L : � ⇥ R ⇥ Rn

!
¯R of type (1.4) only under

the assumption that L is bounded in a neighbourhood of each point where it is
finite, [40]. Then we studied the case of integrands with fast growth (faster than
the polynomial one) in [41]. We established lower semicontinuity and relaxation
results for this case, i.e. when

c1G(|v|) + c2  L(x, u, v)  c3G(|v|) + c4, c3 � c1 > 0 (1.5)

where G(t) : [0,1[! [0,1[ is such a nondecreasing convex function that
G 0(t)t/G(t) ! 1monotonically as t ! 1. Finally in [42,43] we established the
results of the weak convergence theory for the case of integrands with p(x)-growth

c1|v|
p(x)

+ c2  L(x, u, v)  c3|v|
p(x)

+ c4, c3 � c1 > 0, (1.6)

where 1 < p1  p(·)  p2 < 1 and p(·) satisfies Zhikov’s condition. These
results are sharper than those available via 0-convergence theory, see [13,32].

Note also that the weak convergence theory was complemented by one more
general result which states that for an arbitrary Carathéodory integrand L : � ⇥

Rm
⇥ Rm⇥n

!
¯R the set where the functional is both lower semicontinuous and

admits the convergence in energy property is dense with respect to the weak topol-
ogy in the set of definition of the functional, more precisely the following theorem
from [44] is valid.

Theorem 1.9. Let L(x, u, v) : �⇥Rm
⇥Rm⇥n

!
¯R be a Carathéodory integrand

with superlinear growth in v 2 Rm⇥n . Let also S be a subset ofW 1,1 which contains
all limit points u 2 W 1,1 of sequences uk 2 S which converge strongly in W 1,1 and
have the property lim supk!1

J (uk) < 1. Assume also that for each c > 0 the set
Sc := {u 2 S : J (u)  c} is weakly precompact in W 1,1 (in particular S could be
the set of u 2 W 1,1 satisfying the boundary condition u

���
@�

= f ).
Then the set V ⇢ S0 (here S0

= {u 2 S : J (u) < 1}) where the functional
J : S0

! R is both lower semicontinuous and admits the convergence in energy
property is dense in S0 in the weak topology. The functional J̃ :

¯S0
!

¯R ( ¯S0 is
the closure of S0 in the weak topology of W 1,1) which is the lower semicontinuous
extension of the functional J : S0

! R with respect to the weak topology of W 1,1

also admits the convergence in energy property at the elements of V . Moreover,
given u 2

¯S0 with J̃ (u) < 1 there exists a sequence uk 2 V such that uk * u in
W 1,1 and J (uk) ! J̃ (u), k ! 1.
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This result was obtained as a development of the approach to study maximal
oscillations produced by admissible functions weakly convergent to a given one
originated in context of theory of differential inclusions in [48].

Now it is logical to address the abstract case of Carathéodory integrands with
the superlinear growth in Du and to describe which properties of the associated L-
gradient Young measures are sufficient to claim validity of the weak convergence
theory for the associated functional instead of studying separately new classes of
integrands, i.e. we want to establish general method of gradient Young measures to
study the weak convergence theory. To do this we need to understand which Young
measures are L-gradient Young measures in the case of arbitrary integrands.

The following theorem is valid:

Theorem 1.10. Let L(x, u, v) : � ⇥ Rm
⇥ Rm⇥n

! R be a Carathéodory inte-
grand with the superlinear growth in v 2 Rm⇥n and assume that L is bounded on
compact sets. Let (⌫x )x2� be a Young measure. Then (⌫x )x2� is an L-gradient
Young measure provided the following four conditions (h1)-(h4) are valid:
(h1) center of mass of (⌫x)x2� is the gradient of a Sobolev function u02W1,1(�;Rm)

with J (u0) < 1;
(h2) for a.e. x 2 � the measure ⌫x is a homogeneous L(x, u0(x), ·)-gradient Young

measure;
(h3)

R
�hL(x, u0(x), ·); ⌫x idx < 1;

(h4) there exists an almost piece-wise affine sequence uk 2 W 1,1, k 2 N, such that
uk ! u0 in W 1,1 and J (uk) ! J (u0) as k ! 1.

A sequence wk 2 W 1,1 whose gradients generate (⌫x )x2� as a L-gradient Young
measure can be taken in the form wk 2 uk + W 1,1

0 (�; Rm), k 2 N.
In the scalar case m = 1 this result remains valid for extended-valued Cara-

theodory integrands L : � ⇥ R ⇥ Rn
!

¯R which are bounded in a neighbourhood
of each point where they are finite.

Here we say that uk 2 W 1,1(�; Rm), for k 2 N, is an almost piece-wise
affine sequence of functions provided there exist open sets �k ⇢ �, k 2 N, such
that meas (� \ �k) ! 0 as k ! 1 and the restrictions of uk to �k , k 2 N, are
piece-wise affine.

The result of Theorem 1.10 could be established for the case of extended-
valued Carathéodory integrands L : � ⇥ Rm

⇥ Rm⇥n
!

¯R in the general vectorial
case (m > 1) provided that in Definition 1.5 of homogeneous L-gradient Young
measures the sequence uk 2 lA + W 1,1

0 (�; Rm) is taken with the additional prop-
erty L(Duk)  M(k) < 1 a.e. in �, k 2 N. In the scalar case m = 1 this
property holds automatically and this is why Theorem 1.10 holds in the scalar case
for extended-valued integrands. In this paper we prefer not to treat the case of
extended-valued integrands in the vectorial situation since this is a separate subtle
issue which we hope to address somewhere later.

Theorem 1.10 could be stated already in [38] where we addressed the problem
of characterizing homogeneous L-gradient Young measures. However at that time
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it was not appropriate to suggest an abstract approach to the weak convergence
theory since no other examples but the case of p-growth were available. Now the
experience accumulated naturally suggests to develop the abstract approach which
is the main subject of this paper. Then new classes of functionals, see Section 6,
can be addressed from this general point of view.

Note that the cases available for the analysis are such that Young measures
(⌫x )x2� generated by gradients of sequences bounded in energy satisfy conditions
(h1)-(h4), i.e. they are L-gradient Young measures, see next section. We state the
results of this paper in the next section. In Section 3 we describe our approach to
Young measures as to measurable functions ⌫ : � ! (M1, ⇢) as it was suggested
in [35]. In Section 4 we prove Theorem 1.10 and in Section 5 we prove the main
result of Section 2. Then in Section 6 we apply general result of Section 2 to two
new cases of functionals which we describe at the end of Section 2. Note that one
of these cases is the case of strong materials, see (1.4), with p(x)-growth which was
intensely studied in the literature from the last decade.
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2. Conditions on gradient Young measures implying
the validity of the weak convergence theory

In this section we state the main results of this paper. We describe assumptions on
Young measures generated by gradients of Sobolev functions bounded in energy
which imply the validity of the theory of weak convergence for the related integral
functional.
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First we state what we mean by weak convergence theory (Statements 2.1-2.5).

Statement 2.1. Let L(x, u, v) : � ⇥ Rm
⇥ Rm⇥n

! R be a Carathéodory inte-
grand with superlinear growth in v 2 Rm⇥n which is bounded on compact sets. Let
u 2 W 1,1(�; Rm) be such that J (u) < 1. Then the convergence uk * u in W 1,1

implies the inequality
lim inf
k!1

J (uk) � J (u)

if and only if the integrand L(x, u(x), ·) is quasiconvex at Du(x) for a.e. x 2 �.

It is clear that, by Statement 2.1, quasiconvexity of L(x, u, v) in v for a.e.
x 2 � and for all u 2 Rm is both a necessary and sufficient condition for the
functional J (u) to be lower semicontinuous with respect to the weak convergence
in W 1,1.

Statement 2.2. Let L(x, u, v) : � ⇥ Rm
⇥ Rm⇥n

! R be a Carathéodory in-
tegrand with superlinear growth in v 2 Rm⇥n and assume that L is bounded on
compact sets. Then the function

Lqc(x, u, v) :=

1
meas �

inf
�2W 1,1

0 (�;Rm)

Z
�
L
�
x, u, v + D�(y)

�
dy

is a Carathéodory integrand with superlinear growth in v, is bounded on compact
sets and is quasiconvex in v for a.e. x 2 � and all u 2 Rm .

The lower semicontinuous envelope J̃ of J has the property J̃ = Jqc, where
Jqc =

R
� Lqc(x, u(x), Du(x))dx , in the set S = {u 2 W 1,1

: J (u) < 1}. For
other u 2 W 1,1 we have Jqc(u)  J̃ (u).

Remark 2.3. Usually integrands L satisfy certain assumptions which also hold for
Lqc. If

c1G(x, u, v) + c2  L(x, u, v)  c3G(x, u, v) + c4, c3 � c1 > 0,

where G is convex (or more generally quasiconvex) in v, then Lqc satisfies the same
inequalitites and, since so, Jqc and J are finite in the same set. As a consequence
J̃ = Jqc everywhere.

A continuous function G : Rm⇥n
!

¯R with G(v) ! 1 as |v| ! 1 is
called strictly quasiconvex at A 2 Rm⇥n if for any sequence �k 2 W 1,1

0 (�; Rm)
the convergence

Z
�
G
�
A + D�k(x)

�
dx ! G(A)meas �, k ! 1,

implies the convergence D�k ! 0 in measure. Note that strict quasiconvexity at A
implies quasiconvexity at A because of the growth assumptions.
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Statement 2.4. Let L(x, u, v) : � ⇥ Rm
⇥ Rm⇥n

! R be a Carathéodory in-
tegrand with superlinear growth in v 2 Rm⇥n and assume that L is bounded on
compact sets. Let also u 2 W 1,1 be such that J (u) < 1.

Then the convergences uk * u in W 1,1, J (uk) ! J (u) for k ! 1 imply the
convergence uk ! u in W 1,1 if and only if L(x, u(x), ·) is strictly quasiconvex at
Du(x) for a.e. x 2 �.

The last result of the weak convergence theory is the following theorem.
Statement 2.5. Let L(x, u, v) : � ⇥ Rm

⇥ Rm⇥n
! R be a Carathéodory inte-

grand with superlinear growth in v 2 Rm⇥n and which is bounded on compact sets.
Let f 2 W 1,1 be such that J ( f ) < 1. Consider the set

S =

n
u 2 W 1,1

: J (u) < 1, u
��
@�

= f
��
@�

o
.

Let S̄ be a closure of S in the weak topology of W 1,1. Then the set V ⇢ S such that
for each u 2 V the functions L(x, u(x), ·), Lqc(x, u(x), ·) are strictly quasiconvex
(and then equal) at Du(x) for a.e. x 2 � is dense in S in the weak topology of
W 1,1. For each u 2 S̄ with J̃ (u) < 1 there exists a sequence uk 2 V such that
uk * u in W 1,1 and J (uk) ! J̃ (u) as k ! 1.

Now we state conditions on Young measures generated by the gradients of
Sobolev functions bounded in energy which imply Statements 2.1-2.5.

1) Let uk 2 W 1,1(�; Rm) be such that J (uk)  c < 1, k 2 N, and Duk
generate a Young measure (⌫x )x2� (then uk * u0 in W 1,1 because of superlinear
growth of L(x, u, v) in v). Then ⌫x is a homogeneous L(x, u0(x), ·)-gradient Young
measure for a.e. x 2 �.

Note that equiintegrability of |Duk |, k 2 N, always implies that for a.e. x 2 � the
measure ⌫x is a homogeneous 1-gradient Young measure. However the requirement
that ⌫x is a homogeneous L(x, u0(x), ·)-gradient Young measure is sufficiently re-
strictive and is a key one. We impose this requirement since we want to obtain
lower semicontinuity via Jensen’s inequality

⌦
L
�
x, u0(x), ·

�
; ⌫x

↵
� L

�
x, u0(x), Du0(x)

�
in case L(x, u0(x), ·) is quasiconvex at Du0(x). For this purpose we need ⌫x to be
generated by a sequence A + D�k , k 2 N, with �k 2 W 1,1

0 (�; Rm) having the
property of convergence in energy, see Definition 1.5.

In general it is not true that for a.e. x 2 � the measures ⌫x are homogeneous
L(x, u0(x), ·)-gradient Young measures, as well it is not true that quasiconvexity is
sufficient for the lower semicontinuity result. A well-known counterexample is due
to Ball-Murat, see [6]. In case m = n the integrand

L(v) = µ|v|
n�✏

+ |Det v|, µ > 0, ✏ > 0,
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is obviously quasiconvex. However it admits the so-called Lavrentiev phenomenon
in problem with boundary data u

��
@�

= Id
��
@�
, here � = B(0, 1). Assume u(x) :=

x/|x | 2 W 1,n�✏ for all ✏ > 0. Then for a fixed sufficiently small ✏ > 0 we have

inf
�
J (u) : u2 Id+ W 1,n�✏

0 (�; Rm)
 
<L(Id)= inf

�
J (u) : u2 Id+ W 1,1

0 (�; Rm)
 

provided µ = µ(✏) > 0 is sufficiently small.
As stated in Lemma 4.1 a homogeneous Young measure ⌫ = Av(D(x/|x |))x2�

can be generated by the gradients of a sequence uk 2 Id+W 1,n�✏
0 (�; Rm) with the

property of convergence in energy, even with

J (uk) = hL , ⌫imeas �, k 2 N.

However since hL; ⌫i < Lqc(Id) homogeneous Young measure ⌫ is not a homoge-
neous L-gradient Young measure. Because of this strict inequality we also obtain
that lower semicontinuity fails at Id since limk!1 J (uk) < J (Id). Ball and Murat
suggested the more general notion ofW 1,p-quasiconvexity instead of Morrey’s qua-
siconvexity as a necessary one for lower semicontinuity (in this case in the definition
of quasiconvexity test functions � should be taken in the class W 1,p

0 (�; Rm)).
However, our point of view is that all known examples of Lavrentiev phe-

nomenon exhibit discontinuity phenomenon for deformations; this is the case when
the integral functional is only a part of the total energy when we are studing the
cases when the functional (1.1) presents the total energy. Therefore, at the moment
we do not want to address the cases when quasiconvexity is not sufficient for lower
semicontinuity, i.e. when Young measures ⌫x are not homogeneous L(x, u0(x), ·)-
gradient Young measures. To develop a theory for such ill-posed cases we need
more examples indicating the necessity to do this. In particular in [37] we even
conjectured that in the case of strong materials (1.4) quasiconvexity is always suf-
ficient for lower semicontinuity. To be more pricese we state two conjectures about
strong materials.

Conjecture 1. Let L : Rm⇥n
! R be continuous and let L(v) � ↵|v|

n+✏
+ �,

↵ > 0, ✏ > 0. Then there are no Lavrentiev phenomenon for problems with linear
boundary conditions. In particular quasiconvexity and W 1,n+✏-quasiconvexity are
equivalent.

Conjecture 2. Let L : Rm⇥n
! R be a continuous quasiconvex integrand and

let L(v) � ↵|v|
n+✏

+ �, ↵ > 0, ✏ > 0. Then the associated integral functional
J is lower semicontinuous with respect to the weak convergence of sequences in
W 1,n+✏ .

We have to acknowledge that the Conjectures 1 and 2 are rather brave and
there are not much results indicating their validity, maybe except for the results of
the paper [37]. Moreover in the case of arbitrary boundary data Foss, Hrusa and
Mizel [22] suggested strong materials which admits the Lavrentiev phenomenon
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for special boundary data though they are not linear which is crucial in our conjec-
tures. Conjectures 1 and 2 aim to clarify physical relevance of quasiconvexity and
connection with the Lavrentiev phenomenon.

However in case one requires that for a.e. x 2 � the measures ⌫x is generated
by the gradients of functions �k 2 Du(x) + W 1,p

0 (�; Rm) with the property of
convergence in energyW 1,p-quasiconvexity implies lower semicontinuity as shown
recently in [30] by Mandallena.

Note that the assumption 1) implies that the Young measure (⌫x )x2� satisfies
the conditions (h1)-(h3) of Theorem 1.10 since conditions (h1), (h3) automatically
hold because of equiboundedness of J (uk), k 2 N.

Next condition on L-gradient Young measures is the following.

2) Let �̃ be a compact subset of � such that L : �̃ ⇥ Rm
⇥ Rm⇥n

! R
is continuous. Let (xk, uk) 2 �̃ ⇥ Rm , k 2 N, be such that (xk, uk) ! (x, u)
as k ! 1. Assume also that ⌫k are homogeneous L(xk, uk, ·)-gradient Young
measures such that ⌫k *⇤ ⌫, k ! 1, and supk2NhL(xk, uk, ·); ⌫ki  c < 1.
Then ⌫ is a homogeneous L(x, u, ·)-gradient Young measure.

Note that in the homogeneous case L = L(Du) this condition is a consequence
of condition 1).

The last requirement is a possibility to approximate in strong norm and in
energy functions with finite energy by more regular ones.

3) Let u 2 W 1,1(�; Rm) with J (u) < 1. Then there exists an almost piece-
wise affine sequence uk 2 W 1,1(�; Rm), k 2 N, such that uk ! u in W 1,1 and
J (uk) ! J (u) as k ! 1.

The main result of this paper is the following theorem.

Theorem 2.6. Let L(x, u, v) : �⇥Rm
⇥Rm⇥n

! R be a Carathéodory integrand
which is bounded on compact sets and has superlinear growth in v 2 Rm⇥n . If
assumptions 1)-3) are valid then Statements 2.1-2.4 hold. If f 2 W 1,1 with J ( f ) <
1 and the approximation property 3) holds for uk 2 W 1,1, with k 2 N, such that
uk |@� = f |@� for all admissible functions u 2 W 1,1(�; Rm) then Statement 2.5 is
also valid.

Theorem 2.6 suggests an efficient way to establish validity of the weak con-
vergence theory via clarifying properties 1), 2) of Young measures generated by
the gradients of functions bounded in energy and the approximation property 3).
This is what we consider to be the method of gradient Young measures in the weak
convergence theory. In all cases mentioned in the previous section for which weak
convergence theory was established these properties hold and now we can apply
Theorem 2.6 to establish it for new classes of functionals. The first such case is a
case of strong materials with p(x)-growth, i.e. when n + ✏  p(·)  p < 1,
✏ > 0.
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Theorem 2.7. Let L(x, u, v) : �⇥Rm
⇥Rm⇥n

! R be a Carathéodory integrand
with p(x)-growth (1.6), where n + ✏  p(·)  p < 1, ✏ > 0.

Then all the conditions 1)-3) hold, the condition 3) holds with uk |@� = u|@�.
Consequently Statements 2.1-2.5 are valid due to Theorem 2.6.

Another interesting class of functionals recently studied in the literature is a
class of integral functionals with growth |v|

p
+ a(x)|v|

q , where q � p > 1, and
a(·) � 0 is a continuous function. These functionals present a number of interesting
properties, see [21, 31]. It turns out that the weak convergence theory holds for
strong materials with such growth.
Theorem 2.8. Let L : � ⇥ Rm

⇥ Rm⇥n
! R be a Carathéodory integrand such

that
c1(|v|

p
+ a(x)|v|

q) + c2  L(x, u, v)  c3(|v|
p

+ a(x)|v|
q) + c4, c3 � c1 > 0,

q � p > n + ✏, ✏ > 0, a(·) 2 C(�).

Then all the conditions 1)-3) hold, the condition 3) holds with uk |@� = u|@�. Con-
sequently Statements 2.1-2.5 are valid for this class of integrands.

We prove Theorem 2.6 in Section 5 and Theorems 2.7, 2.8 in Section 6. Theo-
rems 2.6, 2.7 were first announced in the notes [45,46].

3. Young measures as measurable functions ⌫ : � ! (M1, ⇢)

Results of this section were first stated in [36]. Complete proofs can be found
in [35].

Recall a bit more general definition of weakly* convergent families of Radon
measures (⌫kx )x2�, for k 2 N, bounded in total variation by c > 0.
Definition 3.1. A sequence (⌫kx )x2�, for k 2 N, of Radon measures ⌫kx 2 C0(Rl)0,
where � is bounded and measurable subset of Rn , converges weakly* to a family
(⌫x )x2� of Radon measures if for each 8 2 C0(Rl)

h8; ⌫k(·)i *⇤

h8; ⌫(·)i in L1(�), k ! 1.

A family (⌫x )x2� is called homogeneous if ⌫x = ⌫ for a.e. x 2 �.
The weak* convergence of the elements of the set Mc(Rl), which is the set

of all Radon measures supported in Rl with the total variation bounded by c, is
equivalent to convergence in the following metric

⇢(µ, ⌫) =

1X
i=1

1
2i ||8i ||C

���h8i ;µi � h8i ; ⌫i

���,
where {8i } ⇢ C1

c (Rl) is a sequence dense in the space

C0(Rl) =

n
8 2 C(Rl) : lim

v!1

|8(v)| = 0
o

.

The index “c” in C1

c means compactness of the support.
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It is well known that (Mc(Rl), ⇢) is a compact metric space. This follows
easily from the Riesz representation theorem. If µn 2 Mc(Rl), then there is a
subsequence µnk such that the sequence h8i ;µnk i converges for each i 2 N. Then
the functional f : C0(Rl) ! R, which is defined at each 8i as

f (8i ) := lim
k!1

h8i ;µnk i,

is a linear continuous functional bounded in norm by the constant c. The Riesz
theorem implies f (·) = h·;µi for a µ 2 Mc(Rl). Then ⇢(µnk , µ) ! 0 as k ! 1.

The metric ⇢ also characterizes Young measures!

Theorem 3.2. A family of probability measures (⌫x )x2� is a Young measure if and
only if the function ⌫ : � ! (Mc, ⇢) is measurable (here c � 1).

Of course certain characterizations of Young measures were already in use.
The next statement indicates a connection with another characterization due to Tar-
tar [51].

Proposition 3.3. Let � be a bounded measurable subset of Rn . Let ⌫x 2 Mc for
a.e. x 2 �. The family (⌫x )x2� has measurable actions on elements of C0(Rl) if
and only if ⌫ : � ! (Mc, ⇢) is a measurable mapping.

However a convenient approach turned out to be to use the characterization
given by Theorem 3.2 since the measurable functions � ! (Mc, ⇢) admit both
general abstract properties, see Theorems 3.4, 3.5, and allow to use simple qualita-
tive estimates given by Lemma 3.6.

Theorem 3.4. Let� ⇢ Rn be a measurable set and let (K , d) be a compact metric
space. A function ⇠ : � ! (K , d) is measurable in the usual Lebesgue sense if and
only if it has the Lusin property: for each ✏ > 0 there exists a compact subset�✏ of
� such that meas (� \ �✏)  ✏ and the function ⇠ |�✏ is continuous.

The proof of this theorem is identical to the proof in the case in which (K , d)
equals Rn with the Euclidian metric.

Let � be a bounded measurable subset of Rn and let (K , d) be a compact
metric space. A mapping V : � ! 2K is called a closed measurable multi-valued
mapping if the sets V (x) ⇢ K are closed for a.e. x 2 � and if for each closed
subset C of K the set {x 2 � : V (x) \ C 6= ;} is measurable.

Theorem 3.5. If V : � ! 2K is a closed measurable multivalued mapping, then
there exists a measurable selection, i.e. there exists a measurable function ⌫ : � !

(K , d) such that ⌫(x) 2 V (x) for a.e. x 2 �.

This theorem was first proved in [28]. More general versions of this result can
be found in [11].
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The convergence h8; ⌫k(·)i *⇤
h8; ⌫(·)i in L1 means convergence of the inte-

grals
R
�̃h8; ⌫kx idx to the integral

R
�̃h8; ⌫x idx for all measurable subsets �̃ of �.

On the other hand the functional 8 ! (1/meas �̃)
R
�̃h8; ⌫x idx is the action of a

Radon measure on 8 (this measure is usually denoted by Av(⌫x )x2�̃):

h8;Av(⌫x )x2�̃i :=

1
meas �̃

Z
�̃
h8; ⌫x idx, 88 2 C0(Rl).

To compare actions of two families of measures (⌫1x )x2�̃ and (⌫2x )x2�̃ we have to
compare the distance between the measures Av(⌫1x )x2�̃ and Av(⌫

2
x )x2�̃ in ⇢-metric.

Lemma 3.6. Let ⌫1, ⌫2 : � ! (Mc, ⇢) be measurable functions.

1. if ⇢(Av(⌫1x )x2�̃,Av(⌫2x )x2�̃)  � with �̃ ⇢ � such that meas (� \ �̃) 

�meas �, then ⇢(Av(⌫1x )x2�,Av(⌫2x )x2�)  (2c + 1)�.
2. if ⇢(⌫1x , ⌫

2
x )  � for a.e. x 2 �̃ ⇢ � with meas (� \ �̃)  �meas �, then

⇢(Av(⌫1x )x2�,Av(⌫2x )x2�)  (2c + 1)�.

Theorems 3.2-5 and Lemma 3.5 indicate properties of Young measures sufficient to
construct the general theory and, first of all, to obtain the compactness result and
the result on existence of Young measures.

Theorem 3.7 (Compactness). Let � be a measurable bounded subset of Rn and
let ⌫k : � ! (Mc, ⇢), for k 2 N, be measurable. Then there exists a subse-
quence (not relabeled) and a function ⌫ : � ! (Mc, ⇢) such that h8; ⌫k(·)i *⇤

h8; ⌫(·)i in L1(�), k ! 1, for each 8 2 C0(Rl).

Theorem 3.8 (Existence). In case (⌫kx )x2�, for k 2 N, is a sequence of Young
measures with the property

R
�hL; ⌫kx idx  c < 1, k 2 N, where L(v) ! 1 as

|v| ! 1, there exists a subsequence (⌫kx )x2�, k 2 N, (not relabeled) and a Young
measure (⌫x )x2� with the property (⌫kx )x2� *⇤ (⌫x )x2�, k ! 1.

Theorem 3.8 is a generalization of Theorem 1.2.

Theorem 3.9 (Lower Semicontinuity). Let � be a bounded measurable subset of
Rn and let L : �⇥Rl

!
¯R be a Carathéodory integrand bounded from below. Let

also (⌫kx )x2�, for k 2 N, be a sequence of Young measures that converges weakly*
to a Young measure (⌫x )x2�.

Then
lim inf
k!1

Z
�
hL(x, ·); ⌫kx idx �

Z
�
hL(x, ·); ⌫x idx .

We will frequently use also the following two standard results.

Lemma 3.10. Consider a bounded measurable subset � of Rn and suppose that a
sequence ⇠k : � ! Rl generates a Young measure (⌫x )x2�. Then ⇠k converges in
measure if and only if ⌫x = �⇠(x) a.e. in �.
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Lemma 3.11. Let Lk : Rm⇥n
! R be continuous integrands such that Lk � const,

k 2 N, and assume that Lk ! L uniformly on compact sets as k ! 1. Assume
also that for ⌫k , k 2 N, are probability measures supported in Rm⇥n and that
⌫k *⇤ ⌫, as k ! 1, where ⌫ is also a probability measure. Then

lim inf
k!1

hLk; ⌫ki � hL; ⌫i.

If ⌫ is a probability measure supported in Rl and centered at A 2 Rl we say that a
probability measure ⌫ ⇧ Ã is obtained by shifting the center of mass to Ã whenever

h8; ⌫ ⇧ Ãi = h8(· � A + Ã); ⌫i, 88 2 C0(Rl).

It easy to see that ⇢(⌫⇧Ak, ⌫⇧ Ã) ! 0 if Ak ! Ã as k ! 1 due to equi-continuity
of the functions 8i , i 2 N, defining the metric ⇢.

4. Proof of Theorem 1.10

In this section we prove Theorem 1.10.
First we show how to construct a typical L-gradient (homogeneous L-gradient)

Young measure. Let L : Rm⇥n
!

¯R be a continuous integrand with at least linear
growth. Let � 2 W 1,1

0 (�; Rm) and let A 2 Rm⇥n . Then Av(A + D�)� is a
probability measure defined by

⌦
8; Av(A + D�)�

↵
:=

1
meas �

Z
�

8
�
A + D�(x)

�
dx,88 2 C0

�
Rm⇥n�.

Lemma 4.1. The measure Av(A + D�)� is an L-gradient Young measure andZ
�
L(A + D�(x))dx = hL; Av(A + D�)�imeas �

for any continuous integrand L : Rm⇥n
!

¯R and any A 2 Rm⇥n providedR
� L(A + D�(x))dx < 1.

If � 2 W 1,1
0 (�; Rm) then the measure Av(A + D�)� is a homogeneous L-

gradient Young measure.

A proof of this lemma follows from a folklore result widely used in literature,
but, seemingly, its first author was Bogolubov, see [7].

Proposition 4.2. Consider open bounded subsets � and �̃ of Rn with Lipschitz
boundary. Take � 2 W 1,p

0 (�; Rm) with 1  p  1. Given ✏ > 0 consider a
decomposition of �̃ into subsets of the form xi + ✏i� with ✏i  ✏, i 2 N, and a
measure zero set (see, e.g., [49, page 109]). Define �̃ : �̃ ! Rm as follows:

�̃ =

(
✏i u((x � xi )/✏i ) for x 2 (xi + ✏i�) and i 2 N
0 otherwise.
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Then �̃ 2 W 1,p
0 (�̃; Rm) and for every bounded from below continuous function

L : Rm⇥n
!

¯R and every A 2 Rm⇥n we have

1
meas �

Z
�
L(A + D�(x))dx =

1
meas �̃

Z
�̃
L(A + D�̃(x))dx,

||�̃||L p

meas �̃


✏||�||L p

meas �
.

Proof of Lemma 4.1. Take the functions �̃k in Proposition 4.2 with ✏  1/k, k 2 N.
Assume also that for each k 2 N and k0

� k we have that if xik0 +✏ik0 � is an element
of the decomposition associated with k0 then xik0 + ✏ik0 � ⇢ xik + ✏ik� for certain
ik . Then

Av(A + D�̃k0)xik+✏ik�
= Av(A + D�̃k)xik+✏ik�

= Av(A + D�)�, k0

� k.

Verify that (A + D�̃k) generates the measure Av(A + D�)�.
By Theorem 3.7 a subsequence A+ D�̃kl generate a Young measure (⌫x )x2�.

Take a Lebesgue point x0 of (⌫x )x2� and suppose x0 2 xil + ✏il� with suitable
il 2 N. Then Proposition 4.2 yields

Av(A + D�̃l 0)xil+✏il�
= Av(A + D�)�, for l 2 N, and l 0 � l.

On the other hand

Av(A + D�̃i 0l )xil0 +✏il�
*⇤ Av(⌫x )xil+✏il�

, as l 0 ! 1

and
Av(⌫x )xil+✏il�

*⇤ ⌫x0, as i ! 1,

see Lemma 3.6. Therefore ⌫x0 = Av(A+D�)�. Then the Young measure (⌫x )x2�

is homogeneous and equal to Av(A + D�)� a.e.: it is also an L-gradient Young
measure sinceZ

�̃
L(A + D�̃k(x))dx = hL; Av(A + D�)�imeas �̃, for k 2 N.

Since every subsequence of �̃k includes a subsequence whose gradients gener-
ate Av(A + D�)�, the gradients of the original sequence �̃k also generate this
measure.

Remark 4.3. Note that Av(A+D�̃)�̃ is also L-gradient (homogeneous L-gradient
in the case � 2 W 1,1

0 (�; Rm)) Young measure for any bounded open subset �̃ of
Rn and

Av(A + D�)� = Av(A + D�̃)�̃

for functions �, �̃ from Proposition 4.2.
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We will need also the following lemma.

Lemma 4.4. Let L(x, u, v) : � ⇥ Rm
⇥ Rm⇥n

!
¯R be a Carathéodory integrand

with at least linear growth in v and let (⌫kx )x2�, for k 2 N, be L-gradient Young
measures such that the centers of mass of ⌫kx are Duk(x) for a.e. x 2 �, and k 2 N.
Assume

(⌫kx )x2� *⇤ (⌫x )x2�, uk * u0 2 W 1,1(�; Rm).

Assume also thatZ
hL(x, uk(x), ·); ⌫kx idx !

Z
�
hL(x, u0(x), ·); ⌫x i < 1.

Then (⌫x )x2� is also an L-gradient Young measure and the centers of mass of ⌫x
are Du0(x) a.e. in �.

The proof follows from the standard diagonalization arguments and we leave
it to the reader.

Now we are in position to prove Theorem 1.10.

Proof of Theorem 1.10. For each M 2 N we can find a compact subset �M of �
with meas (� \ �M)  1/M such that the restrictions of u, and Du to �M are
continuous, the restriction of L to �M ⇥ Rm

⇥ Rm⇥n is continuous, the restriction
of ⌫(·) to �M is continuous in ⇢-metric and finally the function hL(x, u(x), ·); ⌫x i :

�M ! R is also continuous. We can also assume that for each x 2 �M the
measure ⌫x is a homogeneous L(x, u(x), ·)-gradient Young measure.

Let x0 2 �M be a Lebesgue point of �M . Since ⌫x0 is a homogeneous
L(x0, u(x0), ·)-gradient Young measure, there exists a sequence �i 2W 1,1

0 (�; Rm)
such that (Du(x0) + D�i )x2� generates ⌫x0 as a homogeneous L(x0, u(x0), ·)-gra-
dient Young measure. Then

⇢(Av(Du(x0) + D�i )�; ⌫x0) ! 0

hL(x0, u(x0), ·); Av(Du(x0) + D�i )�i ! hL(x0, u(x0), ·); ⌫x0i, as i ! 1. (4.1)

We can find an ✏0 > 0 and i0 = i(x0) such that

⇢(Av(Du(x) + D�i0)�; ⌫x )  1/M,

|hL(x, u(x), ·); Av(Du(x) + D�i0)�)i � hL(x, u(x), ·); ⌫x i| < 1/M (4.2)

for x 2 (B(x0, ✏0) \ �M). This follows from the continuity assumptions.
We can then isolate a finite collection of disjoint balls B(x j , ✏ j ), for j 2

{1, . . . , j (M)} such that (4.2) holds in each ball B(x j , ✏ j ) with certain
� j 2 W 1,1

0 (�; Rm) instead of �i0 . Assume also that

meas (�M \ [
j (M)
j=1 B(x j , ✏ j ))  1/M. (4.3)
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Define a Young measure (⌫Mx )x2� as follows8><
>:

⌫Mx = Av(Du(x) + D� j )�, for x 2 B(x j , ✏ j ) \ �M
and j 2 {1, . . . , j (M)}

⌫Mx = �Du(x) otherwise.
(4.4)

Note that
⇢(⌫Mx ; ⌫x ) < 1/M, for x 2 [ j (B(x j , ✏ j ) \ �M). (4.5)

Then (4.3), (4.5) imply that by Lemma 3.6

(⌫Mx )x2� *⇤ (⌫x )x2�, as M ! 1. (4.6)

The inequalities (4.2) also imply thatZ
�
hL(x, u(x), ·); ⌫Mx idx !

Z
�
hL(x, u(x), ·); ⌫x idx, as M ! 1. (4.7)

Then (⌫x )x2� is an L-gradient Young measure provided (⌫Mx )x2�, for M 2 N, are,
see Lemma 4.4.

Therefore we only need to show that for each M 2 N the Young measure
(⌫Mx )x2� is an L-gradient Young measure.

Let uk 2 W 1,1(�; Rm) be an almost piece-wise affine sequence with the prop-
erties

uk ! u in W 1,1, L(·, uk(·), Duk(·)) ! L(·, u(·), Du(·)) in L1 (4.8)

and let �k ⇢ � be open subsets of � such that the restrictions of uk to �k are
piece-wise affine. Then there exist compact sets �̃k ⇢ �k such that

||uk � u||L1(�̃k)
! 0, ||Duk � Du||L1(�̃k)

! 0, as k ! 1,

meas (�M \ �̃k) ! 0.
(4.9)

For each j 2 {1, . . . , j (M)} consider the set B(x j , ✏ j ) \ �̃k and define

⌫M,k
x = Av

�
Duk(x)+D� j

�
�
, for x2 B

�
x j , ✏ j

�
\�̃k\�M , and j2{1, . . . , j (M)},

⌫M,k
x =�Duk(x), for x 2� \ [

j (M)
j=1

⇣
B(x j , ✏ j ) \ �̃k \ �M

⌘
. (4.10)

Then the convergences (4.9) imply⇣
⌫M,k
x

⌘
x2�

*⇤

⇣
⌫Mx

⌘
x2�

, k ! 1. (4.11)

Due to compactness of the supports of Av(Du(x j ) + D� j )�, j 2 {1, . . . , j (M)},
and boundedness of L on compact sets we also obtainZ

�

D
L (x, uk(x), ·) ; ⌫M,k

x

E
dx !

Z
�

D
L (x, u(x), ·) ; ⌫M

E
dx, k ! 1. (4.12)
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Lemma 4.4 implies that (⌫Mx )x2� is an L-gradient Young measure provided
(⌫M,k
x )x2� are. We have to show the latter. Note that without loss of generality

we can assume that given k 2 N the set�k can be decomposed into finite collection
of open sets �k,i , i 2 {1, . . . , i(k)} where uk is affine, i.e.

Duk(x) = Ak,i , x 2 �k,i , i 2 {1, . . . , i(k)}. (4.13)
It remains to be shown that in each set �k,i \ B(x j , ✏ j ), and j 2 {1, . . . , j (M)},
and i 2 {1, . . . , i(k)} the Young measure (⌫M,k

x )x2(�k,i\B(x j ,✏ j )) given by

⌫M,k
x = Av(Ak,i + D� j )�, for x 2

⇣
�k,i \ �̃k \ B(x j , ✏ j )

⌘
,

⌫M,k
x = �Duk(x), for x 2

⇣�
�k,i \ B(x j , ✏ j )

�
\ �̃k

⌘
is an L-gradient Young measure. It is easy to do the since for every i 2{1, . . . , i(k)},
j 2{1, . . . , j (M)}, we can select a sequence of open subsets �il , for l 2 N, of �k,i
such that (�k,i \ �̃k \ B(x j , ✏ j )) ⇢ �il and

meas
⇣
�il \

⇣
�k,i \ �̃k \ B(x j , ✏ j )

⌘⌘
! 0, as l ! 1. (4.14)

Consider a Young measure (⌫
il
x )x2�k,i\B(x j ,✏ j ) such that

⌫ilx = Av(Ak,i + D� j )�, for x 2 �il ,

⌫ilx = �Ak,i , x 2

�
(�k,i \ B(x j , ✏ j )) \ �il

�
.

(4.15)

Then
(⌫ilx )x2(�k,i\B(x j ,✏ j )) *⇤ (⌫M,k

x )x2(�k,i\B(x j ,✏ j )), as l ! 1,Z
�k,i\B(x j ,✏ j )

⌦
L(x, uk(x), ·); ⌫ilx

↵
dx !

Z
�k,i\B(x j ,✏ j )

⌦
L(x, uk(x), ·); ⌫M,k

x
↵
dx, as l ! 1. (4.16)

Then Lemma 4.4 implies that (⌫M,k
x )x2�k,i is an L -gradient Young measure since

(⌫
il
x )x2(�k,i\B(x j ,✏ j )) obviously are. Then (⌫M,k

x )x2� is an L-gradient Young mea-
sure, which proves the theorem in the vectorial case.

Now we have to prove Theorem 1.10 in the remaining scalar case (m = 1)
when we allow the integrand to be extended-valued. In the scalar case given a
continuous integrand L : Rn

!
¯R with at least linear growth any probability

measure with finite action on L is a homogeneous L-gradient Young measure, see
[38]. It can be approximated in ⇢-metric and in energy by convex combinations of
Dirac masses

Pi(k)
i=1 cik �vik

, for k 2 N, with the same center of mass. On the other
hand given a convex combination ⌫ =

Pq
i=1 ci�vi of Dirac masses centered at A we

can find a sequence of functions � j 2 lA + W 1,1
0 (�) such that D� j generate ⌫ as

a homogeneous L-gradient Young measure and D� j 2 [
q
i=1B(vi , 1/j), for j 2 N,

a.e. in �, see [40]. Then the same scheme as in the vectorial case can be applied to
prove Theorem 1.10 when � j in definition of (⌫Mx )x2� is selected in this way.
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5. Proof of Theorem 2.6

In order to prove Theorem 2.6 we will need two auxiliary lemmas.

Lemma 5.1. Let L : Rm⇥n
!

¯R be a continuous integrand bounded from below.
Then L is quasiconvex at A 2 Rm⇥n if and only if Jensen’s inequality hL; ⌫i �

L(A) holds for each homogeneous L-gradient Young measure ⌫ centered at A.
We also have

Lqc(A)= inf{hL;⌫i : ⌫ is a homogeneous L-gradient Young measure centered at A}.

Proof. In case L is quasiconvex at A2Rm⇥n we haveZ
�
L(A + D�(x))dx � L(A)meas �

for each �2W 1,1
0 (�; Rm⇥n)

Since for each homogeneous L-gradient Young measure ⌫ centered at A there exists
a sequence �k 2 W 1,1

0 (�; Rm⇥n) with the property
Z

�
L(A + D�k(x))dx ! hL; ⌫imeas �, as k ! 1,

we infer
hL; ⌫imeas � � L(A)meas �,

i.e. Jensen’s inequality hL; ⌫i � L(A) really holds.
Conversely if Jensen’s inequality holds for each homogeneous L-gradient

Young measure centered at A then given � 2 W 1,1
0 (�; Rm⇥n) the inequality also

holds for measure Av(A + D�)�, i.e.Z
�
L(A + D�(x))dx = hL; Av(A + D�)�imeas � � L(A)meas �

which in turn quasiconvexity of L at A. This proves the first part of the lemma.
To show that

Lqc(A)= inf
�
hL; ⌫i; ⌫ is a homogeneous L-gradient Young

measure centered at A
 (5.1)

only notice that for each � 2 W 1,1
0 (�; Rm⇥n) we have

Z
L
�
A + D�(x)

�
dx =

⌦
L; Av(A + D�)�

↵
.

This and Definition 1.5 of homogeneous L-gradient Young measures imply the va-
lidity of (5.1).
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Lemma 5.2. Let L : Rm⇥n
!

¯R be a continuous integrand with superlinear
growth. Assume also that L has property 2) of Section 2, i.e. given homogeneous
L-gradient Young measures ⌫k , as k 2 N, such that ⌫k *⇤ ⌫, as k ! 1, and
hL; ⌫ki  c < 1, for k 2 N, then ⌫ is a homogeneous L-gradient Young measure.

Furthermore L is strictly quasiconvex at A if and only if the strict version
of Jensen’s inequality hL; ⌫i > L(A) holds for each nontrivial homogeneous L-
gradient Young measure ⌫ centered at A.

Proof. It is easy to see that strict quasiconvexity at A is equivalent to the following
property: given ✏ > 0 there exists � = �(✏) > 0 such thatZ

�
L(A + D�(x))dx � (L(A) + �)meas �

for each � 2 W 1,1
0 (�; Rm⇥n) with the property meas {x 2 � : |D�(x)| � ✏} � ✏.

If L is strictly quasiconvex at A and ⌫ is a nontrivial homogeneous L-gradient
Young measure centered at A, then there exists a sequence �k 2 W 1,1

0 (�; Rm⇥n),
for k 2 N, such that A + D�k generates ⌫ as a homogeneous L-gradient Young
measure. Due to nontriviality of ⌫ we have meas {x 2 � : |D�k(x)| � ✏} � ✏ for
some ✏ > 0, k 2 N. SinceZ

�
L(A + D�k(x))dx ! hL; ⌫imeas �, as k ! 1,

we obtain
hL; ⌫i � (L(A) + �),

i.e. the strict version of Jensen’s inequality holds.
To show the converse we notice that if �k 2 W 1,1

0 (�; Rm) with the property
meas {x 2 � : |D�k(x)| � ✏} � ✏ then for a subsequence (not relabeled) we have
that Av(A + D�k)� *⇤ ⌫, as k ! 1, and ⌫ is a nontrivial probability measure.
By property 2) of Section 2 ⌫ is a homogeneous L-gradient Young measure. Since
we have by Theorem 1.3

lim inf
k!1

J (lA + �k) � hL; ⌫imeas �

and since we also have the strict version of Jensen’s inequality hL; ⌫i > L(A) the
validity of strict quasiconvexity at A follows.

Proof of Theorem 2.6. Assume that the properties 1-3) stated in Section 2 are valid.
We have to show then the validity of Statements 2.1, 2.2, 2.4, 2.5.
1) Lower semicontinuity (Statement 2.1)
Let uk 2 W 1,1(�; Rm), for k 2 N, and assume that uk * u in W 1,1 and that
lim infk!1 J (uk) < 1. Then we can assume that Duk generate a Young measure
(⌫x )x2�. By Theorem 1.3 we have

lim inf
k!1

J (uk) �

Z
�

⌦
L(x, u(x), ·); ⌫x

↵
dx (5.1)
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and for a.e. x 2 � measure ⌫x is a homogeneous L(x, u(x), ·)-gradient Young
measure, cf. property 1) of Section 2. In case L(x, u(x), ·) is quasiconvex at Du(x)
Lemma 5.1 implies

⌦
L
�
x, u(x), ·

�
; ⌫x

↵
� L

�
x, u(x), Du(x)

�
. (5.2)

The inequalities (5.1), (5.2) imply that

lim inf
k!1

J (uk) � J (u),

i.e. lower semicontinuity really holds.
Assume now that lower semicontinuity holds at u 2 W 1,1. We have to show

that L(x, u(x), ·) is quasiconvex at Du(x) for a.e. x 2 �. Let �M ⇢ � be a
compact set such that u : �M ! Rm , Du : �M ! Rm⇥n are continuous and also
L : �M ⇥ Rm

⇥ Rm⇥n
! R is continuous. Let x be a Lebesgue point of �M .

In case L(x, u(x), ·) is not quasiconvex at Du(x) we can use Lemma 5.1 to find a
homogeneous L(x, u(x), ·)-gradient Young measure ⌫x such that⌦

L
�
x, u(x), ·

�
; ⌫x

↵
< L

�
x, u(x), Du(x)

�
.

Since ⌫x is a homogeneous L(x, u(x), ·)-gradient Young measure there exists a
sequence �k 2 W 1,1

0 (�; Rm) such that A + D�k generate ⌫ as a homogeneous
L(x, u(x), ·)-gradient Young measure. In particular

Z
�
L
�
x, u(x), A + D�k(y)

�
dy ! hL; ⌫imeas �.

Then for sufficiently large k 2 N we have
⌦
L(x, u(x), ·); Av(A + D�k)�

↵
< L(A)meas �.

Denote Av(A + �k)� by ⌫̃.
For all y 2 �M sufficiently close to x we can define ⌫y by ⌫̃ ⇧ Du(y). Then

⌦
L(y, u(y), ·); ⌫y

↵
< L(y, u(y), Du(y)) (5.3)

for all such y. Now we define (⌫̃x )x2� as ⌫y for such y and ⌫̃ = �Du(x) otherwise.
By Theorem 1.10 (⌫̃x )x2� is an L-gradient Young measure, i.e. there exists a se-
quence uk 2 W 1,1(�; Rm) such that uk * u in W 1,1 and Duk generates (⌫̃x )x2�

with the property

L
�
·, uk(·), Duk(·)

�
*

⌦
L(·, u(·), v); ⌫̃(·)

↵
in L1.

Then
lim inf
k!1

J (uk) =

Z
�

⌦
L
�
x, u(x), ·

�
; ⌫x

↵
dx < J (u)
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which is a conradiction with the assumption of lower semicontinuity of J. Therefore
L(x, u(x), ·) should be quasiconvex at all Lebesgue points �M . Then L(x, u(x), ·)
is quasiconvex at Du(x) a.e. in �.
2) Convergence in energy (Statement 2.4)
Assume that L(x, u(x), ·) is strictly quasiconvex at Du(x) a.e. in �. We have to
show that the convergence in energy property holds, i.e. if uk * u in W 1,1 and
J (uk) ! J (u) as k ! 1 then uk ! u in W 1,1.

Without loss of generality we can assume that Duk generates a Young measure
(⌫x )x2�. By Theorem 1.3 we have

lim inf
k!1

J (uk) �

Z
�

⌦
L(x, u(x), ·); ⌫x

↵
dx . (5.4)

In case ⌫x is nontrivial in a set of positive measure, i.e. in case Duk does not
converge strongly in L1 (see Lemma 3.10), we have for such points by Lemma 5.2
that ⌦

L
�
x, u(x), ·

�
; ⌫x

↵
> L

�
x, u(x), Du(x)

�
, (5.5)

when we have the nonstrict inequality a.e. in � by Lemma 5.1. Then

lim inf
k!1

J (uk) > J (u).

This contradiction shows that ⌫x should be trivial a.e. in �, i.e. by Lemma 3.10 we
have uk ! u in W 1,1.

Now we have to show that the convergence in energy property implies strict
quasiconvexity of L(x, u(x), ·) at Du(x) a.e. in �.

First we show that L(x, u(x), ·) is quasiconvex at Du(x) a.e. in �. As-
sume otherwise. Let �M ⇢ � be a compact set such that u : �M ! Rm ,
Du : �M ! Rm⇥n are continuous and L : �M ⇥ Rm

⇥ Rm⇥n
! R is con-

tinuous. If L(x, u(x), ·) is not quasiconvex at Du(x) for certain Lebesgue point x
of�M we have that for certain homogeneous L(x, u(x), ·)-gradient Young measure
⌫ with compact support there holds⌦

L
�
x, u(x), ·

�
; ⌫

↵
< L

�
x, u(x), Du(x)

�
. (5.6)

Define ⌫y = ⌫ ⇧ Du(y) for y 2 �M \ B(x, ✏x ) where ✏x > 0 is so small that
⌦
L
�
y, u(y), ·

�
; ⌫y

↵
< L

�
y, u(y), Du(y)

�
, for y 2 �M \ B(x, ✏x ). (5.7)

Let z 2 � ⇢ B(x, ✏x ) be another Lebesgue point of �M and let v1, v2 2 Rm⇥n

be such that Du(z) 2 [v1, v2], rank(v2 � v1) = 1 and Du(z) = c1v1 + c2v2,
where c1 > 0, c2 > 0, c1 + c2 = 1. Then the measure ⌫z = c1�v1 + c2�v2 is a
homogeneous L(z, u(z), ·)-gradient Young measure, see, e.g., [34, Lemma 3.1]. If
v1, v2 are sufficiently large in modulus we also have

hL(z, u(z), ·); ⌫zi > L(z, u(z), Du(z))
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because of infinite growth of L in v. Define ⌫y = ⌫z ⇧Du(y) for y 2 �M \ B(z, ✏z)
and take ✏x > 0, ✏z > 0 to be such that

Z
(B(x,✏x )[B(z,✏z))\�M

L(y, u(y), Du(y))dy =

Z
(B(x,✏x )[B(z,✏z))\�M

hL(y, u(y), ·); ⌫yidy. (5.8)

For y 2 � \ (�M \ (B(x, ✏x ) [ B(z, ✏z))) define ⌫y = �Du(y). Then the Young
measure (⌫y)y2� satisfies all the requirements of Theorem 1.10 and, therefore, is an
L-gradient Young measure, i.e. there exists a sequence uk * u in W 1,1 such that

J (uk) !

Z
�
L(y, u(y), ·); ⌫yidy, k ! 1. (5.9)

Due to (5.8) we also have J (uk) ! J (u) as k ! 1, but uk converges only weakly
in W 1,1 by Lemma 3.10. Therefore the convergence in energy property fails at u,
which shows that L(x, u(x), ·) is quasiconvex at Du(x) at all Lebesgue points of
�M and, then, a.e. in �.

Now we have to show strict quasiconvexity of L(x, u(x), ·) at Du(x) for a.e.
x 2 �M . Assume this is not true. Let ✏ > 0. Consider a subset �M,✏ of �M such
that for each x 2 �M,✏ there exists a homogeneous L(x, u(x), ·)-gradient Young
measure ⌫ centered at Du(x) and having the properties:

⌦
L
�
x, u(x), ·

�
; ⌫

↵
= L

�
x, u(x), Du(x)

�
, (5.10)

⌫
�
Rm⇥n

\ B(x, ✏)
�

� ✏, (5.11)

i.e. the strict version of Jensen’s inequality fails at Du(x), see Lemma 5.2. Assume
that meas �M,✏ > 0 and consider the multi-valued mapping V : �M,✏ ! (M1, ⇢)
where V (x) is the set of all homogeneous L(x, u(x), ·)-gradient Young measures
centered at Du(x) and satisfying the requirements (5.10), (5.11). Then the set�M,✏

is closed and the mapping V : �M,✏ ! (M1, ⇢) is measurable, even upper semi-
continuous, which means that for each sequence xk 2 �M,✏ , for k 2 N, with
xk ! x0 as k ! 1 and ⌫k 2 V (xk), for k 2 N, with the property ⇢(⌫k, ⌫0) ! 0
as k ! 1 we have ⌫0 2 V (x0). Indeed we have⌦

L
�
x0, u(x0), ·

�
; ⌫0

↵
 L

�
x0, u(x0), Du(x0)

�
by validity of (5.10) for xk , for k 2 N, and by Lemma 3.11. At the same time the
property 2) of the integrand L implies that ⌫0 is a homogeneous L(x0, u(x0), ·)-
gradient Young measure. Therefore Jensen’s inequality holds and finally we have
the equality ⌦

L(x0, u(x0), ·); ⌫0
↵
= L

�
x0, u(x0), Du(x0)

�
. (5.12)

We obviously also have ⌫0(Rm⇥n
\ B(x0, ✏)) � ✏, which, together with (5.12)

implies ⌫0 2 V (x0).
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Since V : �M,✏ ! (M1, ⇢) is measurable we can select a measurable selection
⌫̃ : �M,✏ ! (M1, ⇢). At other points of � define ⌫̃ = �Du(x). By Theorem 1.10
the Young measure (⌫̃x )x2� is an L-gradient Young measure and by (5.11) it is
nontrivial. Then for a sequence Duk 2 W 1,1(�; Rm), for k 2 N, whose gradient
generates (⌫̃x )x2� as an L-gradient Young measure we have that uk converge only
weakly to u in W 1,1 and

J (uk) !

Z
�
hL(x, u(x), ·); ⌫̃x idx = J (u). (5.13)

Therefore the convergence in energy property fails for this sequence. This contra-
diction shows that L(x, u(x), ·) is strictly quasiconvex at all points of�M and, then,
a.e. in �.
3) Relaxation (Statement 2.2)
First notice that Lqc is bounded on compact sets since L is and Lqc  L ev-
erywhere. The integrand Lqc has also superlinear growth since for each � 2

W 1,1
0 (�; Rm) we have

Z
�
L
�
x, u, v + D�(y)

�
dy �

Z
✓
�
v + D�(y)

�
dy � ✓(v)meas �,

where ✓ : Rm⇥n
! R is a convex function with superlinear growth such that

L(x, u, v) � ✓(v) everywhere. Given x 2 �, u 2 Rm the integrand Lqc(x, u, ·) is
quasiconvex and continuous. This is a standard fact, for a proof see, e.g., [37].

Now we have to show that Lqc is a Carathéodory integrand. Let �̃ ⇢ � be a
compact set such that L : �̃ ⇥ Rm

⇥ Rm⇥n
! R is continuous. We will show that

Lqc : �̃⇥Rm
⇥Rm⇥n

! R is also continuous. First we show lower semicontinuity.
Let xk ! x0, uk ! u0, vk ! v0 as k ! 1. By property 2)

Lqc(xk, uk, vk) = hL(xk, uk, ·); ⌫ki

for certain homogeneous L(xk, uk, ·)-gradient Young measures ⌫k centered at vk ,
for k 2 N. By property 2) there is a subsequence ⌫k , for k 2 N, (not relabeled) such
that ⌫k *⇤ ⌫0, for k ! 1, and ⌫0 is a homogeneous L(x0, u0, ·)-gradient Young
measure centered at v0. Then

lim inf
k!1

L(xk, uk, vk) = lim inf
k!1

⌦
L(xk, ux , ·); ⌫k

↵
�

⌦
L(x0, u0, ·); ⌫0

↵
(5.14)

by Lemma 3.11. Moreover by Lemma 5.1 we have
⌦
L(x0, u0, ·); ⌫0

↵
� Lqc(x0, u0, v0). (5.15)

The inequalities (5.14), (5.15) imply the inequality

lim inf
k!1

Lqc(xk, uk, vk) � Lqc(x0, u0, v0),
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i.e., lower semicontinuity really holds. Now we show upper semicontinuity. Let
⌫0 be a homogeneous L(x0, u0, ·)-gradient Young measure centered at v0 and such
that

Lqc(x0, u0, v0) = hL(x,0 , u0, ·); ⌫0i. (5.16)

Given ✏ > 0 there exists a probability measure ⌫̃ of the form Av(v0 + D�)�, for
� 2 W 1,1(�; Rm), such that

��
hL(x0, u0, ·); ⌫̃i � hL(x0, u0, ·); ⌫0i

��
 ✏. (5.17)

Then the measures ⌫k = ⌫̃ ⇧ vk are homogeneous L(xk, uk, ·)-gradient Young mea-
sures centered at vk , for k 2 N, and, therefore

Lqc(xk, uk, vk) 

⌦
L(xk, uk, ·); ⌫k

↵
, for k 2 N. (5.18)

Then (5.16)-(5.18) imply via convergence

hL(xk, uk, ·); ⌫ki ! hL(x0, u0, ·); ⌫̃i, as k ! 1,

the inequality

lim sup
k!1

Lqc(xk, uk, vk)  Lqc(x0, u0, v0) + ✏.

Therefore upper semicontinuity also holds, i.e. Lqc : �̃ ⇥ Rm
⇥ Rm⇥n

! R is
continuous. Then Lqc is a Carathéodory integrand.

Let J̃ be the abstract lower semicontinuous envelope of J , i.e.

J̃ (u) = inf{lim inf
k!1

J (uk) : uk * u in W 1,1
}. (5.19)

We have to show that Jqc J̃ everywhere and Jqc(u)= J̃ (u) for u2W 1,1(�; Rm)
such that J (u) < 1.

Let u 2 W 1,1(�; Rm) be such that J̃ (u) < 1 and let uk 2 W 1,1(�; Rm), for
k 2 N, be such that uk * u in W 1,1, limk!1 J (uk) = J̃ (u). By property 1) we
can assume that Duk generates an L-gradient Young measure (⌫x )x2�. Then by
Theorem 1.3 and by Lemma 5.1 we obtain via property 1) that

lim
k!1

J (uk) �

Z
�
hL(x, u(x), ·); ⌫x idx �

Z
�
Lqc(x, u(x), Du(x))dx

= Jqc(u),
(5.20)

i.e. J̃ (u) � Jqc(u) everywhere.
In case J (u) < 1 we have to show J̃ (u) = Jqc(u). Consider the multi-

valued mapping V : � ! (M1, ⇢) such that for each x 2 � the set V (x) is the set
of homogeneous L(x, u(x), ·)-gradient Young measures centered at Du(x) where
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the infimum of the expression hL(x, u(x), ·); ⌫i is attained (this set is nonempty
due to property 2)). Then V is a measurable mapping as we have already shown
when proving the convergence in energy property. Then by Theorem 3.5 there is a
measurable selection (⌫x )x2� of V which is, then, a Young measure by Theorem
3.3. Then by Theorem 1.10 (⌫x )x2� is an L-gradient Young measure, i.e. there
exists a sequence uk 2 W 1,1(�; Rm), for k 2 N, such that uk * u in W 1,1, Duk
generate (⌫x )x2� as a Young measure and

J (uk) !

Z
�

⌦
L(x, u(x), ·); ⌫x

↵
dx = Jqc(u).

Therefore J̃ (u)  Jqc(u), which implies J̃ (u) = Jqc(u) since J̃ � Jqc every-
where.

4) Statement 2.5
Let f 2 W 1,1(�; Rm) be such that J ( f ) < 1. Consider the set

S =

n
u 2 W 1,1(�; Rm) : u

��
@�

= f
��
@�

o
.

This set satisfies all of the assumptions of Theorem 1.9. Then there exists a set
V ⇢ S0, where S0

= {u 2 S : J (u) < 1}, such that the functional J : S0
! R is

lower semicontinuous and admits the convergence in energy property at elements of
the set V . Then the functional J̃ : S̄0

!
¯R (here S̄0 is the closure of S0 in the weak

topology of W 1,1), which is the lower semicontinuous envelope of the functional
J : S0

! R with respect to the weak topology in W 1,1 also admits the convergence
in energy property at the elements of V , see Theorem 1.9. Moreover given u 2 S̄0

with J̃ (u) < 1 there exists a sequence uk 2 V such that uk * u in W 1,1 and
J (uk) ! J̃ (u), as k ! 1. Therefore to prove Theorem 2.5 we need only show
that for u 2 V the functions L(x, u(x), ·), Lqc(x, u(x), ·) are strictly quasiconvex
at Du(x) for a.e. x 2 �. In the case of functional J this property really holds since
Theorem 2.4 is valid. A subtler issue is to prove this result in the case of Jqc.

Consider a compact subset �̃ of � such that u : �̃ ! Rm , Du : �̃ ! Rm⇥n

are continuous and L : �̃ ⇥ Rm
⇥ Rm⇥n

! R is also continuous. Assume that this
is not true, i.e., that Lqc(x, u(x), ·) is strictly quasiconvex at Du(x) for a.e. x 2 �̃.
Then for certain ✏ > 0 the subset �✏ of �̃ consisting of points x 2 �̃ such that
there exists a sequence �k 2 W 1,1

0 (�; Rm) with the properties

meas {y 2 � : |D�k(y)| � ✏} � ✏, for k 2 N,

Z
�
Lqc(x,u(x),Du(x)+D�k(y))dy!L(x, u(x),Du(x))meas �, as k!1,(5.21)

has positive measure.
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Given j 2 N and a Lebesgue point x0 2 �✏ there exists a function � 2

W 1,1
0 (�; Rm) such that

meas {y 2 � : |D�(y)| � ✏} � ✏,����
Z

�
L(x, u(x), Du(x) +D�(y))dy � L(x, u(x), Du(x))meas �

����<1/j. (5.22)
Define ⌫

j
x0 = Av(Du(x0) + D�)� and define ⌫

j
x = Du(x) ⇧ ⌫

j
x0 for x 2 �✏ [

B(x0, �) where � > 0 is so small that the inequality (5.22) holds also for x, ⌫ jx (this
is true due to the continuity assumptions and due to the compactness of the support
of ⌫x0). Then the set �✏ can be decomposed into subsets B(xi , ✏i ) \ �✏ , for i 2 N,
where (5.22) holds and a set of zero measure. Then a Young measure (⌫

j
x )x2� is de-

fined in the set[1

i=1B(xi , ✏i )\�✏ and assume that ⌫ jx = �Du(x) everywhere else. By
Theorem 1.10 (⌫

j
x )x2� is an Lqc-gradient Young measure. To see this we need only

verify property (h4) among the conditions of Theorem 1.10. There exists an almost
piece-wise affine sequence uk ! u in W 1,1 such that J (uk) ! J (u), as k ! 1.
By Theorem 1.3 the sequence L(·, uk(·), Duk(·)), for k 2 N, is equi-integrable.
Since Lqc  L everywhere the sequence Lqc(·, uk(·), Duk(·)), for k 2 N, is also
equi-integrable and, then, Jqc(uk) ! Jqc(u), as k ! 1 by the same theorem.
Therefore the conclusion of Theorem 1.10 holds for Jqc and, therefore, (⌫

j
x )x2�

is an Lqc-gradient Young measure. We also have that a subsequence (⌫
j
x )x2�, for

j 2 N, (not relabeled) generates a Young measure (⌫̃x )x2� which is not trivial. On
the other hand Z

�
hL(x, u(x), ·); ⌫

j
x idx ! Jqc(u), j ! 1. (5.23)

If u jl , l 2 N, are sequences whose gradients generate (⌫
j
x )x2�, for j 2 N, as Lqc-

gradient Young measures then for an appropriate subsequence u jl( j) 2W
1,1(�; Rm),

for j 2 N, we have that Du jl( j), for j 2 N, generates (⌫̃x )x2� as a Young measure
and by (5.23) we also have

Jqc(u jl( j)) ! Jqc(u), as j ! 1.

Therefore the convergence in energy property fails for the functional Jqc at the
function u, which is a contradiction. This way we showed that Lqc(x, u(x), ·) is
strictly quasiconvex at Du(x) a.e. in �. Therefore Statement 2.5 is valid.

Now all the results of Theorem 2.6 are proved.

To complete the section we want to mention that in the scalar case (m = 1)
the minimization problems that admits the attainment property can be completely
characterized.

The following theorem was first proved by Cellina, see [9, 10], and indepen-
dently by Friesecke, see [23].
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Theorem 5.3. Let L : Rn
!

¯R be a continuous integrand and let A 2 Rn . Then
the minimization problem

J (u) ! min, u 2 W 1,1(�), u
��
@�

= lA
��
@�

,

admits a solution if and only if either @L(A) 6= ; or there exist v1, . . . , vq such
that A belongs to the interior of the convex hull of the set {v1, . . . , vq} and
\
q
i=1@L(vi ) 6= ;.

If the condition on L described in Theorem 5.3 holds everywhere then the at-
tainment result holds for arbitrary boundary-valued minimization problem provided
the convexified problem admits at least one solution which is differentiable in the
classical sense a.e. in �, i.e., the following theorem is valid.

Theorem 5.4 ([47]). Let L : Rn
!

¯R be a continuous integrand with superlinear
growth. Assume that the condition on L from Theorem 5.3 holds for each A 2 Rn

and assume f 2 W 1,1 is such that as above J ( f ) < 1. Then the problem

J (u) ! min, u
��
@�

= f
��
@�

, u 2 W 1,1(�), (5.24)

admits a minimizer provided the minimization problem

J c(u) =

Z
�
L⇤⇤(Du(x))dx ! min, u

��
@�

= f
��
@�

, u 2 W 1,1(�), (5.25)

admits a solution which is differentiable in the classical sense a.e. in � (here L⇤⇤

is the convexification of L).

In the case of strong materials, i.e., when L � ↵| · |
n+✏

+ �, ↵ > 0, ✏ > 0,
all admissible functions for problems (5.24), (5.25) belong to the space W 1,n+✏(�)
and, therefore, are differentiable in the classical sense a.e. in �, see [18]. Celada
and Perrotta, see [12], showed following a suggestion by Sverak a.e. differentiabil-
ity of minimizers in the case case of problems with p-growth. One more case when
we can claim a.e. differentiability in the classical sense of at least one solution of
(5.25) is discussed in [40]. In order to complete the results on attainment in the
scalar case we have to show validity of the following conjecture

Conjecture 3. Let L : Rn
!

¯R be a convex integrand with superlinear growth
and assume f 2 W 1,1(�) to be such that J ( f ) < 1. Then for the minimization
problem

J (u) ! min, u
��
@�

= f
��
@�

, u 2 W 1,1(�),

there exists at least one solution which is diferentiable in the classical sense a.e.
in �.
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6. Proof of Theorems 2.7 and 2.8

Problems with p(x)-growth attracted wide attention of specialists in the last decade,
see, e.g., [31]. The weak convergence theory for such problems was studied in [1,
13,32,33,42,43] for the case when p(·) is continuous and the modulus of continuity
satisfies so-called Zhikov’s condition, see [52]. As we see Theorem 2.7 asserts that
the whole theory is valid for arbitrary measurable functions p(·) in the case of
strong materials that shows another advantage of strong materials.

In the proof of Theorems 2.7, 2.8 we will use the following crucial result due
to Kristensen, [26]. This result was first published in [27].

Theorem 6.1. Let ⌫ be a homogeneous 1-gradient Young measure such that h| ·

|
p
; ⌫i < 1, with p > 1. Then ⌫ is a homogeneous p-gradient Young measure.

Proof of Theorem 2.7. It is easy to see that the properties 1), 2) of Section 2 are
valid because of the Kristensen’s Theorem 6.1. Therefore we need only show the
validity of the approximation property 3).

Let x0 2 � be a Lebesgue point of Du(·) and a point of classical differentiabil-
ity of u(·). Let i 2 {1, . . . ,m} and consider the i-th component ui (·) of the function
u : � ! Rm . Given ✏ > 0, s > 0 consider a function

ũi (x) = ui (x0) +

⌦
Dui (x0), x � x0

↵
+ �✏,s(x � x0),

where
�✏,s(x � x0) = s � max

v2S(Dui (x0),✏)
hv, x � x0i,

where S(Dui (x0), ✏) is a sphere centered at Dui (x0) and with radius ✏. Note that
�✏,s(·) > 0 in the set B(x,s/✏) and �✏,s(·) = 0 in S(Dui (x0), s/✏). We also have
|ũi (x) � ũi (x0)| = �✏|x � x0| and, therefore, ũi � ui in the set �i

s,✏(x0) such that

B
�
x0, s/✏ � wi (s/✏)

�
⇢ �i

s,✏(x0) ⇢ B
�
x0, s/✏ + wi (s/✏)

�
, (6.1)

where wi (t) ! 0 as t ! 0 due to classical differebtiability of ui at x0.
Let w(·) = max1im wi (·). Then

Dũ(x) = Du(x0) + D�(x), for x 2 �s,✏(x0) = \
m
i=1�

i
s,✏(x0), (6.2)

where
B
�
x0, s/✏ � w(s/✏)

�
⇢ �s,✏(x0) ⇢ B

�
x0, s/✏ + w(s/✏)

�
. (6.3)

In the set �s,✏(x0) we have the following simple estimate

|Dũ(x)|  |Du(x0)| + ✏. (6.4)

Now we obtain the estimate on Dũ in the set [
m
i=1�

i
s,✏(x0) \ �s,✏(x0). In case

|Dũ(x)|  2|Du(x)| we have

|Dũ(x)|p(x)  2p(x)|Du(x)|p(x)  2p2 |Du(x)|p(x). (6.5)
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In case |Dũ(x)| � 2|Du(x)| we have |v(x)| + |Du(x)| � 2|Du(x)| and then
2|v(x)| � |Dũ(x)|, i.e.

|Dũ(x)|p(x)  2p(x)|v(x)|p(x)  2p2(|Du(x0)| + ✏)p(x). (6.6)

Now we construct a sequence uk 2 u + W 1,1
0 (�; Rm) with the property 3). For

k 2 N consider a finite collection of disjoint balls B(x j , s j/✏ j + w j (s j/✏ j )),
j 2 {1, . . . , j (k)}, such that (6.3) holds with w j (s j/✏ j )  1/k and ✏ j  1/k,
j 2 {1, . . . , j (k)}, and meas (� \ [

j (k)
j=1�s j ,✏ j (x j ))  1/k. Then s j , ✏ j , j 2

{1, . . . , j (k)}, can be also selected in such a way that
�����
Z

�s j ,✏ j (x j )
L(y, u(y), Du(y))dy �

Z
�s j ,✏ j (x j )

L(y, ũ(y), Dũ(y))dy

�����
 1/kmeas �s j ,✏ j (x j ), j 2 {1, . . . , j (k)},

(6.7)

see (6.4), and, due to (6.5), (6.6), we also have
Z
B(x j ,s j/✏ j+w j (s j/✏ j ))\�s j ,✏ j (x j )

|L(y, ũ(y), Dũ(y))|dy

 c
Z
B(x j ,s j/✏ j+w j (s j/✏ j ))\�s j ,✏ j (x j )

2p2+1{|L(u, u(y), Du(y)| + 1}dy.
(6.8)

Therefore the function uk such that uik = ũi in �i
s j ,✏ j (x j ), for i 2 {1, . . . ,m},

j 2 {1, . . . , j (k)}, satisfies the properties

uk = ũ, x 2 �s j ,✏ j (x j ), for j 2 {1, . . . , j (k)}, (6.9)

Z
�

|L(y, uk(y), Duk(y)) � L(y, u(y), Du(y))|dy  1/kmeas �

+ c
j (k)X
j=1
2p2+1

Z
[ j (B(x j ,s j/✏ j+w j (s j/✏ j ))\B(x j ,s j/✏ j�w j (s j/✏ j )))

�
|L(y, u(y), Du(y))|+1

 
dy,

(6.10)

see (6.7) and (6.8). Then s j , ✏ j can be selected in such a way that due to (6.3), (6.4),
(6.7), (6.8) (see also (6.9) and (6.10)) we obtain

||uk� u||W 1,1(�;Rm) ! 0
||L(·,uk(·),Duk(·)) � L(·,u(·),Du(·))||L1(�) !0, as k ! 1

(6.11)

and
meas (� \ [

j (k)
j=1�s j ,✏ j (x j ))  1/kmeas �. (6.12)
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Finally we can approximate uk by piece-wise affine functions ũk 2 uk + W 1,1
0 ⇥

([
j (k)
j=1�s j ,✏ j (x j ); Rm) such that due to (6.11) and (6.12) we have

||ũk � u||W 1,1 ! 0
||L(·, ũk(·), Dũk(·)) � L(·, u(·), Du(·))||L1 ! 0, k ! 1.

The sequence ũk 2 W 1,n+✏(�; Rm) is an almost piece-wise affine sequence with
the properties

||ũk � u||W 1,1 ! 0, J (ũk) ! J (u), for k ! 1.

This proves validity of the property 3) of Section 2. Therefore Theorem 2.7 follows
from Theorem 2.6.

Proof of Theorem 2.8. relies on the same arguments as the proof of Theorem 2.7.

Note that the weak convergence theory is established for integral functionals
with integrands L satisfying the estimates

c1G(x, u, v) + c2  L(x, u, v)  c3G(x, u, v) + c4, c3 � c1 > 0, (6.13)

where for fixed (x, u) the function G(x, u, ·) has p-growth, see (1.2). Of course
one wants to extend the theory to a larger class of integrands, say for G(x, u, v)
convex in v and with superlinear growth in v. To do this we need a positive answer
to the following

Conjecture 4. Let L : Rm⇥n
! R be a convex integrand with superlinear growth.

Let also Lk , for k 2 N, be an increasing sequence of convex integrands with su-
perlinear growth such that Lk ! L , as k ! 1, uniformly on compact sets. Then
given 8 2 C1

c (Rm⇥n) and A 2 Rm⇥n we have

(Lk + 8)qc(A) ! (L + 8)qc(A), as k ! 1. (6.14)

Validity of Conjecture 4 would allow to extend Kristensen’s result Theorem 6.1
to the case of arbitrary convex integrands L , i.e., we would prove that every ho-
mogeneous 1-gradient Young measure ⌫ with hL; ⌫i < 1 is a homogeneous L-
gradient Young measure. Indeed the sequence Lk can be selected in such a way
that ⌫ is a homogeneous Lk-gradient Young measure, for k 2 N, and, in particular,
hLk; ⌫i < 1, for k 2 N. Then hLk + 8; ⌫i � (Lk + 8)qc(A), for k 2 N. Since
(Lk + 8)qc(A) ! (L + 8)qc(A) and hLk + 8; ⌫i ! hL + 8; ⌫i as k ! 1 we
obtain that hL + 8; ⌫i � (L + 8)qc(A) and, then, by Theorem 1.8 ⌫ is a homoge-
neous L-gradient Young measure. Therefore properties 1), 2) from Section 2 hold
and, then, lower semicontinuity and the convergence in energy property are valid.
To prove Theorems 2.2, 2.5 we need also property 3) which is a separate issue.
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Therefore validity of Conjecture 4 would allow to extend the weak convergence
theory to a much larger class of integrands. At the moment it is known that this
conjecture is valid in the case of L with p-growth. We explain this. For k 2 N,
A 2 Rm⇥n there is a sequence of homogeneous (Lk +8)-gradient Young measures
⌫
j
k , for j 2 N, centered at A and such that

hLk + 8; ⌫
j
k i ! (Lk + 8)qc(A), as j ! 1, (6.15)

see Lemma 5.1. Without loss of generality we can assume that ⌫
j
k *⇤ ⌫k , as

j ! 1. Then ⌫k is a homogeneous 1-gradient Young measure and

lim inf
j!1

hLk + 8; ⌫
j
k i � hLk + 8; ⌫ki (6.16)

due to Lemma 3.11. However we do not know whether ⌫k is a homogeneous (Lk +

8)-gradient Young measure since the validity of property 2) from Section 2 is not
known. In any case for a subsequence (not relabeled) such that ⌫k *⇤ ⌫, as k ! 1,
and hL; ⌫i < 1 we have by Theorem 6.1 that ⌫ is a homogeneous L-gradient
Young measure. Then

hLk + 8; ⌫ki  (Lk + 8)qc(A)  (L + 8)qc(A)  hL + 8; ⌫i

and since by Lemma 3.11

lim inf
k!1

hLk + 8; ⌫ki � hL + 8; ⌫i, as k ! 1,

we infer that
(Lk + 8)qc(A) ! (L + 8)qc(A), as k ! 1.

Therefore Conjecture 4 is valid. Note also that Lk , for k 2 N, could be only
continuous integrands, i.e. convexity is not required for the validity of the result.

We have to notice that Conjecture 4 fails if L is only quasiconvex and Lk ,
for k 2 N, are only continuous. To see this we can use the example due to Ball
and Murat discussed in Section 2. In this example L = µ|Du|n�✏

+ |Det Du|,
� = B(0, 1) and for L-gradient Young measure ⌫ = Av(D(x/|x |))� centered at
Id we have hL; ⌫i < L( Id). Therefore we can not claim that (Lk + 8)qc(Id) !

(L + 8)qc(Id) for 8 = 0 since Lqck (Id)  hLk; ⌫i  hL; ⌫i < L(Id) for all
k 2 N. In fact there are simply no sequences of quasiconvex integrands Lk with
(n � ✏)-growth which converge to L uniformly on compact sets.

However in the case of strong materials we still can hope to prove the result
which is:
Conjecture 5. Let L : Rm⇥n

! R be quasiconvex and such that L(v) � ↵|v|
n+✏

+

�, where ↵ > 0, ✏ > 0. Let also Lk : Rm⇥n
! R be an increasing sequence of

integrands with superlinear growth and such that Lk ! L , as k ! 1, uniformly
on compact sets. Then for each A 2 Rm⇥n and each 8 2 C1

c (Rm⇥n) we have

(Lk + 8)qc(A) ! (L + 8)qc(A), as k ! 1.
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The validity of Conjecture 5 would imply the validity of both the Conjectures 1)
and 2).

Note that although the situation with strong materials was explicitely discussed
only in our recent paper [37] it already attracted attention of some specialists and in
[2] the authors studied the case of strong materials in context of the homogenization
theory.

Proving Conjectures 4 and 5 would greatly extend the weak convergence the-
ory and we hope to address this issue in subsequent papers.
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