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Generalized stochastic flow associated to the Itô SDE
with partially Sobolev coefficients and its application

DEJUN LUO

Abstract. We consider the Itô SDEs on Rn with partially Sobolev coefficients.
Assuming the exponential integrability of the negative part of the divergence of
the drift coefficient and the partial gradient of the diffusion coefficient with re-
spect to the Cauchy measure, we show the existence, uniqueness and stability of
generalized stochastic flows associated to such equations. As an application, we
prove the weak differentiability in the sense of measure of the stochastic flow
generated by the Itô SDE with Sobolev coefficients.

Mathematics Subject Classification (2010): 60H10 (primary); 60B12, 42B25
(secondary).

1. Introduction

We consider the following stochastic differential equation

dXt = � (Xt ) dBt + b(Xt ) dt, X0 = x 2 Rn, (1.1)

in which � = (� ik)1in,1km is a matrix-valued function, b = (b1, . . . , bn) is
a vector field, and Bt is an m-dimensional standard Brownian motion defined on
some probability space (�,F , P). It is well known that if � and b are globally
Lipschitz continuous, then equation (1.1) generates a unique stochastic flow Xt of
homeomorphisms on Rn . When the coefficients are less regular, for instance, they
only have log-Lipschitz continuity, it is still possible to prove the homeomorphic
property of the stochastic flow, see [13,24].

On the other hand, recently there are intensive studies on ODEs

dXt
dt

= b(Xt ), X0 = x 2 Rn, (1.2)
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with weakly differentiable coefficients, see for instance [1,8,9]. Here by weakly dif-
ferentiable coefficients, we mean that they have Sobolev or even BV regularity. The
methods adopted in [1,9] are quite indirect, in the sense that the authors first estab-
lished the well-posedness of the corresponding first order PDEs (transport equation
or continuity equation), from which they deduced the existence and uniqueness of
generalized flow of measurable maps associated to (1.2) (see also [7] where the
standard Gaussian measure �n is taken as the reference measure). This strategy can
be seen as an extension of the classical characteristics method, and is now widely
called the Di Perna–Lions theory. In [18, 19], Le Bris and Lions made use of these
ideas to study the Fokker–Planck type equations with Sobolev coefficients; based
on Ambrosio’s commutator estimate for BV vector fields, we slightly extend their
results to the case where the drift coefficient has only BV regularity, see [22]. The
generalization of this theory to the infinite dimensional Wiener space has been done
in [3, 14], see also [21] in which we studied the Fokker–Planck type equations on
the Wiener space. In [10], the authors gave a rather sketchy argument of how to
extend the Di Perna–Lions theory to compact Riemannian manifolds; by proving
a commutator estimate involving the heat semi-group and Sobolev vector fields on
manifolds, this theory was recently generalized in [12] to complete Riemannian
manifolds under suitable conditions on the lower bound of the Ricci curvature. Us-
ing the pointwise characterization of Sobolev functions, Crippa and De Lellis gave
in [8] direct proofs to many of the results in the Di Perna–Lions theory.

It seems that Di Perna and Lions’s original method does not work for study-
ing SDE (1.1), as pointed out in the introduction of [26]. X. Zhang successfully
implemented in [25] the direct method of Crippa and De Lellis to the Itô SDE and
proved the existence and uniqueness of stochastic flow of maps generated by (1.1).
A drawback of the main result in [25, Theorem 2.6] is the requirement that |r� |

is bounded, a condition which is weakened in [27]. In [15] the authors took the
standard Gaussian measure �n as the reference measure, and obtained similar re-
sults under the exponential integrability of |r� |

2, |div�n (� )|2 and |div�n (b)|. Here
div�n denotes the divergence with respect to the Gaussian measure �n . Note that the
exponential integrability of |r� |

2 is quite weak, but that of |div�n (� )|2 prevents us
from covering the classical case of globally Lipschitz coefficients, see [15, Theo-
rem 1.2]. This is one of the reasons that we do not take �n as the reference measure
in this paper. Another reason is that the results in Lemma 6.3 do not hold for the
Gaussian measure �n . Here we also mention that we choose a finite measure on Rn

as the reference measure and assume the divergences of the coefficients � and b are
exponentially integrable, hence they can be unbounded (both locally and globally,
see Theorem 2.3 and [15, 27]), while the papers [1, 8, 9] are set in the framework
of the Lebesgue measure, hence the authors naturally assume that the divergence
div(b) (or its negative part [div(b)]�) is bounded.

The present work is motivated by [4, 8, 18], in which the authors studied the
weak differentiability of the generalized flow associated to the ODE (1.2) with
Sobolev vector field b. Again the results in [18] are derived from the related
transport equation, while the ones in [4, 8] follow from the pointwise inequality
of Sobolev functions. Since the generalized stochastic flow of measurable maps has
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already been established in [15, 25, 27], we intend to study in this work the differ-
entiability of the stochastic flow. However, we are unable to transfer the methods
in [4, 8] to the case of SDE for proving the approximate differentiability of the
stochastic flow. The main problem is that the level set GR (see Lemma 2.4) of the
stochastic flow depends on the random element !, hence one has to take expecta-
tion twice in order to estimate an quantity of the form (2.5) in [8]. We do not know
how to handle this problem.

Therefore, we follow the idea of [18] to study the differentiability in the sense
of measure of the stochastic flow. To this end, we first consider a special form
of SDE (1.1) whose coefficients � and b have the structure below: there is n1 2

{1, . . . , n � 1}, such that

�1 :=

�
� i j

�
1in1,1 jm and b1 :=

�
b1, . . . , bn1

�

only depend on the first n1-variables (x1, . . . , xn1). In the following we also de-
note by �2 (respectively b2) the last (n � n1)-rows (respectively components) of
the diffusion matrix � (respectively the drift b), and x1 = (x1, . . . , xn1), x2 =

(xn1+1, . . . , xn) (thus x 2 Rn can be written as (x1, x2)). Our basic assumptions,
among other conditions that will be specified later, are

�1 2 W 1,2q
x1,loc, b1 2 W 1,q

x1,loc; (1.3)

and
�2 2 L2qx1,loc

�
W 1,2q
x2,loc

�
, b2 2 Lqx1,loc

�
W 1,q
x2,loc

�
. (1.4)

Here q > 1 is a fixed number. Note that we don’t require �2 and b2 have Sobolev
regularity with respect to x1. Thanks to the key observation (6.4), we are able to
deal with this special case.

The paper is organized as follows. In Section 2 we first recall the definition
of generalized stochastic flow associated to Itô’s SDE (1.1). After that, we extend
the known results on the existence and uniqueness of stochastic flows generated by
Itô’s SDE to allow the coefficients to be locally unbounded. Recall that the main
results in [15, 25, 27] require the coefficients � and b have linear growth. This
extension is necessary for proving the differentiability of the stochastic flow, since
the linear growth condition for the second equation in (5.2) will basically result in
the boundedness of the gradients of � and b, which is too restrictive.

Then we state and prove an intermediate result in Section 3, where the coef-
ficients �2 2 W 1,2q

x1,x2,loc and b2 2 W 1,q
x1,x2,loc. One reason for establishing such a

result is to avoid regularizing the coefficients �1 and b1 in the proof of the exis-
tence of stochastic flows generated by Itô’s SDE with partially Sobolev coefficients
(see Theorem 4.3); otherwise, we cannot apply the a-priori estimate in Lemma
4.1, since the coefficients �2 and b2 have no Sobolev regularity on the variable
x1 = (x1, . . . , xn1). We also find a uniform estimate of the Radon–Nikodym den-
sity of the form Lemma 3.2, which does not involve the exponential integrability of
|rx1�2|

2.
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The main result of this paper is presented in Section 4, where the key step is
to prove an a-priori estimate which follows the idea of Crippa and De Lellis [8,
Theorem 3.8] and has appeared in [15,25,27] in similar forms. The main difference
between this estimate and the previous ones is that we only assume partial Sobolev
regularity on the coefficients. As some of the arguments in Sections 3 and 4 are
analogous to those of Section 2, we only give relatively detailed proofs in Section
2 and omit them in the subsequent sections to save space.

In Section 5 we apply the results obtained in the previous section to show the
weak differentiability in the sense of measure of the generalized stochastic flow of
measurable maps, following the ideas in [18, Section 4]. The main part consists in
checking that the systems of Itô equations fulfil the assumptions in Section 4.

Finally, we present in the appendix some preliminary results that are used in
the paper. Especially, we give a careful analysis of the expression of the Radon–
Nikodym density which makes it possible for us to study the SDE with the above-
mentioned special structure. We also prove an inequality for the integral of local
maximal functions on the whole Rn with respect to some general finite measure
which seems to have independent interest.

2. The Itô SDE with locally unbounded coefficients

First of all we give the precise meaning of the generalized stochastic flow (cf. [15,
Definition 5.1] and [27, Definition 2.1]). This notion is related to some reference
measure on Rn . In this paper, we mainly consider the generalized Cauchy distribu-
tions (following the terminology of [5, Section 3]): for some ↵ > n/2, set

�(x) = �↵ log
�
1+ |x |2

� �
x 2 Rn� and dµ = e�(x) dx . (2.1)

The exact value of ↵ has no importance. It is clear that µ(Rn) < +1. As usual,
the space of continuous functions taking values in Rn is denoted by C([0, T ], Rn).
For a measurable map ' : Rn

! Rn , we write '#µ = µ�'�1 for the push-forward
of µ by ' (also called the distribution of ' under µ). Denote by ✓s B the time-shift
of the Brownian motion, that is, (✓s B)t = Bt+s � Bs for all t � 0.
Definition 2.1. We say that a measurable map X : � ⇥ Rd

! C([0, T ], Rn) is a
generalized stochastic flow associated to the Itô SDE (1.1) if

(i) for each t 2 [0, T ] and almost all x 2 Rn , ! ! Xt (!, x) is measurable with
respect to Ft , i.e., the natural filtration generated by the Brownian motion
{Bs : s  t};

(ii) for each t 2 [0, T ], there exists Kt 2 L1(P⇥µ) such that (Xt (!, ·))#µ admits
Kt as the density with respect to µ;

(iii) for (P ⇥ µ)-a.e. (!, x),Z T

0

��� �Xs(!, x)
���2 ds +

Z T

0

��b�Xs(!, x)
��� ds < +1;



SDE WITH PARTIALLY SOBOLEV COEFFICIENTS 539

(iv) for µ-a.e. x 2 Rn , the integral equation below holds almost surely:

Xt (!, x)= x+

Z t

0
� (Xs(!, x)) dBs+

Z t

0
b(Xs(!, x)) ds, for all t 2 [0, T ];

(v) the flow property holds

Xt+s(!, x) = Xt (✓s B, Xs(!, x)).

In this section we slightly extend the main results of [15, 25, 27] to allow the
coefficients � and b to be locally unbounded, while the aforementioned papers re-
quired that the coefficients have linear growth. To this end, we introduce some
notations. Fix some q > 1 and take ↵ > q + n/2 in the definition (2.1) of the
reference measure. We also denote by �̄ =

�
1+|x | and b̄ =

b
1+|x | to simplify the

notations. We assume the following conditions:

(C1) � 2 W 1,2q
loc , b 2 W 1,q

loc ;
(C2) there is a p0 > 0 such that

R
Rn exp

⇥
p0
�
[div(b)]� +|b̄|+ |�̄ |

2
+|r� |

2�⇤dµ <
+1.

Remark 2.2. We have the following observations.

(i) It is clear that when � and b are globally Lipschitz continuous, they satisfy the
conditions (C1) and (C2).

(ii) The condition (C2) implies �̄ , b̄ 2 L p(µ) for any p > 1. Then by the choice
of ↵, there is p sufficiently big such that 2↵ � n > 2qp/(p � 1), henceR
Rn (1+ |x |)2qp/(p�1)dµ < +1. By Hölder’s inequality,

Z
Rn

|� |
2q dµ 

 Z
Rn

|�̄ |
2qp dµ

�1/p Z
Rn

(1+|x |)2qp/(p�1)dµ
�(p�1)/p

<+1.

Thus � 2 L2q(µ). In the same way we have b 2 L2q(µ).
(iii) Let � 2 (0, n/p0) and Q1 := {x 2 Rn

: 0 < |x |  1 and xi � 0, 1  i  n}.
Assume supp(b) ⇢ Q1 and b(x) =

1
p

n (log |x |�)(1, · · · , 1), x 2 Q1. Then
the vector field b satisfies conditions (C1) and (C2). Indeed, [div(b)]� ⌘ 0
and |b̄(x)|  1{|x |1} log 1

|x |� , thus
R
Rn ep0|b̄| dµ < +1. This example shows

that the coefficient b (and also � ) of the Itô SDE can be locally unbounded. If
we strengthen the condition (C2) by requiring that it holds for all p0 > 0, then
such a � > 0 does not exist.

We shall prove:

Theorem 2.3. Under the conditions (C1) and (C2), there exists a unique general-
ized stochastic flow associated to the Itô SDE (1.1). Moreover, the Radon–Nikodym
density ⇢t of the flow with respect to the reference measureµ satisfies ⇢t 2L1 log L1.
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Here by ⇢t 2 L1 log L1 we mean that E
R
Rn ⇢t | log ⇢t | dµ < +1. We remark

that when t is small enough, the flow Xt is integrable onRn with respect toµ, which
is an easy consequence of Lemma 2.4 and Proposition 2.8. The integrability of Xt
for general t > 0 can be proved if we strengthen the condition (C2) by requiring
that it holds for any p0 > 0; however, this condition is too restrictive in view of
Remark 2.2(iii).

We shall divide the proof of this theorem into several steps, which are presented
in the following lemmas and propositions. First we prove an a-priori estimate on
the level set of the solution flow Xt . We denote by k · k1,T the maximum norm in
C([0, T ], Rn), the space of continuous curves in Rn . For R > 0, define the level
set

GR =

�
(!, x) 2 �⇥ Rn

: kX ·(!, x)k1,T  R
 
.

Lemma 2.4 (Estimate of level sets). Let Xt be a generalized stochastic flow as-
sociated to Itô SDE (1.1), and ⇢t the Radon–Nikodym density with respect to µ.
Suppose that

3p,T := sup
0tT

k⇢tkL p(P⇥µ) < +1,

where p is the conjugate number of q. Then under the condition (C2), we have

(P ⇥ µ)(Gc
R) 

C
R

,

where C depends on T,3p,T , k�kL2q (µ) and kbkLq (µ).

Proof. First we deduce from (C2) and Remark 2.2(ii) that k�kL2q (µ) and kbkLq (µ)

are finite. For a.e. (!, x) 2 �⇥ Rn , we have

Xt (x) = x +

Z t

0
� (Xs(x)) dBs +

Z t

0
b(Xs(x)) ds.

Therefore

kX ·(x)k1,T  |x | + sup
0tT

����
Z t

0
� (Xs(x)) dBs

���� + sup
0tT

����
Z t

0
b(Xs(x)) ds

����. (2.2)
By Burkholder’s inequality,

E sup
0tT

����
Z t

0
� (Xs(x)) dBs

����  2

E
Z T

0

��� (Xs(x))
��2 ds

� 1
2
.

Now Cauchy’s inequality leads to
Z

Rn
E sup
0tT

����
Z t

0
� (Xs(x)) dBs

����dµ  2µ(Rn)
1
2

 Z T

0
E
Z

Rn

��� (Xs(x))
��2 dµ(x)ds

� 1
2

=2µ(Rn)
1
2

 Z T

0
E
Z

Rn

��� (y)
��2⇢s(y) dµ(y)ds

�1
2
.
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We have by Hölder’s inequality that

E
Z

Rn
|� (y)|2⇢s(y) dµ(y)  k�k

2
L2q (µ)

k⇢skL p(P⇥µ)  3p,T k�k
2
L2q (µ)

.

ThereforeZ
Rn

E sup
0tT

����
Z t

0
� (Xs(x)) dBs

����dµ  2(µ(Rn) T3p,T )
1
2 k�kL2q (µ). (2.3)

Next

E
Z

Rn
sup
0tT

����
Z t

0
b(Xs(x)) ds

����dµ 

Z T

0
E
Z

Rn
|b(Xs(x))| dµ(x)ds

=

Z T

0
E
Z

Rn
|b(y)|⇢s(y) dµ(y)ds.

Again by Hölder’s inequality,

E
Z

Rn
sup
0tT

����
Z t

0
b(Xs(x)) ds

����dµ 

Z T

0
kbkLq (µ)k⇢skL p(P⇥µ) ds

 T3p,T kbkLq (µ).

(2.4)

Now integrating both sides of (2.2) on �⇥ Rn and by (2.3), (2.4), we get

E
Z

Rn
kX ·(x)k1,T dµ  C1 + 2

�
µ(Rn) T3p,T

� 1
2
k�kL2q (µ)

+ T3p,T kbkLq (µ),

(2.5)

where C1 :=

R
Rn |x | dµ(x) < +1. Finally by Chebyshev’s inequality,

(P ⇥ µ)(Gc
R) 

1
R

Z
�⇥Rn

kX ·(x)k1,T d(P ⇥ µ) 

C
R

,

where C is given by the right hand side of (2.5).

Similar to [25, Lemma 6.1], [15, Theorem 5.2] and [27, Lemma 4.1], we have
the following:

Lemma 2.5 (Stability estimate). Suppose that �, �̃ 2 W 1,2q
loc and b, b̃ 2 W 1,q

loc .
Let Xt (respectively X̃t ) be the stochastic flow associated to the Itô SDE (1.1) with
coefficients � and b (respectively �̃ and b̃). Denote by ⇢t (respectively ⇢̃t ) the
Radon–Nikodym density of Xt (respectively X̃t ) with respect to µ. Assume that

3p,T := sup
0tT

�
k⇢tkL p(P⇥µ) _ k⇢̃tkL p(P⇥µ)

�
< +1,
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where p is the conjugate number of q. Then for any � > 0,

E
Z
GR\G̃R

log
✓��X � X̃

��2
1,T

�2
+ 1

◆
dµ

 CT3p,T

⇢
Cn,q

h��
rb

��
Lq (B(3R))

+

��
r�

��
L2q (B(3R))

+

��
r�

��2
L2q (B(3R))

i

+

1
�2

��� � �̃
��2
L2q (B(R))

+

1
�

h��� � �̃
��
L2q (B(R))

+

��b � b̃
��
Lq (B(R))

i�
,

where G̃R :=

�
(!, x) 2 � ⇥ Rn

: kX̃ ·(!, x)k1,T  R
 
is the level set of the

flow X̃t .

Here the space Lq(B(R)) is defined with respect to the Lebesgue measure. The
proof of Lemma 2.5 is similar to the above cited references, hence we omit it.

Now we start to prove the existence part of Theorem 2.3. We have to regularize
the coefficients � and b. Let � 2 C1

c (Rn, R+) be such that
R
Rn � dx = 1 and its

support supp(�) ⇢ B(1). For k � 1, define �k(x) = kn�(kx) for all x 2 Rn . Next
choose  2 C1

c (Rn, [0, 1]) which satisfies  |B(1) ⌘ 1 and supp( ) ⇢ B(2). Set
 k(x) =  (x/k) for all x 2 Rn and k � 1. Now we define

�k = (� ⇤ �k) k and bk = (b ⇤ �k) k .

Then for every k � 1, the functions �k and bk are smooth with compact supports.
Consider the following Itô’s SDE:

dXkt = �k(Xkt ) dBt + bk(Xkt ) dt, Xk0 = x . (2.6)

This equation has a unique strong solution which gives rise to a stochastic flow
of diffeomorphisms on Rn . Denote by ⇢kt the Radon–Nikodym density of (Xkt )#µ
with respect to µ. Applying Lemma 6.1 for p > 1, we have

��⇢kt ��L p(P⇥µ)
 µ(Rn)

1
p+1

✓
sup

t2[0,T ]

Z
Rn
exp

�
p3t

��3�k1 ��2
� p2t3�k ,bk2

�
dµ

◆ 1
p(p+1)

.

(2.7)
We shall give a uniform estimate to the density functions.

Lemma 2.6 (Uniform density estimate). For fixed p > 1, there are two positive
constants C1,p,C2,p > 0 and sufficiently small T0 > 0, such that for all k � 1,

sup
0tT0

k⇢kt kL p(P⇥µ)

C1,p
✓Z

Rn
exp

⇥
C2,pT0

�
[div(b)]�+|b̄|+|r� |

2
+|�̄ |

2�⇤dµ
◆ 1
p(p+1)

<+1.

(2.8)
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Proof. Using the expressions of 3�k1 , 3
�k ,bk
2 and �, elementary computations lead

to
|3

�k
1 |
2

 C0
�
|div(� )|2 + |�̄ |

2�
⇤ �k

and
�3

�k ,bk
2  C0

�
[div(b)]� + |b̄| + |r� |

2
+ |�̄ |

2�
⇤ �k .

Noticing that |div(� )|  |r� |, we have for any t > 0,

p3t |3�k1 |
2
� p2t3�k ,bk2  Cp3t

⇥�
[div(b)]� + |b̄| + |r� |

2
+ |�̄ |

2�
⇤ �k

⇤
.

Substituting this estimate into (2.7), we see that there are two constantsC1,p,C2,p>
0 such that for any T > 0 and all k � 1,

sup
0tT

k⇢kt kL p(P⇥µ)

 C1,p
✓Z

Rn
exp

⇥
C2,pT

�
[div(b)]� + |b̄| + |r� |

2
+ |�̄ |

2�
⇤ �k

⇤
dµ

◆ 1
p(p+1)

.

To simplify the notations, we denote by8 = C2,pT
�
[div(b)]�+|b̄|+|r� |

2
+|�̄ |

2�;
then

sup
k�1

sup
0tT

k⇢kt kL p(P⇥µ)  C1,p
✓Z

Rn
exp

⇥
(8 ⇤ �k)(x) + �(x)

⇤
dx

◆ 1
p(p+1)

. (2.9)

We want to show that there is a constant C > 0 such that for any k � 1,

�(x)  (� ⇤ �k)(x) + C for all x 2 Rn. (2.10)

Indeed, for any u 2 B(1), one has

1+ |x � u|2  1+ 2|x |2 + 2|u|2  3(1+ |x |2),

hence
�(x � u) = �↵ log(1+ |x � u|2) � �↵ log 3+ �(x).

As a result, for all k � 1,

(� ⇤ �k)(x) =

Z
Rn
�(x � u)�k(u) du � �↵ log 3+ �(x)

since �k � 0 and
R
Rn �k(u) du = 1. Hence (2.10) holds with C = ↵ log 3. Now by

(2.10) and Jensen’s inequality,Z
Rn
exp

⇥
(8 ⇤ �k)(x) + �(x)

⇤
dx  3↵

Z
Rn
exp

⇥
(8+ �) ⇤ �k(x)

⇤
dx

 3↵
Z

Rn
(e8+�

⇤ �k)(x) dx

= 3↵
Z

Rn
e8+� dx = 3↵

Z
Rn
e8 dµ.
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Substituting this estimate into (2.9) and by the definition of 8, we see that if we
take T0  p0/C2,p, then the right hand side of (2.8) is finite.

In the following we fix p as the conjugate number of q and denote by 3p,T0
the quantity on the right hand side of (2.8). Then we have

sup
k�1

sup
0tT0

k⇢kt kL p(P⇥µ)  3p,T0 . (2.11)

Using Lemma 2.5 and the density estimate (2.11), we can now show that there exists
a random field X : �⇥ Rn

! C([0, T0], Rn), which is the limit of the sequence of
stochastic flows generated by (2.6).

Proposition 2.7. Under the conditions (C1) and (C2), there exists a random field
X : �⇥ Rn

! C([0, T0], Rn) such that

lim
k!1

E
Z

Rn
1 ^ kXk � Xk1,T0 dµ = 0.

Proof. The proof is similar to that of [15, Theorem 5.3]. For any k � 1, we denote
by Gk

R the level set of the flow Xkt on the interval [0, T0]:

Gk
R =

n
(!, x) 2 �⇥ Rn

:

��Xk
·
(!, x)

��
1,T0

 R
o

.

By Lemma 2.4,

(P ⇥ µ)
⇥
(Gk

R \ Gl
R)c

⇤
(P ⇥ µ)

⇥
(Gk

R)c
⇤
+ (P ⇥ µ)

⇥
(Gl

R)c
⇤



Ck + Cl
R

, (2.12)

in which Ck depends on T0,3p,T0 , k�kkL2q (µ), kbkkLq (µ). We have |�k |  |� |⇤�k .
Jensen’s inequality leads to

k�kk
2q
L2q (µ)



Z
Rn

�
|� |

2q
⇤ �k

�
(x) dµ(x) =

Z
Rn

|� (y)|2q dy
Z

Rn

�k(x � y)
(1+ |x |2)↵

dx .

Notice that for |x � y|  1/k, one has |y|  |x | + 1/k, hence

1+ |y|2  1+ 2|x |2 + 2/k2  3(1+ |x |2) for all k � 1.

Consequently,
Z

Rn

�k(x � y)
(1+ |x |2)↵

dx  3↵
Z

Rn

�k(x � y)
(1+ |y|2)↵

dx =

3↵

(1+ |y|2)↵
(2.13)

since
R
Rn �k dx = 1. As a result,

k�kkL2q (µ)  3↵/2q
✓Z

Rn
|� (y)|2q dµ(y)

◆1/2q
= 3↵/2qk�kL2q (µ). (2.14)
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In the same way, we have kbkkLq (µ)  3↵/qkbkLq (µ). Therefore the positive con-
stants (Ck)k�1 are uniformly bounded from above by some Ĉ > 0. Combining this
observation with (2.12), we obtain

sup
k,l�1

(P ⇥ µ)
⇥
(Gk

R \ Gl
R)c

⇤


2Ĉ
R

. (2.15)

Now an application of Lemma 2.5 to the flows Xkt and Xlt gives us

E
Z
Gk
R\Gl

R

log
✓

kXk � Xlk2
1,T0

�2
+ 1

◆
dµ

 CT03p,T0

⇢
Cn,q

h
krbkkLq (B(3R)) + kr�kkL2q (B(3R)) + kr�kk

2
L2q (B(3R))

i

+

1
�2

k�k � �lk
2
L2q (B(R))

(2.16)

+

1
�

h
k�k � �lkL2q (B(R)) + kbk � blkLq (B(R))

i�
.

By the definition of bk , we have

|rbk |  |rb| ⇤ �k + C
|b ⇤ �k |

1+ |x |
 |rb| ⇤ �k + 2C|b̄| ⇤ �k .

From this we can show that

krbkkLq (B(3R))  Cq
�
krbkLq (B(3R+1)) + kb̄kLq (B(3R+1))

�
.

In the same way, kr�kkL2q (B(3R))  Cq
�
kr�kL2q (B(3R+1)) + k�̄kLq (B(3R+1))

�
.

Notice that under the conditions (C1) and (C2), rb and b̄ (respectively r� and �̄ )
are locally integrable. Hence for any k � 1,

Cn,q
h
krbkkLq (B(3R)) + kr�kkL2q (B(3R)) + kr�kk

2
L2q (B(3R))

i
 C 0

n,q,R .

Now we define

�k,l = k�k � �lkL2q (B(R)) + kbk � blkLq (B(R))

which tends to 0 as k, l ! +1. Taking � = �k,l in (2.16), we obtain that for any
k, l � 1,

E
Z
Gk
R\Gl

R

log
✓

kXk � Xlk2
1,T0

�2k,l
+ 1

◆
dµ  CT0,n,q,R < +1. (2.17)
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We have by (2.15)

E
Z

Rn

�
1 ^ kXk � Xlk1,T0

�
dµ

 (P ⇥ µ)
⇥
(Gk

R \ Gl
R)c

⇤
+

Z
Gk
R\Gl

R

�
1 ^ kXk � Xlk1,T0

�
d(P ⇥ µ)



2Ĉ
R

+

Z
Gk
R\Gl

R

�
1 ^ kXk � Xlk1,T0

�
d(P ⇥ µ).

(2.18)

Next for ⌘ 2 (0, 1), set

6k,l
⌘ =

�
(!, x) 2 �⇥ Rn

: kXk � Xlk1,T0  ⌘
 
.

ThenZ
Gk
R\Gl

R

�
1 ^ kXk � Xlk1,T0

�
d(P ⇥ µ)

=

✓Z
(Gk

R\Gl
R)\6

k,l
⌘

+

Z
(Gk

R\Gl
R)\6

k,l
⌘

◆�
1 ^ kXk � Xlk1,T0

�
d(P ⇥ µ)

 ⌘µ(Rn) +

1

log
⇣
1+

⌘2

�2k,l

⌘
Z
Gk
R\Gl

R

log
✓
1+

kXk � Xlk2
1,T0

�2k,l

◆
d(P ⇥ µ)

 ⌘µ(Rn) +

CT0,n,q,R

log
⇣
1+

⌘2

�2k,l

⌘ ,

where the last inequality follows from (2.17). Substituting this estimate into (2.18),
we get

E
Z

Rn

�
1 ^ kXk � Xlk1,T0

�
dµ 

2Ĉ
R

+ ⌘µ(Rn) +

CT0,n,q,R

log
⇣
1+

⌘2

�2k,l

⌘ .

First letting k, l ! +1, and then R ! +1, ⌘ ! 0, we obtain

lim
k,l!+1

E
Z

Rn

�
1 ^ kXk � Xlk1,T0

�
dµ = 0.

Hence there exists a random field X : �⇥ Rn
! C([0, T0], Rn) such that

lim
k!+1

E
Z

Rn

�
1 ^ kXk � Xk1,T0

�
dµ = 0.

The proof is complete.
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Proposition 2.8. For all t 2 [0, T0], there exists ⇢t : � ⇥ Rn
! R+ such that

(Xt )#µ = ⇢tµ. Moreover, sup0tT0 k⇢tkL p(P⇥µ)  3p,T0 .

The proofs are similar to the arguments of [15, Theorem 3.4] and are omitted
here. To show that (Xt )0tT0 solves the Itô SDE (1.1), we need the following
preparation.

Lemma 2.9. We have

lim
k!1

E
Z

Rn

✓
sup

0tT0

����
Z t

0

⇥
�k(Xks ) � � (Xs)

⇤
dBs

����
◆
dµ = 0

and
lim
k!1

E
Z

Rn

✓
sup

0tT0

����
Z t

0

⇥
bk(Xks ) � b(Xs)

⇤
ds
����
◆
dµ = 0.

Proof. By elementary calculations, it is easy to show that

lim
k!1

k�k � �kL2q (µ) = 0 and lim
k!1

kbk � bkL2q (µ) = 0.

Combining these limits with Propositions 2.7 and 2.8, we can finish the proof as
in [15, Proposition 4.1].

For any k � 1, we rewrite the equation (2.6) in the integral form:

Xkt (x) = x +

Z t

0
�k(Xks ) dBs +

Z t

0
bk(Xks ) ds. (2.19)

When k ! +1, by Proposition 2.7 and Lemma 2.9, the two sides of (2.19) con-
verge respectively to X and

x +

Z
·

0
� (Xs) dBs +

Z
·

0
b(Xs) ds.

Therefore, for almost all x 2 Rd , the following equality holds P-almost surely:

Xt (x) = x +

Z t

0
� (Xs) dBs +

Z t

0
b(Xs) ds, for all t 2 [0, T0].

That is to say, Xt solves SDE (1.1) over the time interval [0, T0]. Similar to [15,
Proposition 5.6], we can prove the uniqueness of the solution flow on [0, T0].

Now we extend the solution to any time interval [0, T ]. Let ✓T0B be the time-
shift of the Brownian motion B by T0 and denote by XT0t the corresponding solution
to the SDE (1.1) driven by ✓T0B. By the above discussions, {X

T0
t (✓T0B, x) : 0 

t  T0} is the unique solution to the following SDE over [0, T0]:

XT0t (x) = x +

Z t

0
�
�
XT0s (x)

�
d(✓T0B)s +

Z t

0
b
�
XT0s (x)

�
ds.
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For t 2 [0, T0], define Xt+T0(!, x) = XT0t (✓T0B, XT0(!, x)). Note that Xt is
well defined on the interval [0, 2T0] up to a (P ⇥ µ)-negligible subset of � ⇥ Rn .
Replacing x by XT0(x) in the above equation, we obtain

Xt+T0(x) = x +

Z t+T0

0
�
�
Xs(x)

�
dBs +

Z t+T0

0
b
�
Xs(x)

�
ds.

Therefore Xt defined as above is a solution to SDE (1.1) on the interval [0, 2T0].
Continuing in this way, we obtain the solution of SDE (1.1) on the interval [0, T ].
At this stage we can repeat the arguments of [15, Theorem 5.7] to complete the
proof of Theorem 2.3.

3. An intermediate result

In this section we prove a technical result which serves as a bridge between Theo-
rem 2.3 and the main result in Section 4. First we introduce some notations. The
functions �i and bi (i = 1, 2) are the same as in (1.3) and (1.4). We fix some q > 1
and choose ↵1 > q + n1/2, ↵ > ↵1 + n2/2. Let

dµ(x) = (1+ |x |2)�↵ dx and dµ1(x1) = (1+ |x1|2)�↵1 dx1.

Then µ (respectively µ1) is a finite measure on Rn (respectively Rn1). To simplify
the notation we write �̄1 =

�1
1+|x1| and �̄2 =

�2
1+|x | . b̄i is defined similarly to �̄i (i =

1, 2). Our assumptions in this section are:

(H1) �1 2 W 1,2q
x1,loc, b1 2 W 1,q

x1,loc;

(H2)
R
Rn1 exp

⇥
p0
�
[divx1(b1)]� + |b̄1| + |�̄1|2 + |rx1�1|

2�⇤dµ1 < +1 for some
p0 > 0;

(H3) �2 2 W 1,2q
x1,x2,loc, b2 2 W 1,q

x1,x2,loc;

(H4)
R
Rn exp

⇥
p0
�
[divx2(b2)]� + |b̄2| + |�̄2|2 + |rx2�2|

2�⇤dµ < +1 for some
p0 > 0.

Under the conditions (H1) and (H2), we conclude from Theorem 2.3 that there
exists a unique stochastic flow X1,t on Rn1 associated to the Itô SDE (1.1) with
coefficients �1 and b1, such that the reference measure µ1 is absolutely continuous
under the action of the flow X1,t . In the next result we show that under the additional
assumptions (H3)–(H4), the following SDE

(
dX1,t = �1(X1,t ) dBt + b1(X1,t ) dt, X1,0 = x1,
dX2,t = �2(X1,t , X2,t ) dBt + b2(X1,t , X2,t ) dt, X2,0 = x2

(3.1)

generates a unique flow Xt = (X1,t , X2,t ) on the whole space Rn , which leaves
the measure µ absolutely continuous. Notice that the hypotheses (H1) and (H3)
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imply � = (�1, �2) 2 W 1,2q
x1,x2,loc and b = (b1, b2) 2 W 1,q

x1,x2,loc, therefore the
following theorem can essentially be seen as a special case of Theorem 2.3 (see
also [27, Theorem 2.4] and [15, Theorem 1.3]). The main difference between the
two results is that we no longer require the exponential integrability of the partial
derivatives rx1�2; the reason for this will become clear in view of (6.4).
Theorem 3.1. Under the assumptions (H1)–(H4), the Itô SDE (3.1) generates a
unique stochastic flow Xt of measurable maps on Rn . Moreover, the Radon–
Nikodym density ⇢t of the flow with respect to the measureµ satisfies ⇢t 2L1 log L1.

We shall not give a complete proof to the above result, but only mention some
arguments that are different from those in Section 2. We focus on the existence
part of Theorem 3.1 which needs to regularize the coefficients �1, b1 and �2, b2
separately.

Let �1 2 C1

c (Rn1, R+) be such that
R
Rn1 �1(x1) dx1 = 1 and its support

supp(�1) ⇢ B1(1), where B1(r) is a ball in Rn1 centered at the origin with ra-
dius r > 0. For k � 1, define �1,k(x1) = kn1�1(kx1). Next choose  1 2

C1

c (Rn1, [0, 1]) so that  1|B1(1) ⌘ 1 and  1 vanishes outside B1(2). Denote by
 1,k(x1) =  1(x1/k) for k � 1. Now we set

�1,k = (�1 ⇤ �1,k) 1,k, b1,k = (b1 ⇤ �1,k) 1,k;

and
�2,k = (�2 ⇤ �k) k, b2,k = (b2 ⇤ �k) k . (3.2)

Here �k and  k are the same as in Section 2. Then the coefficients �i,k, bi,k 2

C1

b (Rn) (i = 1, 2). Furthermore, simple computations yield

|�1,k |

1+ |x1|
 2|�̄1| ⇤ �1,k,

|b1,k |
1+ |x1|

 2|b̄1| ⇤ �1,k (3.3)

and
|�2,k |

1+ |x |
 2|�̄2| ⇤ �k,

|b2,k |
1+ |x |

 2|b̄2| ⇤ �k . (3.4)

We now consider the Itô SDEs(
dXk1,t = �1,k(Xk1,t ) dBt + b1,k(Xk1,t ) dt, Xk1,0 = x1,
dXk2,t = �2,k(Xk1,t , X

k
2,t ) dBt + b2,k(Xk1,t , X

k
2,t ) dt, Xk2,0 = x2.

For any k � 1, the above equation determines a unique stochastic flow Xkt =

(Xk1,t , X
k
2,t ) of diffeomorphisms on Rn . Moreover, denoting by ⇢kt =

d[(Xkt )#µ]

dµ ,
then by Lemma 6.1, we have for any p > 1 and t 2 [0, T ],

k⇢kt kL p(P⇥µ) µ(Rn)
1
p+1

✓
sup
0tT

Z
Rn
exp

�
tp3|3�k1 |

2
� tp23�k ,bk2

�
dµ

◆ 1
p(p+1)

, (3.5)

where �k = (�1,k, �2,k) and bk = (b1,k, b2,k). We give a uniform estimate for the
densities ⇢kt .



550 DEJUN LUO

Lemma 3.2 (Uniform density estimate). For fixed p > 1, there are two positive
constants C1,p,C2,p > 0 and T0 > 0 small enough such that

sup
0tT0

k⇢kt kL p(P⇥µ)

 C1,p
✓Z

Rn1
exp

⇥
C2,pT0

�
[divx1(b1)]

�

+ |b̄1| + |rx1�1|
2
+ |�̄1|

2�⇤dµ1
◆ 1

p(p+1)

⇥

✓Z
Rn1

exp
⇥
C2,pT0

�
[divx2(b2)]

�

+ |b̄2| + |rx2�2|
2
+ |�̄2|

2�⇤dµ
◆ 1

p(p+1)
.

Proof. Direct calculations give us

|3
�k
1 |
2

 C0
�
|divx1(�1)|

2
+ |�̄1|

2�
⇤ �1,k + C0

�
|divx2(�2)|

2
+ |�̄2|

2�
⇤ �k, (3.6)

and

�3
�k ,bk
2  C0

�
[divx1(b1)]

�

+ |b̄1| + |�̄1|
2
+ |rx1�1|

2�
⇤ �1,k

+ C0
�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�
⇤ �k .

(3.7)

Note that |divxi (�i )|  |rxi�i | (i = 1, 2), thus (3.6) becomes

|3
�k
1 |
2

 C0
�
|rx1�1|

2
+ |�̄1|

2�
⇤ �1,k + C0

�
|rx2�2|

2
+ |�̄2|

2�
⇤ �k .

For any t 2 [0, T ], the above inequality plus (3.7) gives us

tp3|3�k1 |
2
� tp23�k ,bk2  2T p3C0

�
[divx1(b1)]

�

+ |b̄1| + |�̄1|
2
+ |rx1�1|

2�
⇤ �1,k

+ 2T p3C0
�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�
⇤ �k .

Denote by

8i = 2T p3C0
�
[divxi (bi )]

�

+ |b̄i | + |�̄i |
2
+ |rxi�i |

2�, i = 1, 2.

Then81 is a function defined onRn1 , while82 is a function on the wholeRn . Now
we have by Cauchy’s inequality,
Z

Rn
exp

�
tp3|3�k1 |

2
�tp23�k ,bk2

�
dµ

Z
Rn
e81⇤�1,k e82⇤�k dµ



 Z
Rn
e281⇤�1,kdµ

�1
2
 Z

Rn
e282⇤�kdµ

�1
2
.

(3.8)

In the following we estimate the two integrals given in (3.8). First we have

(1+ |x |2)↵ � (1+ |x1|2)↵1 ⇥ (1+ |x2|2)↵�↵1 .
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ThusZ
Rn
e281⇤�1,k dµ 

Z
Rn
e2(81⇤�1,k)(x1)

dx1
(1+ |x1|2)↵1

·

dx2
(1+ |x2|2)↵�↵1

= µ2(Rn2)

Z
Rn1

e2(81⇤�1,k)(x1)+�1(x1) dx1,
(3.9)

where dµ2(x2) =
dx2

(1+|x2|2)↵�↵1 is a finite measure onRn2 and �1(x1) = �↵1 log(1+
|x1|2). Similar to (2.10), we can show that there is a constant C > 0 such that for
any k � 1,

�1(x1)  (�1 ⇤ �1,k)(x1) + C for all x1 2 Rn1 . (3.10)
Substituting (3.10) into the inequality (3.9) and by Jensen’s inequality, we obtainZ

Rn
e281⇤�1,k dµ  µ2(Rn2) eC

Z
Rn1

e[(281+�1)⇤�1,k ](x1) dx1

 µ2(Rn2) eC
Z

Rn1

⇥
(e281+�1) ⇤ �1,k

⇤
(x1) dx1

= µ2(Rn2) eC
Z

Rn1
e281 dµ1.

(3.11)

The second integral on the right hand side of (3.8) can be treated in a similar way,
thanks to (2.10). Hence Z

Rn
e282⇤�k dµ  eC̄

Z
Rn
e282 dµ. (3.12)

Now combining the inequalities (3.8), (3.11) and (3.12), we finally obtain from the
definition of 81 and 82 thatZ

Rn
exp

�
tp3|3�k1 |

2
� tp23�k ,bk2

�
dµ



�
µ2(Rn2) eC+C̄�12Z

Rn1
exp

n
4T p3C0

�
[divx1(b1)]

�

+|b̄1|+|�̄1|
2
+|rx1�1|

2�odµ1
�1
2

⇥

 Z
Rn
exp

n
4T p3C0

�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�o dµ
�1
2
.

Substituting this inequality into (3.5), we see that for any k � 1,

sup
tT

k⇢kt kL p(P⇥µ)

 C1,p
 Z

Rn1
exp

n
C2,pT

�
[divx1(b1)]

�

+ |b̄1| + |�̄1|
2
+ |rx1�1|

2�o dµ1
� 1
2p(p+1)

⇥

 Z
Rn
exp

n
C2,pT

�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�o dµ
� 1
2p(p+1)

,
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where C1,p,C2,p are two positive constants independent on k and T . Under the
conditions (H2) and (H4), there exists T0 > 0 small enough such that the quantity
on the right hand side is finite.

Having Lemma 3.2 in hand, we can follow the line of arguments in Section 2
to prove Theorem 3.1. We omit the details.

4. SDE with partially Sobolev coefficients

In this section we aim at generalizing Theorem 3.1 to the case where the coefficients
�2 and b2 only have partial Sobolev regularity. More precisely, we replace the
condition (H3) by

(H30) �2 2 L2qx1,loc(W
1,2q
x2,loc), b2 2 Lqx1,loc(W

1,q
x2,loc),

and we shall show that the results of Theorem 3.1 still hold.
To achieve such an extension, we need an a-priori estimate which only involves

partial derivatives of �2 and b2. First we introduce some notations. Throughout this
section we fix a pair of functions

�1 : Rn1
! Rm

⌦ Rn1 and b1 : Rn1
! Rn1

which satisfy the assumptions (H1) and (H2) in Section 3. Under these conditions,
it is known that the following Itô SDE

dX1,t = �1(X1,t ) dBt + b1(X1,t ) dt, X1,0 = x1

generates a unique stochastic flow of measurable maps on Rn1 , which leaves the
reference measure µ1 absolutely continuous, as shown in Theorem 2.3.

Let
�2, �̃2 : Rn

! Rm
⌦ Rn2 and b2, b̃2 : Rn

! Rn2

be measurable functions, all verifying the conditions (H30). Denote by

� = (�1, �2), b = (b1, b2) and �̃ = (�1, �̃2), b̃ = (b1, b̃2).

Let Xt = (X1,t , X2,t ) (respectively X̃t = (X1,t , X̃2,t )) be the stochastic flow gen-
erated by the Itô SDE (1.1) with coefficients � and b (respectively �̃ and b̃).

Lemma 4.1 (A-priori estimate). Suppose that for any t2 [0,T ], the push-forwards
(Xt )#µ and (X̃t )#µ of the reference measure µ are absolutely continuous with re-
spect to itself, with density functions ⇢t and ⇢̃t respectively. Moreover,

3p,T := sup
0tT

k⇢tkL p(P⌦µ) _ k⇢̃tkL p(P⌦µ) < +1, (4.1)
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where p is the conjugate number of q. Then for any � > 0,

E
Z
GR\G̃R

log
✓

kX2 � X̃2k2
1,T

�2
+ 1

◆
dµ

 CT3p,T

⇢
Cn2,q

h��
rx2b2

��
Lq (B(4R))

+

��
rx2�2

��
L2q (B(4R))

+

��
rx2�2

��2
L2q (B(4R))

i

+

1
�2

���2 � �̃2
��2
L2q (B(R))

+

1
�

h
k�2 � �̃2

��
L2q (B(R))

+

��b2 � b̃2
��
Lq (B(R))

i�
,

where GR and G̃R are the level sets of Xt and X̃t respectively.

Proof. We follow the idea of the proof of [15, Theorem 5.2] (see also [27, Lemma
4.1]). Denote by ⇠t = X2,t � X̃2,t . Then ⇠0 = 0. By the Itô formula,

d log(|⇠t |2 + �2)

=

2
⌦
⇠t , [�2(Xt ) � �̃2(X̃t )] dBt

↵
|⇠t |2 + �2

+

2
⌦
⇠t , b2(Xt ) � b̃2(X̃t )

↵
|⇠t |2 + �2

dt

+

���2(Xt ) � �̃2(X̃t )
��2��⇠t ��2 + �2
dt �

2
��
[�2(Xt ) � �̃2(X̃t )]⇤⇠t

��2
(|⇠t |2 + �2)2

dt

=:

4X
i=1

dIi (t).

(4.2)

Note that the last term is negative, hence we omit it. We shall estimate the other
terms in the sequel.

Let ⌧R(x) = inf{t � 0 : |Xt (x)| _ |X̃t (x)| > R} for x 2 Rn . Remark that
almost surely, GR, G̃R ⇢ {x : ⌧R(x) > T } and for any t � 0, {⌧R > t} ⇢ B(R).
Thus by Cauchy’s inequality,

E
 Z

GR\G̃R

sup
0tT

|I1(t)| dµ
�

 E
 Z

B(R)
sup

0tT^⌧R

|I1(t)| dµ
�

 µ(Rn)
1
2

 Z
B(R)

E
✓

sup
0tT^⌧R

|I1(t)|2
◆
dµ

� 1
2
.

Burkholder’s inequality gives us

E
✓

sup
0tT^⌧R

|I1(t)|2
◆

 16E
✓Z T^⌧R

0

��
[�2(Xt ) � �̃2(X̃t )]⇤⇠t

��2
(|⇠t |2 + �2)2

dt
◆

 16E
✓Z T^⌧R

0

|�2(Xt ) � �̃2(X̃t )|2

|⇠t |2 + �2
dt
◆

.
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As a result, by changing the order of integration, we obtain

E
 Z

GR\G̃R

sup
0tT

|I1(t)| dµ
�

 4C↵,n
 Z

B(R)
E
✓Z T^⌧R

0

|�2(Xt ) � �̃2(X̃t )|2

|⇠t |2 + �2
dt
◆
dµ

� 1
2

= 4C↵,n
 Z T

0

✓
E
Z

{⌧R>t}

|�2(Xt ) � �̃2(X̃t )|2

|⇠t |2 + �2
dµ

◆
dt
� 1
2
.

(4.3)

Note that

�2(Xt ) � �̃2(X̃t ) = �2(Xt ) � �2(X̃t ) + �2(X̃t ) � �̃2(X̃t ).

We have by (4.1) and Hölder’s inequality that

E
Z

{⌧R>t}

|�2(X̃t ) � �̃2(X̃t )|2

|⇠t |2 + �2
dµ 

1
�2

E
Z

{⌧R>t}

��(�2 � �̃2)1B(R)

��2(X̃t ) dµ


1
�2

E
Z
B(R)

|�2 � �̃2|
2⇢̃t dµ



3p,T

�2
k�2 � �̃2k

2
L2q (B(R),µ)

.

Since µ|B(R)  Ln|B(R) for any R > 0, where Ln is the Lebesgue measure on Rn ,
we obtain

E
Z

{⌧R>t}

���2(X̃t ) � �̃2(X̃t )
��2

|⇠t |2 + �2
dµ 

3p,T

�2
���2 � �̃2

��2
L2q (B(R))

. (4.4)

Next on the set {⌧R > t}, we have Xt , X̃t 2 B(R), hence |Xt � X̃t |Rn = |X2,t �

X̃2,t |Rn2  2R. As (Xt )#µ ⌧ µ and (X̃t )#µ ⌧ µ, we can apply Lemma 6.2(i) to
get
���2(Xt ) � �2(X̃t )

��
 Cn2

��X2,t � X̃2,t
�� �M2,2R��rx2�2

��(Xt ) + M2,2R
��
rx2�2

��(X̃t )�.
Thus

E
Z

{⌧R>t}

|�2(Xt ) � �2(X̃t )|2

|⇠t |2 + �2
dµ

 C2n2E
Z

{⌧R>t}

�
M2,2R|rx2�2|(Xt ) + M2,2R|rx2�2|(X̃t )

�2 dµ
 2C2n2E

Z
B(R)

�
M2,2R|rx2�2|

�2
(⇢t + ⇢̃t ) dµ.
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Hölder’s inequality gives us

E
Z

{⌧R>t}

���2(Xt )��2(X̃t )��2
|⇠t |2+�2

dµ4C2n23p,T

✓Z
B(R)

�
M2,2R|rx2�2|

�2q dµ
◆1
q
. (4.5)

We haveZ
B(R)

�
M2,2R|rx2�2|

�2q dµ 

Z
B(R)

�
M2,2R|rx2�2|

�2q dx


Z
B1(R)

dx1
Z
B2(R)

�
M2,2R|rx2�2|

�2q dx2.
Recall that Bi (R) is a ball in Rni centered at the origin with radius R, for i = 1, 2.
Lemma 6.2(ii) gives usZ

B2(R)

�
M2,2R|rx2�2|

�2q dx2  Cq,n2

Z
B2(3R)

|rx2�2|
2q dx2.

Therefore Z
B(R)

�
M2,2R|rx2�2|

�2q dµ  Cq,n2

Z
B(4R)

|rx2�2|
2q dx .

Substituting this estimate into (4.5), we obtain

E
Z

{⌧R>t}

|�2(Xt ) � �2(X̃t )|2

|⇠t |2 + �2
dµ  C 0

q,n23p,T

✓Z
B(4R)

|rx2�2|
2q dx

◆ 1
q

= C 0

q,n23p,T krx2�2k
2
L2q (B(4R))

.

Combining this inequality with (4.3) and (4.4), we arrive at

E
 Z

GR\G̃R

sup
0tT

|I1(t)| dµ
�

 CT3
1
2
p,T


1
�2

k�2 � �̃2k
2
L2q (B(R))

+ C 0

q,n2krx2�2k
2
L2q (B(4R))

� 1
2
. (4.6)

Now we begin estimating the term I2(t). We have

E
 Z

GR\G̃R

sup
0tT

|I2(t)| dµ
�

 2
Z T

0


E
Z
GR\G̃R

|b2(Xt ) � b̃2(X̃t )|

(|⇠t |2 + �2)
1
2

dµ
�
dt.

For x 2 GR \ G̃R , one has X̃t (x) 2 B(R) for all t 2 [0, T ], then

E
Z
GR\G̃R

��b2(X̃t ) � b̃2(X̃t )
��

(|⇠t |2 + �2)
1
2

dµ 

1
�

E
Z
B(R)

|b2 � b̃2|⇢̃t dµ



3p,T

�
kb2 � b̃2kLq (B(R)).

(4.7)
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By Lemma 6.2(i) and Hölder’s inequality, analogous arguments as for estimating
(4.5) lead to

E
Z
GR\G̃R

|b2(Xt ) � b2(X̃t )|

(|⇠t |2 + �2)
1
2

dµ

 Cn2E
Z
GR\G̃R

�
M2,2R|rx2b2|(Xt ) + M2,2R|rx2b2|(X̃t )

�
dµ

 Cn2E
Z
B(R)

�
M2,2R|rx2b2|

�
(⇢t + ⇢̃t ) dµ

 2C 00

q,n23p,T krx2b2kLq (B(4R)).

This together with (4.7) gives us

E
 Z

GR\G̃R

sup
0tT

|I2(t)| dµ
�

 2T3p,T

✓
1
�
kb2 � b̃2kLq (B(R)) + C 00

q,n2krx2b2kLq (B(4R))

◆
.

(4.8)

Similarly we can show that

E
 Z

GR\G̃R

sup
0tT

|I3(t)| dµ
�

 CT3p,T

✓
1
�2

k�2 � �̃2k
2
L2q (B(R))

+ C 0

q,n2krx2�2k
2
L2q (B(4R))

◆
.

(4.9)

Combining the estimates (4.6), (4.8) and (4.9), we obtain the result.

The a-priori estimate in Lemma 4.1 has some direct consequences. The first
one is the stability of generalized stochastic flow, whose proof is analogous to that
of Proposition 2.7.

Theorem 4.2 (Stability). Suppose there is a sequence of coefficients �2,k : Rn
!

Rm
⌦ Rn2 and b2,k : Rn

! Rn2 , verifying the conditions (H3 0) and (H4). Assume
that �2,k (respectively b2,k) converge to �2 (respectively b2) in L

2q
loc(Rn) (respec-

tively Lqloc(Rn)) as k ! 1. We also assume that

C1 := sup
k�1

⇥
k�2,kkL2q (µ) + kb2,kkLq (µ)

⇤
< +1, (4.10)

and for any R > 0,

C2,R := sup
k�1

⇥
krx2b2,kkLq (B(R)) + krx2�2,kkL2q (B(R))

⇤
< +1. (4.11)
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Let Xkt = (X1,t , Xk2,t ) be the stochastic flow generated by the Itô SDE (1.1) with
the coefficients �k = (�1, �2,k) and bk = (b1, b2,k). Suppose that for all k � 1, the
density function ⇢kt :=

d(Xkt )#µ
dµ exists and

3p,T := sup
k�1

sup
0tT

k⇢kt kL p(P⇥µ) < +1. (4.12)

Then there exists a random field X2 : �⇥ Rn
! C([0, T ], Rn2) such that

lim
k!1

E
Z

Rn
1 ^ kXk2 � X2k1,T dµ = 0.

Now we are ready to show the existence of generalized stochastic flows to the Itô
SDE (1.1) with partially Sobolev coefficients.

Theorem 4.3 (Existence and uniqueness). Under the assumptions (H1), (H2),
(H30) and (H4), the Itô SDE (1.1) generates a unique stochastic flow Xt=(X1,t ,X2,t),
which is well defined on some small interval [0, T1]. Moreover, the Radon–Nikodym
density ⇢t :=

d(Xt )#µ
dµ exists and satisfies

sup
0tT1

k⇢tkL p(P⇥µ) < +1.

Proof. With the a-priori estimate (Lemma 4.1) in hand, the proof of uniqueness is
simple (cf. [15, Proposition 5.6]). We split the proof of the existence part into three
steps.
Step 1. In this step we shall regularize the coefficients �2, b2, and then apply Theo-
rem 3.1 to get a sequence of stochastic flows.

To this end, we define �2,k and b2,k as in (3.2). We remark that there is no need
to regularize the coefficients �1 and b1. Consider the family of Itô’s SDE:(

dX1,t = �1(X1,t ) dBt + b1(X1,t ) dt, X1,0 = x1,
dXk2,t = �2,k(X1,t , Xk2,t ) dBt + b2,k(X1,t , Xk2,t ) dt, X2,0 = x2.

(4.13)

Now we check that the regularized coefficients �2,k and b2,k satisfy the conditions
(H3) and (H4) stated at the beginning of Section 3. Under the assumption (H30),
it is clear that �2,k 2 W 1,2q

x1,x2,loc, b2,k 2 W 1,q
x1,x2,loc, hence (H3) is verified. Now we

show that there is p1 > 0 small enough such that
Z

Rn
exp

�
p1
�
[divx2(b2,k)]

�

+ |b̄2,k | + |�̄2,k |
2
+ |rx2�2,k |

2� dµ < +1,

where b̄2,k =
b2,k
1+|x | and �̄2,k =

�2,k
1+|x | . In fact, we have

[divx2(b2,k)]
�



�
[divx2(b2)]

�

+ 2C|b̄2|
�
⇤ �k
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and
|rx2�2,k |

2
 C

�
|rx2�2|

2
+ |�̄2|

2�
⇤ �k .

These estimates together with the inequalities (3.4) give us

[divx2(b2,k)]
�

+ |b̄2,k | + |�̄2,k |
2
+ |rx2�2,k |

2

 2C
�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�
⇤ �k . (4.14)

Now similar to the proof of Lemma 2.6, we can show that
Z

Rn
exp

�
p
�
[divx2(b2,k)]

�

+ |b̄2,k | + |�̄2,k |
2
+ |rx2�2,k |

2� dµ


Z
Rn
exp

�
2pC

�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2�
⇤ �k

 
dµ

 3↵
Z

Rn
exp

�
2pC

�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2� dµ,

(4.15)

where C > 0 is independent on k � 1. Hence when p  p1 := p0/2C , the right
hand side is finite; in other words, the condition (H4) is also satisfied.

Next, since �1 and b1 satisfy (H1) and (H2), we can apply Theorem 3.1 to
conclude that for every k � 1, the Itô SDE (4.13) generates a unique stochastic flow
Xkt = (X1,t , Xk2,t ) which leaves the reference measure µ absolutely continuous,
and by Lemma 3.2, there is T0 small enough such that the Radon–Nikodym density
⇢kt :=

d(Xkt )#µ
dµ has the following estimate: for all t  T0,

k⇢kt kL p(P⇥µ)

 C1,p
 Z

Rn1
exp

�
C2,pT0

�
[divx1(b1)]

�

+ |b̄1| + |�̄1|
2
+ |rx1�1|

2� dµ1
� 1
2p(p+1)

⇥

 Z
Rn
exp

�
C2,pT0

�
[divx2(b2,k)]

�

+ |b̄2,k | + |�̄2,k |
2
+ |rx2�2,k |

2� dµ
� 1
2p(p+1)

.

Since p1 does not depend on k, T0 can also be chosen to be independent of
k � 1. Substituting the estimate (4.14) into the above inequality and by an analo-
gous argument of (4.15), we can find two constants C 0

1,p,C
0

2,p > 0 and T1  T0,
still independent on k, such that for all t  T1,

k⇢kt kL p(P⇥µ)

C 0

1,p

Z
Rn1
exp

�
C 0

2,pT1
�
[divx1(b1)]

�

+|b̄1|+|�̄1|
2
+|rx1�1|

2� dµ1
� 1
2p(p+1)

⇥

 Z
Rn
exp

�
C 0

2,pT1
�
[divx2(b2)]

�

+ |b̄2| + |�̄2|
2
+ |rx2�2|

2� dµ
� 1
2p(p+1)

.

(4.16)
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Step 2. We show in this step that the family of flows (Xkt )k�1 are convergent in
some sense. For this purpose we check the conditions of Theorem 4.2. First, by
Remark 2.2(ii), the inequality (2.14) shows that (4.10) is satisfied. Next by (4.16),
we see that under the assumptions (H2) and (H4),

3p,T1 := sup
k�1

sup
0tT1

k⇢kt kL p(P⇥µ) < +1, (4.17)

which is nothing but (4.12). It remains to check (4.11). Direct computations lead to

|rx2b2,k |  |rx2b2| ⇤ �k + 2C|b̄2| ⇤ �k .

ThusZ
B(R)

��
rx2b2,k

��q dx  Cq
Z
B(R)

⇥���
rx2b2

��
⇤ �k

�q
+

���b̄2�� ⇤ �k
�q⇤ dx . (4.18)

By Jensen’s inequality,
Z
B(R)

|rx2b2,k |
q dx  Cq

Z
B(R)

���
rx2b2

��q
+

��b̄2��q� ⇤ �k dx

 Cq
��
rx2b2

��q
Lq (B(R+1)) + Cq

��b̄2��qLq (B(R+1)).

Therefore
sup
k�1

krx2b2,kkLq (B(R)) < +1.

Analogously, we can show that supk�1 krx2�2,kkL2q (B(R)) < +1. Hence (4.11) is
also satisfied. By Theorem 4.2, there exists X2 : � ⇥ Rn

! C([0, T1], Rn2) such
that

lim
k!1

E
Z

Rn
1 ^ kXk2,· � X2,·k1,T1 dµ = 0. (4.19)

Step 3. In the last step we prove that the random field Xt = (X1,t , X2,t ) is the
stochastic flow generated by the Itô SDE (1.1). First the same proof as that of Propo-
sition 2.8 shows that there exists a family {⇢t : 0  t  T1} of density functions
such that (Xt )#µ = ⇢tµ for any t 2 [0, T1]. Moreover sup0tT1 k⇢tkL p(P⇥µ) 

3p,T1 , where 3p,T1 is defined in (4.17).
Thanks to (4.19), we have the following analogues of Lemma 2.9:

lim
k!1

Z
Rn

E
✓
sup
0tT

����
Z t

0

⇥
�2,k(Xks ) � �2(Xs)

⇤
dBs

����
◆
dµ = 0

and
lim
k!1

Z
Rn

E
✓
sup
0tT

����
Z t

0

⇥
b2,k(Xks ) � b2(Xs)

⇤
ds
����
◆
dµ = 0.
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With the above two limit results in hand, we let k goes to +1 in the following
equation

Xk2,t = x2 +

Z t

0
�2,k(Xks ) dBs +

Z t

0
b2,k(Xks ) ds

and conclude that Xt is the flow generated by (1.1).

Following the arguments of Section 2, we can finally extend the flow Xt to any
time interval [0, T ]; moreover, the push-forward (Xt )#µ = ⇢tµ and the density
function ⇢t 2 L1 log L1.

5. Weak differentiability of generalized stochastic flow

Using the results of the preceding section, we intend to prove in this section that
the generalized stochastic flow associated to the Itô SDE with Sobolev coefficients,
for which the existence and uniqueness were established in Theorem 2.3 (see also
[15,25,27]), is weakly differentiable in the sense of measure, as in [18].

First we introduce some notations and assumptions. Let d,m � 1 be integers.
Suppose we are given a matrix-valued function � : Rd

! Rm
⌦ Rd and a vector

field b : Rd
! Rd . Bt is an m-dimensional standard Brownian motion. We

consider the following Itô’s SDE

dXt (x) = � (Xt (x)) dBt + b(Xt (x)) dt, X0(x) = x . (5.1)

In this section we write Xt (x) to stress the initial condition of the stochastic flow.
Fix q > 1 and ↵1 > d/2. We denote by dµ1(x) = (1+|x |2)�↵1 dx which is a finite
measure on Rd . We still write �̄ (respectively b̄) for �

1+|x |
�
respectively b

1+|x |
�
. Our

assumptions in this section are:

(A1) � 2 W 1,2q
loc and b 2 W 1,q

loc ;
(A2)

R
Rd exp

⇥
p0
�
[div(b)]� + |b̄| + |�̄ |

2
+ |r� |

2�⇤ dµ1 < +1 for some p0 > 0.

By Theorem 2.3, we see that under the assumptions (A1) and (A2), the SDE (5.1)
generates a unique stochastic flow Xt of measurable maps on Rd , such that the
reference measure µ1 is absolutely continuous under the flow. In order to prove the
weak differentiability of the map Xt : Rd

! Rd , we need one more condition:

(A3)
R
Rd ep0|rb| dµ1 < +1 for some p0 > 0.

We follow the line of arguments in [18, Section 4]. Consider the Itô SDE on
R2d :(
dXt (x)=� (Xt (x)) dBt + b(Xt (x)) dt, X0(x)= x,
dYt (x,y)=

⇥
r� (Xt (x))

⇤
Yt (x,y) dBt+

⇥
rb(Xt (x))

⇤
Yt (x,y) dt, Y0(x,y)= y.

(5.2)
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As mentioned for the case of ODE in [18, Section 4], the above system of equations
should be the limit of a system obtained by perturbing the initial condition of the
first equation. That is, for " > 0, we may consider

dXt (x + "y) = � (Xt (x + "y)) dBt + b(Xt (x + "y)) dt, X0(x + "y) = x + "y.

Combining this equation together with (5.1), we obtain a system:8><
>:
dXt (x) = � (Xt (x)) dBt + b(Xt (x)) dt, X0(x) = x,
d
⇥ Xt (x+"y)�Xt (x)

"

⇤
=

� (Xt (x+"y))�� (Xt (x))
" dBt

+
b(Xt (x+"y))�b(Xt (x))

" dt, X0(x+"y)�X0(x)
" = y.

(5.3)

Now it is clear that the system of equations (5.2) should be the limit in a certain
sense of the above system as " ! 0.

We now interpret both systems (5.2) and (5.3) as the Itô SDE with partially
Sobolev coefficients studied in Section 4:(

dX1,t = �1(X1,t ) dBt + b1(X1,t ) dt, X1,0 = x1,
dX2,t = �2(X1,t , X2,t ) dBt + b2(X1,t , X2,t ) dt, X2,0 = x2.

where x = (x1, x2) 2 Rn1
⇥ Rn2 and n1 + n2 = n. In fact,

• for system (5.2), we set x1 = x, x2 = y, n1 = n2 = d, X1,t = Xt , X2,t =

(rx Xt ) y, �1 = �, b1 = b and �2 = (rx� ) y, b2 = (rxb) y;
• for system (5.3), we introduce the parameter " > 0 and set x1 = x, x2 =

y, n1 = n2 = d, X1,t = Xt , X"2,t =
Xt (x+"y)�Xt (x)

" , �1 = �, b1 = b and
�"2 =

� (x+"y)�� (x)
" , b"2 =

b(x+"y)�b(x)
" .

In the following we shall show that the two systems (5.2) and (5.3) interpreted as
above verify the conditions of Section 4, and that the stochastic flows associated
to (5.3) are convergent to that of (5.2) as " ! 0. To this end, we shall fix ↵ >
2↵1 + q + d/2 throughout this section. The reason for this special choice of ↵ will
become clear in the following proofs. Denote by

dµ(x1, x2) =

dx1dx2
(1+ |x1|2 + |x2|2)↵

.

Then µ is obviously a finite measure on R2d . We first prove:

Lemma 5.1. Under the assumptions (A1)–(A3), both systems (5.2) and (5.3) sat-
isfy the conditions (H1), (H2), (H3 0) and (H4).

Proof. First, note that for both systems (5.2) and (5.3), the conditions (H1) and (H2)
on �1 and b1 are exactly the same assumptions (A1) and (A2) for � and b. In the
following we check the hypotheses (H30) and (H4) for the two systems under the
additional assumption (A3) on the drift vector field b.
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(1) We first treat the system (5.2). Since �2(x1, x2) = (r� (x1)) x2, we have
rx2�2(x1, x2) = r� (x1), hence for any R > 0,

Z
B1(R)

dx1
Z
B2(R)

�
|�2(x1, x2)|2q + |rx2�2(x1, x2)|

2q� dx2


Z
B1(R)

dx1
Z
B2(R)

�
|r� (x1)|2q |x2|2q + |r� (x1)|2q

�
dx2

 (1+ R2q)6d Rd
Z
B1(R)

|r� (x1)|2q dx1 < +1.

Recall that Bi (R) is a ball in Rni
= Rd centered at the origin with radius R (i =

1, 2), and 6d is the volume of unit ball in Rd . Hence �2 2 L2qx1,loc
�
W 1,2q
x2,loc

�
. In the

same way we can show that b2 2 Lqx1,loc
�
W 1,q
x2,loc

�
. As a result, (H30) is satisfied.

Next note that divx2(b2)(x1, x2) = div(b)(x1) which is independent on x2 2

Rn2
= Rd . Since b2(x1, x2) = (rb(x1)) x2, we have

��b̄2(x1, x2)�� =

���
rb(x1)

�
x2
��

1+

��(x1, x2)�� 

��
rb(x1)

��
;

similarly |�̄2(x1, x2)|2  |r� (x1)|2. Moreover, |rx2�2(x1, x2)|2 = |r� (x1)|2.
Combining these facts, it is clear that the assumptions (A2) and (A3) imply that �2
and b2 satisfy the condition (H4) for some p1 2 (0, p0].

(2) Nowwe deal with the second system (5.3). First we show that b"22L
q
x1,loc

�
W 1,q
x2,loc

�
for any "  1. By Fubini’s theorem,

Z
B1(R)

dx1
Z
B2(R)

��b"2(x1,x2)��q dx2=
Z
B2(R)

dx2
Z
B1(R)

"�q
��b(x1+"x2) �b(x1)

��qdx1.
(5.4)

For any fixed "  1 and x2 2 B2(R), by the pointwise characterization of Sobolev
functions, we have for a.e. x1 2 Rn1 ,
��b(x1 + "x2) � b(x1)

��
 Cd "|x2|

�
M|x2|

��
rb

��(x1 + "x2) + M|x2||rb|(x1)
�
. (5.5)

Therefore
Z
B1(R)

"�q |b(x1 + "x2) � b(x1)|q dx1

 Cd,q |x2|q
Z
B1(R)

⇥�
M|x2||rb|(x1 + "x2)

�q
+

�
M|x2||rb|(x1)

�q⇤ dx1.
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For "  1 and |x2|  R, by the maximal function inequality,
Z
B1(R)

�
M|x2||rb|(x1 + "x2)

�q dx1 =

Z
"x2+B1(R)

�
M|x2||rb|(u)

�q du


Z
B1(2R)

�
MR|rb|(u)

�q du
 C 0

d,q

Z
B1(3R)

|rb(u)|q du.

Consequently,
Z
B1(R)

"�q
��b(x1 + "x2) � b(x1)

��q dx1  C̄d,q
��x2��q

Z
B1(3R)

|rb(u)|q du.

Substituting this inequality into (5.4), we easily see that

sup
0<"1

Z
B1(R)

dx1
Z
B2(R)

��b"2(x1, x2)��q dx2  C̄d,q6d Rd+q��
rb

��q
Lq (B1(3R))

< +1,

where6d is the volume of the unit ball inRd . Therefore, b"22L
q
x1,loc

�
Lqx2,loc

�
. Next,

sincerx2b"2(x1, x2) = rb(x1+"x2), it is easy to show thatrx2b"2 2 Lqx1,loc
�
Lqx2,loc

�
.

Hence the assertion follows. In the same way we can show that �"2 2L2qx1,loc
�
W 1,2q
x2,loc

�
for any "  1. Thus we have finished verifying (H30).

The verifications of (H4) for �"2 and b
"
2 are more complicated. First we have

divx2(b"2)(x1, x2) = div(b)(x1 + "x2). Hence for p > 0,

K1," :=

Z
R2d

ep[divx2 (b
"
2)]

�

dµ(x1, x2) =

Z
Rd
dx2

Z
Rd

ep[div(b)(x1+"x2)]�

(1+ |x1|2 + |x2|2)↵
dx1.

Making the change of variable u1 = x1 + "x2 in the inner integral leads to

K1," =

Z
Rd
dx2

Z
Rd

ep[div(b)(u1)]�

(1+ |u1 � "x2|2 + |x2|2)↵
du1.

When "  1/2, one has |u1|2  2|u1 � "x2|2 + 2|"x2|2  2|u1 � "x2|2 + |x2|2/2,
thus

1+ |u1 � "x2|2 + |x2|2 � (1+ |u1|2 + |x2|2)/2. (5.6)

Therefore

K1,"  2↵
Z

Rd
dx2

Z
Rd

ep[div(b)(u1)]�

(1+ |u1|2 + |x2|2)↵
du1

 2↵µ2(Rd)

Z
Rd
ep[div(b)(u1)]

�

dµ1(u1),
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where dµ2 = (1 + |x2|2)↵1�↵ dx2 is a finite measure on Rn2
= Rd . Therefore by

(A2), if p  p0, we have

sup
"1/2

Z
R2d

ep[divx2 (b
"
2)]

�

dµ < +1. (5.7)

We now prove that
R
R2d e

p|b̄"2| dµ < +1 for p sufficiently small. In fact,

Z
R2d

ep|b̄
"
2| dµ =

Z
Rd
dx2

Z
Rd

exp
n
p |b(x1+"x2)�b(x1)|

"(1+|(x1,x2)|)

o
(1+ |x1|2 + |x2|2)↵

dx1.

Again by the pointwise inequality (5.5), we getZ
R2d

ep|b̄
"
2| dµ



Z
Rd
dx2

Z
Rd

exp
�
pCd

�
M|x2||rb|(x1 + "x2) + M|x2||rb|(x1)

� 
(1+ |x1|2 + |x2|2)↵

dx1.
(5.8)

We first estimate the term

K2," :=

Z
Rd
dx2

Z
Rd

exp
�
pCdM|x2||rb|(x1 + "x2)

 
(1+ |x1|2 + |x2|2)↵

dx1.

Similar to the treatment of K1,", changing the variable and by (5.6), we have for all
"  1/2,

K2,"  2↵
Z

Rd
dx2

Z
Rd

exp
�
pCdM|x2||rb|(u1)

 
(1+ |u1|2 + |x2|2)↵

du1

 2↵
Z

Rd

dx2
(1+ |x2|2)↵�↵1

Z
Rd
epCdM|x2||rb|(u1) dµ1(u1),

where the measure µ1 is defined at the beginning of this section. We split the right
hand side into two parts:

K2,"  2↵
Z

{|x2|1}

dx2
(1+ |x2|2)↵�↵1

Z
Rd
epCdM|x2||rb|(u1) dµ1(u1)

+ 2↵
Z

{|x2|>1}

dx2
(1+ |x2|2)↵�↵1

Z
Rd
epCdM|x2||rb|(u1) dµ1(u1).

(5.9)

Denote the two terms by K (1)
2," and K

(2)
2," respectively. Now we are going to apply

Lemma 6.3. In the present case, �(z) = (1+ |z|2)�↵1 (z 2 Rd) and � = 1 or |x2|.
It is easy to show that for any � � 1,

30 = sup
k�1

✓
1+ (k + 1)2�2

1+ (k � 1)2�2

◆↵1
= (1+ 4�2)↵1 .



SDE WITH PARTIALLY SOBOLEV COEFFICIENTS 565

Thus for |x2| > 1, an application of (6.7) gives us
Z

Rd
epCdM|x2||rb| dµ1 

Z
Rd

�
1+ pCdM|x2||rb|

�
dµ1

+ 6⇥ 5d
�
1+ 4|x2|2

�↵1 Z
Rd
e2pCd |rb| dµ1.

(5.10)

By Cauchy’s inequality and (6.6), we obtain

Z
Rd
M|x2||rb| dµ1 


µ1(Rd)

Z
Rd

�
M|x2||rb|

�2 dµ1
� 1
2




24⇥ 5dµ1(Rd)

�
1+ 4|x2|2

�↵1 Z
Rd

|rb|2 dµ1
� 1
2

= C 0

dkrbkL2(µ1)
�
1+ 4|x2|2

�↵1/2.

(5.11)

Substituting (5.11) into (5.10), we can find some positive constant Cp,d > 0 such
that Z

Rd
epCdM|x2||rb| dµ1  Cp,d

�
1+ 4|x2|2

�↵1 Z
Rd
e2pCd |rb| dµ1.

Therefore

K (2)
2,"  2↵Cp,d

✓Z
Rd
e2pCd |rb| dµ1

◆Z
|x2|>1

�
1+ 4|x2|2

�↵1
�
1+ |x2|2

�↵�↵1
dx2.

Since ↵ > 2↵1 + d/2, the second integral is finite. As a result,

sup
"1/2

K (2)
2,"  2↵C̃ p,d

Z
Rd
e2pCd |rb| dµ1.

By (A3), we see that when p  p0/(2Cd), the right hand side is finite. Notice that

K (1)
2,"  2↵6d

Z
Rd
epCdM1|rb|(u1) dµ1(u1),

where 6d is the volume of the d-dimensional unit ball. In the same way we can
prove that sup"1/2 K

(1)
2," < +1 for p  p0/(2Cd). Substituting these estimates

into (5.9), we conclude that if p  p0/(2Cd), K2," is bounded uniformly in " 

1/2. In the above discussions, we have indeed proved
Z

Rd
dx2

Z
Rd

exp
�
pCdM|x2||rb|(x1)

 
(1+ |x1|2 + |x2|2)↵

dx1 < +1.
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Therefore an application of Cauchy’s inequality to (5.8) gives us that for any p 

p0/(4Cd),
sup
"1/2

Z
R2d

ep|b̄
"
2| dµ < +1. (5.12)

Analogously, we can show that when p is small enough, it holds

sup
"1/2

Z
R2d

ep|�̄
"
2 |
2
dµ < +1. (5.13)

Finally, since rx2�
"
2 (x1, x2) = (r� )(x1 + "x2), we follow the arguments for esti-

mating K1," and arrive at

sup
"1/2

Z
R2d

ep|rx2�
"
2 |
2
dµ < +1

for p sufficiently small. Combining this estimate with (5.7), (5.12) and (5.13), we
conclude that �"2 and b

"
2 satisfy the condition (H4), uniformly in " 2 (0, 1/2].

By Lemma 5.1, we can apply the main result of Section 4 (Theorem 4.3) to both
systems (5.2) and (5.3). Therefore, the system (5.2) (respectively (5.3)) generates
a unique stochastic flow Zt (x, y) = (Xt (x),Yt (x, y))

�
respectively Z"t (x, y) =�

Xt (x), "�1(Xt (x + "y)� Xt (x))
��
; moreover the Radon–Nikodym densities ⇢t =

d(Zt )#µ
dµ and ⇢"t =

d(Z"t )#µ
dµ exist, and there is a T0 > 0 small enough (note that by the

uniform estimate in Lemma 5.1, T0 does not depend on "  1/2) such that

3p,T0 :=

✓
sup

0tT0
k⇢tkL p(P⇥µ)

◆_✓
sup
"1/2

sup
0tT0

k⇢"t kL p(P⇥µ)

◆
< +1, (5.14)

where p is the conjugate number of q. Next we want to prove that Y "t (x, y) :=

"�1(Xt (x + "y) � Xt (x)) is convergent to Yt (x, y) in a certain sense, following the
idea of Theorem 4.2.

Theorem 5.2. Under the assumptions (A1)–(A3), we have for any T > 0,

lim
"!0

E
Z

R2d
1 ^

��Y "
·

� Y·

��
1,T dµ = 0.

Proof. First we show that

lim
"!0

E
Z

R2d
1 ^

��Y "
·

� Y·

��
1,T0

dµ = 0. (5.15)

The proof is similar to that of Theorem 4.2, and we shall apply Lemma 4.1 to show
the convergence. It is easy to see that for any R > 0,��

rx2b2
��
Lq (B(R))

+

��
rx2�2

��
L2q (B(R))

< +1.
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Notice that we already have the uniform density estimate (5.14), hence it only re-
mains to check the following conditions:

C1 := sup
"1/2

�
k�"2 kL2q (µ) + kb"2kL2q (µ)

�
< +1 (5.16)

and
�"2 ! �2 in L2qloc(R

2d) and b"2 ! b2 in Lqloc
�
R2d

�
. (5.17)

By Remark 2.2 and (5.12), (5.13), we easily deduce that C1 defined in (5.16) is
finite. Next, since �"2 (x1, x2) =

� (x1+"x2)�� (x1)
" and �2(x1, x2) = (r� (x1)) x2,

the convergence �"2 ! �2 in L2qloc(R2d) follows from the fact that � 2 W 1,2q
loc (Rd).

Similarly we conclude that b"2 converge to b2 in L
q
loc(R2d). Hence the convergences

in (5.17) are verified. Now we are ready to follow the line of the proof of Theorem
4.2 to obtain the convergence (5.15).

Finally we can use the flow properties of Zt = (Xt ,Yt ) and Z"t = (Xt ,Y "t ) to
extend the convergence to the whole interval [0, T ].

This theorem shows that the generalized stochastic flow associated to the Itô
SDE (5.1) is weakly differentiable in the sense of measure, provided that its co-
efficients � and b satisfy the assumptions (A1)–(A3). Note that if � and b are
globally Lipschitz continuous, then they fulfil (A1)–(A3). In this case, however,
our result is weaker than that in [6], where the authors proved that almost surely,
the map Xt : Rd

! Rd is almost everywhere differentiable with respect to the ini-
tial data for any time, by using the theory of Dirichlet form. In [20, Section 5], we
considered the Stratonovich SDE with smooth diffusion coefficient � and Sobolev
drift coefficient b, and proved the approximate differentiability of the generalized
stochastic flow by using the Ocone-Pardoux decomposition, which essentially re-
duces the problem to prove the differentiability of the flow generated by some ODE
with random Sobolev coefficient.

6. Appendix

In this section we present some results that are used in the paper. We assume the
coefficients � : Rn

! Rm
⌦ Rn and b : Rn

! Rn of the Itô SDE

dXt = � (Xt ) dBt + b(Xt ) dt, X0 = x (6.1)

are smooth and bounded together with their derivatives of all orders. Here Bt is still
an m-dimensional standard Brownian motion. Then the above equation generates a
stochastic flow Xt of diffeomorphisms on Rn .

First we recall the expression for the Radon–Nikodym density of the stochastic
flow with respect to some reference measure. Let � 2 C2(Rn) and define a measure
on Rn by

dµ(x) = e�(x)dx .
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It is well known that the push-forward (Xt )#µ (respectively (X�1
t )#µ) of µ by the

flow Xt (respectively the inverse flow X�1
t ) is absolutely continuous with respect

to µ. Denote by

⇢t (x) =

d
⇥
(Xt )#µ

⇤
dµ

(x) and ⇢̃t (x) =

d
⇥
(X�1

t )#µ
⇤

dµ
(x).

We have the following simple identity:

⇢t (x) = 1/⇢̃t
�
X�1
t (x)

�
. (6.2)

Moreover by [17, Lemma 4.3.1], a simple computation gives us (see also [27, (3.6)])

⇢̃t (x) = exp
✓Z t

0

⌦
3�1 (Xs(x)), dBs

↵
+

Z t

0
3�,b2

�
Xs(x)

�
ds
◆

, (6.3)

in which

3�1 = div(� ) + � ⇤

r� and 3�,b2 = div(b) + L��

1
2
⌦
r�, (r� )⇤

↵
.

Here by div(� ) =

�
div(� ·,1), . . . , div(� ·,m)

�
we mean the Rm-valued function

whose components are the divergences of the columns of � ; � ⇤ is the transpose
of � and L is the second order differential operator associated to (6.1):

L� =

1
2

nX
i, j=1

ai j@i@ j�+

nX
i=1

bi@i�

with ai j =

Pm
k=1 �

ik� jk and @i� =
@
@xi �. Finally

⌦
r�, (r� )⇤

↵
=

mX
k=1

⌦
r� ·,k,

�
r� ·,k�⇤↵

=

mX
k=1

nX
i, j=1

�
@i�

jk��@ j� ik�.

From this expression, we see that if the first n1-rows �1 = (� i j )1in1,1 jm only
depend on the variables x1 = (x1, . . . , xn1), then

⌦
r�, (r� )⇤

↵
=

mX
k=1

✓ n1X
i, j=1

�
@i�

jk��@ j� ik� +

nX
i, j=n1+1

�
@i�

jk��@ j� ik�
◆

=

⌦
rx1�1,

�
rx1�1

�
⇤
↵
+

⌦
rx2�2,

�
rx2�2

�
⇤
↵
,

(6.4)

where x2 = (xn1+1, . . . , xn) and �2 consists of the last (n� n1)-rows of the matrix
� . Notice that the derivatives rx1�2 are not involved here. This observation is
crucial for the present work.

The following is an L p-estimate for ⇢t (x) which is proved in [27, Lemma 3.2]
(see also [15, Theorem 2.1] for the case where µ = �n is the standard Gaussian
measure).
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Lemma 6.1. Assume that µ(Rn) < +1. Then for any t 2 [0, T ] and p > 1,

k⇢tkL p(P⇥µ)  µ(Rn)1/(p+1)
✓
sup

t2[0,T ]

Z
Rn
exp

�
tp3

��3�1 ��2 � tp23�,b2
�
dµ

◆1/p(p+1)
.

(6.5)

In the following we introduce the pointwise inequality for partially Sobolev
functions. To this end, we need the notion of locally maximal function for partial
variables. As in the introduction, n = n1+n2 and for x 2 Rn , we write x = (x1, x2)
where x1 2 Rn1 and x2 2 Rn2 . Let f : Rn1

⇥ Rn2
! R be locally integrable. For

almost every x1 2 Rn1 , define

M2,R f (x1, x2) = sup
0<rR

�

Z
B2(x2,r)

�� f (x1, y2)�� dy2
:= sup

0<rR

1
Ln2

�
B2(x2, r)

�
Z
B2(x2,r)

�� f (x1, y2)�� dy2, R > 0.

Here B2(x2, r) means the ball in Rn2 centered at x2 with radius r , and Ln2 is the
Lebesgue measure on Rn2 . Recall that Bi (r) is the ball in Rni of radius r centered
at the origin, i = 1, 2. The main point of the first result in the next lemma lies in
the fact that the exceptional set N is chosen to be a negligible subset of Rn .

Lemma 6.2.

(i) Suppose that f : Rn1
⇥ Rn2

! R belongs to the space L1x1,loc
�
W 1,1
x2,loc

�
. Then

there is a dimensional constant C > 0 (independent of f ) and a negligible set
N ⇢ Rn1

⇥Rn2 , such that for all (x1, x2), (x1, y2) /2 N with |x2� y2|Rn2  R,
it holds

| f (x1, x2) � f (x1, y2)|
 C|x2 � y2|Rn2

⇥
M2,R|rx2 f |(x1, x2) + M2,R|rx2 f |(x1, y2)

⇤
.

(ii) If f 2 L ploc(Rn1
⇥ Rn2) for some p > 1, then there is a constant Cp,n2 > 0

such that
Z
B2(r)

�
M2,R f (x1, x2)

�p dx2  Cp,n2

Z
B2(r+R)

�� f (x1, x2)��p dx2.
Proof. (i) Here we present a proof based on the well-known pointwise inequality
for Sobolev functions. Let

Ñ=

⇢
(x1,x2)2Rn

: x12Rn1 and lim sup
Ln2 (B)!0, x22B

�����
Z
B
f (x1,y2) dy2� f (x1,x2)

����>0
�
,
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where the limit is taken over all balls B ⇢ Rn2 such that x2 is contained in B. Ñ is
a measurable subset of Rn . We see that for all x1 2 Rn1 , the section

Ñx1 =

⇢
x2 2 Rn2

: lim sup
Ln2 (B)!0, x22B

�����
Z
B
f (x1, y2) dy2 � f (x1, x2)

���� > 0
�
.

Since f 2 L1x1,loc
�
W 1,1
x2,loc

�
, there is an Ln1-negligible set N1 ⇢ Rn1 , such that

for every x1 /2 N1, one has f (x1, ·) 2 W 1,1
x2,loc. In particular, f (x1, ·) 2 L1x2,loc.

Lebesgue’s differentiation theorem gives us Ln2(Ñx1) = 0 for all x1 /2 N1. By
Fubini’s theorem we have

Ln(Ñ ) =

Z
Rn1

Ln2(Ñx1) dx1 = 0.

Define N= Ñ [(N1⇥Rn2). We see thatLn(N )=0. Now fix any (x1,x2), (x1,y2) /2

N with |x2� y2|Rn2  R. Since x1 /2 N1, we have f (x1, ·) 2 W 1,1
x2,loc. By the point-

wise inequality of Sobolev functions (see e.g. [2, page 186] or [15, Theorem A.1]),
there exist a constant Cn2 > 0 such that for all u2, v2 /2 Ñx1 with |u2� v2|Rn2  R,
it holds

| f (x1, u2)� f (x1, v2)|C|u2�v2|Rn2
⇥
M2,R|rx2 f |(x1, u2)+M2,R|rx2 f |(x1,v2)

⇤
.

Now the result follows by noticing that x2, y2 /2 Nx1 and Ñx1 ⇢ Nx1 .
(ii) This is obvious from the properties of maximal functions.

The next result is similar to Lemma 6.2(ii), but the integral is taken with respect
to some other reference measure. Perhaps such a result already exists, but we are
unaware of its reference. We present its proof for the reader’s convenience. Suppose
we are given a continuous � 2 C(Rn, (0,+1)) such that dµ = � dx is a finite
measure on Rn . Fix � > 0. For every positive integer k, we denote by Rk := {x 2

Rn
: (k� 1)�  |x |  k�}, that is, the ring between the concentric spheres centered

at the origin with radii (k � 1)� and k�, respectively. Set

�k = sup
x2Rk

�(x), �k = inf
x2(Rk)�

�(x),

where (Rk)� is the �-neighborhood of the ring Rk . We shall denote by

30 = sup
k�1

�k
�k

.

Obviously 30 � 1. If �(x) = �(|x |) and for some � > 1, �(s) ⇠ e�s� as s ! 1,
then 30 = +1. Therefore Lemma 6.3 does not hold for the standard Gaussian
measure.



SDE WITH PARTIALLY SOBOLEV COEFFICIENTS 571

The local maximal function M� f (x) of a locally integrable function f 2 L1loc
is defined as usual:

M� f (x) = sup
0<r�

�

Z
B(x,r)

| f (y)| dy := sup
0<r�

1
Ln

�
B(x, r)

�
Z
B(x,r)

�� f (y)�� dy.
Lemma 6.3. Assume that 30 < +1 and denote by Cp = 5n2p p/(p � 1) for
p > 1. Then Z

Rn
(M� f )p dµ  3Cp30

Z
Rn

| f |p dµ. (6.6)

As a result, for any ✓ > 0,
Z

Rn
e✓M� f dµ 

Z
Rn

(1+ ✓M� f ) dµ + 6⇥ 5n30
Z

Rn
e2✓ | f | dµ. (6.7)

Proof. Note that
Z

Rn
(M� f )p dµ =

1X
k=1

Z
Rk

(M� f )p dµ 

1X
k=1

�k

Z
Rk

(M� f )p dx . (6.8)

Next we follow the idea of [23, Chap. I, Section 1] to show that for any p > 1,
Z
Rk

(M� f )p dx  Cp

Z
(Rk)�

| f |p dx, (6.9)

where Cp = 2p5n p/(p � 1). Indeed, for any s > 0, we define Rk(s) = {x 2 Rk :

M� f (x) > s} (note that s ! Ln(Rk(s)) is the distribution function of M� f when
restricted on Rk). Then similar to the argument on [23, pp. 6–7], we have

Ln(Rk(s)) 

2⇥ 5n

s

Z
(Rk)�\{| f |>s/2}

| f (y)| dy. (6.10)

Next it is easy to show that
Z
Rk

(M� f )p dx = p
Z

1

0
s p�1Ln(Rk(s)) ds.

Substituting (6.10) into the above equality and changing the order of integration,
we finally get Z

Rk
(M� f )p dx 

5n2p p
p � 1

Z
(Rk)�

| f (y)|p dy.

Now by (6.9) and the definition of �k , we haveZ
Rk

(M� f )p dx 

Cp

�k

Z
(Rk)�

| f |p dµ.
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Substituting this inequality into (6.8), we obtain
Z

Rn
(M� f )p dµ  Cp

1X
k=1

�k
�k

Z
(Rk)�

| f |p dµ  3Cp30

Z
Rn

| f |p dµ.

Finally, by expanding the exponential function, we have
Z

Rn
e✓M� f dµ =

Z
Rn

(1+ ✓M� f ) dµ +

1X
k=2

✓k

k!

Z
Rn

(M� f )k dµ. (6.11)

Applying the inequality proved above, we get, for any k � 2,
Z

Rn
(M� f )k dµ  330

5n2kk
k � 1

Z
Rn

| f |k dµ  3⇥ 5n302k+1
Z

Rn
| f |k dµ.

Therefore,

1X
k=2

✓k

k!

Z
Rn

(M� f )k dµ6⇥5n30
1X
k=2

(2✓)k

k!

Z
Rn

| f |k dµ6⇥5n30
Z

Rn
e2✓ | f | dµ.

The proof is completed by substituting this inequality into (6.11).
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du Potentiel Paris, No. 9, Lecture Notes in Mathematics, Vol. 1393, 1989, 39–57.

[7] F. CIPRIANO and A. B. CRUZEIRO, Flows associated with irregular Rd -vector fields, J.
Differential Equations 210 (2005), 183–201.

[8] G. CRIPPA and C. DE LELLIS, Estimates and regularity results for the Di Perna–Lions
flows, J. Reine Angew. Math. 616 (2008), 15–46.

[9] R. J. DI PERNA and P. L. LIONS, Ordinary differential equations, transport theory and
Sobolev spaces, Invent. Math. 98 (1989), 511–547.



SDE WITH PARTIALLY SOBOLEV COEFFICIENTS 573

[10] H. S. DUMAS, F. GOLSE and P. LOCHAK,Multiphase averaging for generalized flows on
manifolds, Ergodic Theory Dynam. Systems 14 (1994), 53–67.

[11] L. C. EVANS and R. F. GARIEPY, “Measure Theory and Fine Properties of Functions”,
Studies in Advanced Math., CRC Press, London, 1992.

[12] S. FANG, H. LI and D. LUO, Heat semi-group and generalized flows on complete Rie-
mannian manifolds, Bull. Sci. Math. 135 (2011), 565–600.

[13] S. FANG and D. LUO, Flow of homeomorphisms and stochastic transport equations,
Stoch. Anal. Appl. 25 (2007), 1079–1108.

[14] S. FANG and D. LUO, Transport equations and quasi-invariant flows on the Wiener space,
Bull. Sci. Math. 134 (2010), 295–328.

[15] S. FANG, D. LUO and A. THALMAIER, Stochastic differential equations with coefficients
in Sobolev spaces, J. Funct. Anal. 259 (2010), 1129–1168.

[16] A. FIGALLI, Existence and uniqueness of martingale solutions for SDEs with rough or
degenerate coefficients, J. Funct. Anal. 254 (2008), 109–153.

[17] H. KUNITA, “Stochastic Flows and Stochastic Differential Equations”, Cambridge Uni-
versity Press, 1990.

[18] C. LE BRIS and P. L. LIONS, Renormalized solutions of some transport equations with
partially W1,1 velocities and applications, Ann. Mat. Pura Appl. 183 (2004), 97–130.

[19] C. LE BRIS and P. L. LIONS, Existence and uniqueness of solutions to Fokker-Planck
type equations with irregular coefficients, Comm. Partial Differential Equations 33 (2008),
1272–1317.

[20] H. LI and D. LUO, Quasi-invariant flow generated by Stratonovich SDE with BV drift
coefficients, Stoch. Anal. Appl. 30 (2012), 258–284.

[21] D. LUO, Well-posedness of Fokker–Planck type equations on the Wiener space, Infin. Di-
mens. Anal. Quantum Probab. Relat. Top. 13 (2010), 273–304.

[22] D. LUO, Fokker–Planck type equations with Sobolev diffusion coefficients and BV drift
coefficients, Acta Math. Sin. (Engl. Ser.) 29 (2013), 303–314.

[23] E. M. STEIN, “Singular Integrals and Differentiability Properties of Functions”, Princeton
University Press, Princeton, New Jersey, 1970.

[24] X. ZHANG, Homeomorphic flows for multi-dimensional SDEs with non-Lipschitz coeffi-
cients, Stochastic Process. Appl. 115 (2005), 435–448.

[25] X. ZHANG, Stochastic flows of SDEs with irregular coefficients and stochastic transport
equations, Bull. Sci. Math. 134 (2010), 340–378.

[26] X. ZHANG, Quasi-invariant stochastic flows of SDEs with non-smooth drifts on compact
manifolds, Stochastic Process. Appl. 121 (2011), 1373–1388.

[27] X. ZHANG, Well-posedness and large deviation for degenerate SDEs with Sobolev coeffi-
cients, Rev. Mat. Iberoam. 29 (2013), 25–62.

Institute of Applied Mathematics
Academy of Mathematics and Systems Science
Chinese Academy of Sciences
Siyuan Building, No. 55
Zhong-guan-cun East Road
Haidian District
Beijing 100190, China
luodj@amss.ac.cn


