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A diameter bound for Sasaki manifolds

YASUFUMI NITTA

Abstract. In this paper we shall show that the diameter of a complete Sasaki
manifold whose transverse Ricci curvature is bounded from below by a positive
constant has a universal upper bound. This gives another proof of the result of
Hasegawa and Seino in [9] which asserts that such manifolds are always compact
with finite fundamental group.

Mathematics Subject Classification (2010): 53C55 (primary); 53D10 (sec-
ondary).

1. Introduction

A Sasaki manifold is a Riemannian manifold (S, g) whose cone metric ḡ = dr2 +

r2g on C(S) = S ⇥ R+ is Kähler. Then Sasakian geometry sits naturally in two
aspects of Kähler geometry. For one thing, (S, g) is the base of the cone mani-
fold (C(S), ḡ) which is a Kähler manifold. For another thing, any Sasaki mani-
fold has a contact structure (D, ⌘, ⇠), and it also has a 1-dimensional foliation F⇠ ,
called the Reeb foliation, which admits a transverse Kähler metric gT . Here, the
Killing vector field ⇠ is called the characteristic or Reeb vector field, the 1-form
⌘ is called the contact 1-form, and the subbundle D = ker ⌘ is called the contact
distribution (cf. Section 2). For this reason, Sasaki manifolds are often described
as odd dimensional counterparts of Kähler manifolds. Then it is a natural prob-
lem to investigate how restrictions on the curvature for the “Kähler structure” in-
fluence the topology of the manifold. For instance, by a result of Harada [7], for
any compact regular Sasaki manifold (S, g) such that h > 2 and the least upper
bound of the sectional curvature is 1/2, the fundamental group ⇡1(S) is cyclic.
Here h = inf{H(X) ; X 2 T S, |X | = 1} and H(X) is the 8-holomorphic sec-
tional curvature of X . (For the definition of 8-holomorphic sectional curvature,
see [3].) Moreover, if additionally S has minimal diameter ⇡ then S is isometric
to the standard sphere (cf. [8]). The classification of complete simply connected
Sasaki manifolds with constant 8-holomorphic sectional curvature is obtained by
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Tanno [16,17]. An array of findings in this direction is described in the monograph
of Blair [3].

In the present paper we shall approach the problem from the viewpoint of trans-
verse geometry, and show a Myers’ type theorem, as stated below. We say that the
transverse Ricci curvature RicT is bounded from below if there exists a constant
⌧ 2 R such that RicT (X, X) � ⌧gT (X, X) for each X 2 D. We express the con-
dition by RicT � ⌧gT . Hasegawa and Seino showed in [9] that every complete
Sasaki manifold with RicT � ⌧gT for some ⌧ > 0 is compact with finite funda-
mental group. Here we shall show the following stronger result.

Theorem A. Let (S, g) be a (2n + 1)-dimensional complete Sasaki manifold with
a Sasakian structure S = {g, ⇠, ⌘,8}. If RicT � ⌧gT for some constant ⌧ > 0,
then

diam(S, g)  2⇡
r
2n � 1

⌧
.

From Theorem A the result of Hasegawa and Seino follows immediately.
A difficulty which we encounter for our proof of Theorem A is that the posi-

tivity of the transverse Ricci curvature does not imply that of the Ricci curvature in
general (cf. the identity (2.6)). Therefore we cannot apply Myers’ theorem directly
to obtain an estimate on the diameter of (S, g). To overcome the difficulty, we
consider the variational problem for the energy of horizontal curves in the sense of
sub-Riemannian geometry (cf. Section 3). A Sasaki manifold naturally admits the
sub-Riemannian structure (D, gT ), and this defines the Carnot-Carathéodory dis-
tance for S. Since every contact distribution is bracket-generating, the classical the-
orem of Chow [5] tells us that the Carnot-Carathéodory distance is in fact a distance
function on S. Moreover, since D satisfies the strong bracket-generating condition,
the Hopf-Rinow type theorem holds for the sub-Riemannian structure (D, gT ). This
tells us that the Carnot-Carathéodory distance for any two points can be realized as
the length of some minimizing horizontal curve through the points, which is called
a normal geodesic. We then define the energy functional for horizontal curves and
establish the second variational formula for normal geodesics. The second vari-
ation of every length-minimizing normal geodesic is always non-negative because
every length-minimizing normal geodesic minimizes also the energy functional. By
the variational formula and the assumption of the positivity of the transverse Ricci
curvature, we can control the length of minimizing normal geodesics, and hence
obtain an upper bound on the diameter for the Carnot-Carathéodory distance. Since
the Carnot-Carathéodory distance is greater than the Riemannian distance, we ob-
tain the required estimate.

More generally, one can consider a similar problem in the case of a strictly
pseudoconvex CR manifold whose Carnot-Carathéodory distances is complete,
rather than a complete Sasaki manifold. (For the basic notion of strictly pseudo-
convex CR manifolds, see for example [6]) However, our approach depends on the
theory of transverse geometry for Riemannian foliations, and this requires the un-
derlying Riemannian metric g to be bundle-like with respect to the Reeb flow. This
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is equivalent to the condition that g is Sasakian, so that our needed ingredients of
Riemannian foliation theory are available only for Sasaki manifolds.

This paper is organized as follows: In Section 2 we give a brief review of
Sasakian geometry and transverse geometry for Sasaki manifolds. In Section 3 we
introduce the notions of Carnot-Carathéodory distance and normal geodesics for
a given Sasaki manifold. Then we compute the second variational formula of the
energy for normal geodesics on Sasaki manifolds. Finally, in Section 4, we give a
proof of Theorem A for complete Sasaki manifolds.

ACKNOWLEDGEMENTS. The author would like to express his gratitude to Pro-
fessor Toshiki Mabuchi for valuable comments and suggestions. Many thanks are
due also to the referee for his careful reading of the paper and for his numerous
suggestions.

2. Review of Sasakian geometry

2.1. Sasaki manifolds

In this section we review the basic theory of Sasaki manifolds. For the details,
see [4]. Throughout this paper, we assume that all manifolds are connected. Let
(S, g) be a Riemannian manifold and (C(S), ḡ) = (S⇥R+, dr2+ r2g) be its cone
manifold, where R+ = {x 2 R ; x > 0} and r is the standard coordinate of R+.
Definition 2.1. (S, g) is called a Sasaki manifold if the cone manifold (C(S), ḡ) is
a Kähler manifold.

A Sasaki manifold (S, g) is often identified with the submanifold {r = 1} ⇢

(C(S), ḡ) and hence the dimension of S is odd. Let dim S = 2n + 1. Then, of
course, dimC C(S) = n+1. Let J be a complex structure of the cone (C(S), ḡ) such
that (C(S), J, ḡ) is a Kähler manifold, and define ⇠̃ := J (r@/@r). The restriction
⇠ := ⇠̃ |{r=1} of ⇠̃ to the submanifold {r = 1} gives a vector field on S. The vector
field ⇠ is called the Reeb vector field. The 1-dimensional foliation F⇠ generated by
⇠ is called the Reeb foliation. Define a differential 1-form ⌘ on S by ⌘ := g(⇠, ·).
Then, one can see that

1. ⇠̃ is a Killing vector field and satisfies L ⇠̃ J = 0,
2. r⇠ ⇠ = 0,
3. ⌘(⇠) = 1, ◆⇠d⌘ = 0,

where r is the Levi-Civita connection of the Riemannian metric g. In particular
⇠ is a Killing vector field on S. Since ⌘ is a non-vanishing 1-form, it gives a 2n-
dimensional subbundle D of the tangent bundle T S by

D := ker ⌘.
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The subbundle D is a contact distribution with the contact form ⌘, and there is an
orthogonal decomposition

T S = D � R⇠,

where R⇠ is the 1-dimensional trivial bundle generated by ⇠ .
Next we define a section 8 of the endomorphism bundle End(T S) of the tan-

gent bundle T S by 8 := r⇠ . Then it satisfies

82
= �id+ ⌘ ⌦ ⇠ (2.1)

and g(8X,8Y ) = g(X,Y ) � ⌘(X)⌘(Y ) for each X,Y 2 T S. In particular, the
restriction of 8 to D (We still denote it by 8) defines a complex structure on D.
We call the quadruple S = {g, ⇠, ⌘,8} a Sasakian structure of S. The covariant
differentiation of 8 can be written by a language of the curvature;

(rX8)(Y ) = R(X, ⇠)Y = g(⇠,Y )X � g(X,Y )⇠ (2.2)

for each X,Y 2 T S.

2.2. Transverse geometry on Sasaki manifolds

Let (S, g) be a Sasaki manifold with a Sasakian structure S = {g, ⇠, ⌘,8}. We
can then identify the normal bundle ⌫(F⇠ ) of the Reeb foliation F⇠ with D. As
we described above, 8 defines a complex structure of D. Not only that, D admits
a transverse Kähler structure, as described below (for the definition of transverse
Kähler structure, see [11]). First note that the Sasaki metric g is bundle-like with
respect to the Reeb foliation F⇠ because ⇠ is a Killing vector field. The restriction
gT := g|D⇥D of the metric g to D is a Hermitian metric on D whose associated
2-form is equal to (1/2)d⌘|D⇥D;

d⌘(X,Y ) = 2gT (8X,Y ) (2.3)

for each X,Y 2 D. gT is called the transverse metric. From the transverse metric,
we can define a connection on D by

r
T
XY :=

⇢
⇡D(rXY ) if X is a smooth section of D,
⇡D([X,Y ]) if X is a smooth section of R⇠ , (2.4)

where Y is a smooth section of D and ⇡D : T M ! D is the orthogonal projection.
One can check easily that this connection is the unique connection on D which is
torsion-free and r

T gT = 0. We call it the transverse Levi-Civita connection of gT .
Furthermore, from (2.2) and (2.4), one can get

r
T8 = 0.
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Hence the triple (D,8, gT ) gives a transverse Kähler structure for the Reeb folia-
tion F⇠ with the transverse Kähler form !T

:= (1/2)d⌘|D⇥D . We can then define
the transverse curvature tensor by

RT (X,Y )Z := r
T
Xr

T
Y Z � r

T
Y r

T
X Z � r

T
[X,Y ]

Z .

Similarly, we can also define the transverse Riemannian curvature tensor RmT by

RmT (X,Y, Z ,W ) := gT (RT (X,Y )Z ,W )

and the transverse Ricci tensor RicT by

RicT (X,Y ) :=

2nX
i=1

RmT (ei , X,Y, ei )

for each X,Y, Z ,W 2 D, where {ei }2ni=1 is an orthonormal basis of D. Then we
have the following formulae for curvatures;

RmT(X,Y,Z ,W )= Rm(X,Y, Z ,W ) � g(8(X), Z)g(8(Y ),W )

+ g(8(X),W )g(8(Y ), Z) � 2g(8(X),Y )g(8(Z),W ),
(2.5)

RicT (X,Y ) = Ric(X,Y ) + 2g(X,Y ) (2.6)
for any X,Y, Z ,W 2 D.

3. Normal geodesics and the second variational formula

3.1. The Carnot-Carathéodory distance

Let (S, g) be a Sasaki manifold with a Sasakian structure S = {g, ⇠, ⌘,8}. A
piecewise smooth curve � : [0, l] ! S is called horizontal if the differential �̇ (t)
is tangent to D� (t) for each smooth point t 2 [0, l]. Given a horizontal curve
� : [0, l] ! S, define the length LD(� ) of � by

LD(� ) :=

Z l

0
|�̇ (t)|dt.

Then we can define the function dD : S ⇥ S ! R by

dD(p, q) := inf{LD(� ) ; � 2 �(p, q, D)},

where p, q 2 S and�(p, q, D) is the set of all piecewise smooth horizontal curves
joining p to q. Since the contact distribution D is bracket-generating (i.e., brackets
of local sections of D generate all local sections of T S), the classical theorem of
Chow [5] tells us that �(p, q, D) 6= ; for each p, q 2 M and hence the function
dD is a distance function of S. The function dD is called the Carnot-Carathéodory
distance for (S, g). It is known that the topology induced by the distance coin-
cides with the original topology of S (see also [10]). For the Riemannian distance
function d of (S, g), it is clear that d  dD .
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3.2. Normal geodesics

A notion of normal geodesic is defined in sub-Riemannian geometry as the projec-
tion to S of a solution to the “Hamiltonian system”, which is described below.

A sub-Riemannian manifold is a triple (S, E, gE ) consisting of a smooth man-
ifold S, a subbundle E of the tangent bundle T S and a metric gE on E . For a Sasaki
manifold (S, g), it is clear that the pair (D, gT ) defines a sub-Riemannian structure
of S, that is, the triple (S, D, gT ) is a sub-Riemannian manifold. Hence we can
apply the notions of sub-Riemannian geometry to Sasakian geometry (the detailed
description can be seen in [10] or [14] for example). Let T ⇤S be the cotangent
bundle of S and HD : T ⇤S ! R be the function on T ⇤S defined by

HD(p,↵) :=

1
2
(gTp )�1(↵|D,↵|D) =

1
2
g�1
p (↵,↵) �

1
2
�
↵(⇠p)

�2
for each (p,↵) 2 T ⇤S. We call the function HD the Hamiltonian function. For
any foliation chart (x0, · · · , x2n) with ⇠ = @/@x0 and the canonical coordinates
(x0, · · · , x2n , ↵0, · · · ,↵2n) on T ⇤S, consider the following ordinary differential
system: 8>><

>>:
ẋi =

@HD
@↵i

,

↵̇i = �

@HD
@xi

.

(3.1)

We call it the Hamiltonian system.
Definition 3.1. A smooth curve � : [0, l] ! S is called a normal geodesic if
there exists a cotangent lift 0(t) = (� (t),↵(t)) : [0, l] ! T ⇤S which satisfies the
Hamiltonian system (3.1).

By existence and uniqueness of solution to an ordinary differential system,
the Hamiltonian system (3.1) has unique solution determined by the initial value
0(0) = (p,↵) 2 T ⇤

p S. For a normal geodesic � (t) with the cotangent lift 0(t) =

(� (t),↵(t)), the Hamiltonian system can be rewritten as8><
>:

�̇ (t) = g�1(↵) � ↵(⇠)⇠,

d↵i
dt

= �

1
2

@gkj

@xi
↵k↵ j ,

(3.2)

where gkj := g(@/@xk, @/@x j ) is the component of the Sasaki metric g with respect
to the local coordinates (x0, · · · , x2n) and (gkj ) is the inverse matrix of (gkj ). This
shows that a normal geodesic is always horizontal. Furthermore, we claim that the
system (3.2) implies

r�̇ (t)�̇ (t) = �2↵08(�̇ (t)), (3.3)
where ↵0 = ↵(⇠). First note that ↵0 is constant along the curve � . Indeed, the
second identity of (3.2) tells us that

d↵0
dt

= �

1
2

@gkj

@x0
↵k↵ j . (3.4)
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Since ⇠ = @/@x0 is a Killing vector field, the right-hand side of (3.4) vanishes.
By the first identity of (3.2), we have

r�̇ (t)�̇ (t) = r�̇ (t)
⇣
g�1(↵(t)) � ↵0⇠

⌘
= g�1 �

r�̇ (t)↵(t)
�
� ↵08(�̇ (t)). (3.5)

Hence, to prove our claim, it is sufficient to show g�1 �
r�̇ (t)↵(t)

�
= �↵08(�̇ (t)).

Choose a foliation chart (x0, · · · , x2n) with ⇠ = @/@x0. Then, by the second
identity of (3.2), we have

(r�̇ (t)↵(t))
✓

@

@x j

◆
=

1
2
gkl
✓

@g0l
@x j

�

@g0 j
@xl

+

@g jl
@x0

◆
↵0↵k

for each j 2 {0, 1, · · · , 2n}. Since ⇠ = @/@x0 is a Killing vector field, we have
@g jl/@x0 = 0 and

@g0l
@x j

�

@g0 j
@xl

=g
✓

8

✓
@

@x j

◆
,

@

@xl

◆
� g

✓
8

✓
@

@xl

◆
,

@

@x j

◆
=�d⌘

✓
@

@xl
,

@

@x j

◆
.

Hence, by the first identity of (3.2), we obtain

(r�̇ (t)↵(t))
✓

@

@x j

◆
= �

1
2
gkld⌘

✓
@

@xl
,

@

@x j

◆
↵0↵k = ↵0g

✓
g�1(↵(t)),8

✓
@

@x j

◆◆

= ↵0g
✓

�̇ (t),8
✓

@

@x j

◆◆
= �↵0g

✓
8(�̇ (t)),

@

@x j

◆
.

This proves g�1(r�̇ (t)↵(t)) = �↵08(�̇ (t)) and hence r�̇ (t)�̇ (t) = �2↵08(�̇ (t)),
as we claimed.

Note that, for a smooth curve � : [0, l] ! S which satisfies the equation (3.3)
for some ↵0 2 R, we have

d
dt

(g(�̇ (t), ⇠)) = g(r�̇ (t)�̇ (t), ⇠) + g(�̇ (t),r�̇ (t)⇠)

= �2↵0g(8(�̇ (t)), ⇠) + g(�̇ (t),8(�̇ (t)))

= �2↵0g(8(�̇ (t)), ⇠) +

1
2
d⌘(�̇ (t), �̇ (t)) = 0.

Hence we see that � is horizontal if and only if �̇ (0) 2 D� (0). Now for each
smooth horizontal curve � : [0, l] ! S which satisfies the equation (3.3), define
↵(t) := g(�̇ (t) + ↵0⇠) and 0(t) := (� (t),↵(t)). Then we can easily check that the
curve 0(t) on T ⇤S satisfies (3.1), and hence � is a normal geodesic. This shows the
following

Proposition 3.2 (See also [1]). A smooth curve � : [0, l]! S is a normal geodesic
if and only if it satisfies equation (3.3) for some constant ↵0 2 R and �̇ (0) 2 D� (0).
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Here we should remark that a similar description of normal geodesics as solu-
tions to an ordinary differential system is already obtained by Barletta and Dragomir
(cf. [1, Theorem 1]) on the more general setting that S is an arbitrary strictly pseudo-
convex CR manifold. Though the differential system in [1] is written in terms of the
Tanaka-Webster connection rather than the Levi-Civita connection, this coincides
with (3.3) if S is a Sasaki manifold.
Remark 3.3. A subbundle E ⇢ T S of the tangent bundle of S is called strong
bracket-generating if for each p 2 S and each nonzero local section X of E around
p it satisfies Ep + [X, E]p = TpS. For a Sasaki manifold (S, g), the contact
distribution D is always strong bracket-generating. Indeed, for each p 2 S and
nonzero local section X of D around p we have

g([X,8(X)], ⇠) = g(rX8(X), ⇠) � g(r8(X)X, ⇠)

= �g(8(X),8(X)) + g(X,82(X))

= �2g(X, X) 6= 0.

This shows ⇠p 2 Dp + [X, D]p and hence TpS = Dp + [X, D]p.
As in the case of Riemannian geometry, it is known that every normal geodesic

is locally a unique length-minimizing curve (See [14]). By the fact that D is strong
bracket-generating, Strichartz proved that Hopf-Rinow type theorem still holds for
the sub-Riemannian manifold (S, D, gT ), i.e., any two points on a Sasaki man-
ifold whose Carnot-Carathéodory distance is complete can be joined by a length-
minimizing normal geodesic (see [14,15]). The strong bracket-generating condition
for D is essential for our proof of Theorem A. Indeed, for a sub-Riemannian mani-
fold (S, D, gD) such that D is not strong bracket-generating, the Hopf-Rinow type
theorem doesn’t hold in general. There are some examples of length-minimizing
horizontal curves which are not normal geodesics. These examples can be seen
in [10].

3.3. The second variational formula

For each p, q 2 S, consider a functional ED : �(p, q, D) ! R defined by

ED(� ) :=

1
2

Z l

0
g(�̇ (t), �̇ (t))dt,

which is called the energy of horizontal curves. It is well known as in Rieman-
nian geometry, for a constant speed horizontal curve � , that � minimizes the length
functional LD : �(p, q, D) ! R if and only if it minimizes the energy functional.
In particular, a length-minimizing normal geodesic is an energy minimizing curve.
In this subsection, we shall give the second variational formula of the energy func-
tional for normal geodesics. In this subsection, we assume every curve � is regular,
that is, � is smooth and |�̇ (t)| 6= 0 for all t 2 [0, l].

Recall that a variation of a curve � : [0, l] ! S is a smooth mapping f :

(�", ") ⇥ [0, l] ! S which satisfies f (s, 0) = � (0), f (s, l) = � (l) and f (0, t) =
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� (t). A smooth vector field V along � is called a variation vector field of � if it
satisfies V (0) = V (l) = 0. Given a variation f of � , we can construct a variation
vector field V by V (t) := (@ f/@s)(s, t)|s=0. Conversely, for each variation vector
field V of � , there exists a variation f of � whose associated variation vector field
is V .

For a horizontal curve � 2 �(p, q, D), let f : (�", ") ⇥ [0, l] ! S be a
variation of � . The variation f is said to be admissible if @ f/@t 2 D for each
(s, t) 2 (�", ") ⇥ [0, l]. Similarly, a variation vector field V of � is said to be
admissible if there exists an admissible variation f whose associated variation vec-
tor field is V . It is easy to see that every admissible variation vector field V of �
satisfies

d
dt
g(V (t), ⇠) = 2g(V (t),8(�̇ (t))). (3.6)

Conversely, a similar argument of Ritoré and Rosales in [13] tells us that every
variation vector field of � which satisfies the identity (3.6) is always admissible
(cf. Appendix A). Hence the set T� �(p, q, D) of all admissible variation vector
fields of � is given by

T� �(p, q, D)=

⇢
V 2 T� �(p, q) ;

d
dt
g(V (t), ⇠) = 2g(V (t),8(�̇ (t)))

�
, (3.7)

where T� �(p, q) is the set of all variation vector fields of � .
As in the case of Riemannian geometry, we can easily check that normal

geodesics are critical points for the energy functional ED . Then we consider the
second variation for normal geodesics. The second variational formula for normal
geodesics is given by the following:
Proposition 3.4. Let � : [0, l] ! S be a normal geodesic with the identity (3.3).
For each admissible variation f of � , define ED(s) := ED( f (s, ·)) and V to be the
associated variation vector field of f . Then

E 00

D(0) = �

Z l

0
g
�
V,r�̇ (t)r�̇ (t)V + R(V, �̇ (t))�̇ (t)

�
dt

+ 2↵0
Z l

0

�
⌘(V )g(V, �̇ (t)) + g(r�̇ (t)V,8(V ))

 
dt.

(3.8)

Proof. At first, by a standard calculation in Riemannian geometry, we have

E 00

D(s) = �

Z l

0
g
✓

@ f
@s

,
D
dt

D
dt

@ f
@s

+ R
✓

@ f
@s

,
@ f
@t

◆
@ f
@t

◆
dt

�

Z l

0
g
✓
D
ds

@ f
@s

,
D
dt

@ f
@t

◆
dt.

(3.9)

We shall now compute the second term of (3.9). Because � is a normal geodesic,
for the integrand we have

g
✓
D
ds

@ f
@s

,
D
dt

@ f
@t

◆
|s=0 = �2↵0g

✓
D
ds

@ f
@s

,
D
dt

⇠

◆
|s=0. (3.10)
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To integrate both sides, notice that

d2

dsdt

✓
⌘

✓
@ f
@s

◆◆
= 2

⇢
g
✓
D
ds

D
dt

⇠,
@ f
@s

◆
+ g

✓
D
dt

⇠,
D
ds

@ f
@s

◆�
.

Furthremore, by (2.2) we have

g
✓
D
ds

D
dt

⇠,
@ f
@s

◆
= �⌘

✓
@ f
@s

◆
g
✓

@ f
@s

,
@ f
@t

◆
+ g

✓
8

✓
D
dt

@ f
@s

◆
,
@ f
@s

◆

and hence

1
2
d2

dsdt

✓
⌘

✓
@ f
@s

◆◆
= �⌘

✓
@ f
@s

◆
g
✓

@ f
@s

,
@ f
@t

◆
+ g

✓
8

✓
D
dt

@ f
@s

◆
,
@ f
@s

◆

+ g
✓
D
dt

⇠,
D
ds

@ f
@s

◆
.

(3.11)

Since (@ f/@s)(s, 0) = (@ f/@s)(s, l) = 0, the integration of both sides of the iden-
tity (3.11) with respect to t leads us the following equality;
Z l

0
g
✓
D
dt

⇠,
D
ds

@ f
@s

◆
dt=

Z l

0

⇢
⌘

✓
@ f
@s

◆
g
✓

@ f
@s

,
@ f
@t

◆
� g

✓
8

✓
D
dt

@ f
@s

◆
,
@ f
@s

◆�
dt.

In particular, by substituting 0 to s, we have
Z l

0
g
✓
D
dt

⇠,
D
ds

@ f
@s

◆
|s=0dt=

Z l

0
⌘(V )g (V, �̇ (t)) � g

�
8
�
r�̇ (t)V

�
, V
�
dt

=

Z l

0
⌘(V )g (V, �̇ (t)) + g

�
r�̇ (t)V,8(V )

�
dt.

(3.12)

By combining the identities (3.9), (3.10) and (3.12), we obtain

E 00

D(0) = �

Z l

0
g
�
V,r�̇ (t)r�̇ (t)V + R(V, �̇ (t))�̇ (t)

�
dt

+2↵0
Z l

0

�
⌘(V )g (V, �̇ (t)) + g

�
r�̇ (t)V,8(V )

� 
dt,

which is the desired formula.

4. A proof of Theorem A

In this section we shall give a proof of Theorem A. In order to achieve this, it is
sufficient to show the following:
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Theorem 4.1. Let (S,g) be a (2n+1)-dimensional Sasaki manifold with a Sasakian
structure S = {g, ⇠, ⌘,8}. If the Carnot-Carathéodory distance is complete and
RicT � ⌧gT for some constant ⌧ > 0, then

diam(S, dD)  2⇡
r
2n � 1

⌧
,

where diam(S, dD) := sup{dD(p, q) ; p, q 2 S} is the diameter of S with respect
to dD .

Theorem A follows immediately from Theorem 4.1 because d  dD and the
completeness of (S, g) implies that of the Carnot-Carathéodory distance. Our proof
of Theorem 4.1 imitates the classical proof of Myers’ theorem.

Let p, q be an arbitrary pair of points of S and � : [0, l] ! S be a length-
minimizing normal geodesic with � (0) = p, � (l) = q and the identity (3.3) (In
view of Remark 3.3, such a normal geodesic always exists). We may assume that
|�̇ (t)| = 1 for all t 2 [0, l]. Then � is also a minimizer of ED : �(p, q, D) ! R
and hence E 00

D(0) � 0 for each admissible variation of � . Choose tangent vec-
tors X1, · · · , X2(n�1) 2 TpS such that {X1, · · · , X2(n�1), �̇ (0),8(�̇ (0))} is an or-
thonormal basis of Dp. For each i 2 {1, 2, · · · , 2(n � 1)}, consider the following
linear differential system for Xi (t) 2 D� (t) defined by

r
T
�̇ (t)Xi (t) = 0 and Xi (0) = Xi .

By existence and uniqueness theorem for linear ordinary differential systems, there
is a unique global solution Xi (t) 2 D� (t), t 2 [0, l].

Lemma 4.2. {X1(t), · · · , X2(n�1)(t), �̇ (t),8(�̇ (t))} is an orthonormal basis of
D� (t) for all t 2 [0, l].

Proof. First note that g(�̇ (t), �̇ (t)) = g(8(�̇ (t)),8(�̇ (t))) = 1 and g(8(�̇ (t)),
�̇ (t)) = 0. Furthermore, since g(Xi , X j ) = �i j and

d
dt
g(Xi (t), X j (t)) = g

✓
D
dt
Xi (t), X j (t)

◆
+ g

✓
Xi (t),

D
dt
X j (t)

◆

= g(rT
�̇ (t)Xi (t), X j (t)) + g(Xi (t),rT

�̇ (t)X j (t)) = 0,

we see that g(Xi (t), X j (t)) = �i j for each t 2 [0, l]. Hence it is sufficient to show
that Xi (t) is perpendicular to both �̇ (t) and 8(�̇ (t)).

Choose any i 2 {1, 2, · · · , 2(n � 1)} and define

Fi (t) :=
t (Fi,1(t), Fi,2(t)) =

t (g(Xi (t), �̇ (t)), g(Xi (t),8(�̇ (t)))).

Then we have
dFi,1
dt

=

d
dt
g(Xi (t), �̇ (t)) = g(r�̇ (t)Xi (t), �̇ (t)) + g(Xi (t),r�̇ (t)�̇ (t))

= �2↵0g(Xi (t),8(�̇ (t))) = �2↵0Fi,2(t),
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and

dFi,2
dt

=

d
dt
g(Xi (t),8(�̇ (t)))=g(r�̇ (t)Xi (t),8(�̇ (t))) + g(Xi (t),r�̇ (t)8(�̇ (t)))

= 2↵0g(Xi (t), �̇ (t)) = 2↵0Fi,1(t).

Thus the function Fi satisfies the following ordinary differential system;
8<
:

dFi
dt

=

✓
0 �2↵0
2↵0 0

◆
Fi (t),

Fi (0) =
t (0, 0).

This shows that Fi (t) =
t (0, 0) for all t 2 [0, l] and hence we obtain the desired

result.

For each i 2{1, 2, · · · , 2(n� 1)}, define h(t) :=sin (2⇡ t/ l) and Vi (t) :=h(t)Xi (t).
Since Xi (t) is perpendicular to 8(�̇ (t)) for all t 2 [0, l], we see that Vi 2

T� �(p, q, D). Let fi be an admissible variation of � whose variation vector field
is Vi , and define ED,i (s) := ED( fi (s, ·)). Let us calculate the second variation
E 00

D,i (0) � 0 explicitly. Note that since Xi (t) 2 D� (t) and r
T
�̇ (t)Xi (t) = 0 we have

⌘(Vi (t)) = 0 and

g(r�̇ (t)Vi (t),8(Vi (t))) = h(t)g(h0(t)Xi (t) + h(t)r�̇ (t)Xi (t),8(Xi (t)))
= h(t)h0(t)g(Xi (t),8(Xi (t)))

+ h2(t)g(r�̇ (t)Xi (t),8(Xi (t)))
= h(t)h0(t)d⌘(Xi (t), Xi (t))

+ h2(t)g(rT
�̇ (t)Xi (t),8(Xi (t)))

= 0.

Hence for Vi we have

E 00

D,i (0) = �

Z l

0
g
�
Vi ,r�̇ (t)r�̇ (t)Vi + R(Vi , �̇ (t))�̇ (t)

�
dt. (4.1)

Now we can easily calculate

r�̇ (t)r�̇ (t)Vi (t) = r�̇ (t)
�
h0(t)Xi (t) + h(t)r�̇ (t)Xi (t)

�
= r�̇ (t)

�
h0(t)Xi (t) + h(t)g(r�̇ (t)Xi (t), ⇠)⇠

�
= h00(t)Xi (t) + h0g(r�̇ (t)Xi (t), ⇠)⇠

+

d
dt
�
h(t)g(r�̇ (t)Xi (t), ⇠)

�
⇠ + h(t)g(r�̇ (t)Xi (t), ⇠)8(�̇ (t)).
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Since Vi (t) is perpendicular to both ⇠ and 8(�̇ (t)), we obtain

g(Vi (t),r�̇ (t)r�̇ (t)Vi (t)) = h(t)h00(t) = �

✓
2⇡
l

◆2
sin
✓
2⇡ t
l

◆
. (4.2)

Similarly we have

g(Vi (t), R(Vi (t), �̇ (t))�̇ (t)) = sin2
✓
2⇡ t
l

◆
g(Xi (t), R(Xi (t), �̇ (t))�̇ (t))

= sin2
✓
2⇡ t
l

◆
Rm(Xi (t), �̇ (t), �̇ (t), Xi (t)) (4.3)

= sin2
✓
2⇡ t
l

◆
RmT (Xi (t), �̇ (t), �̇ (t), Xi (t))

by the identity (2.5). By substituting (4.2) and (4.3) in (4.1), we obtain the following
inequality;

0E 00

D,i (0)=
Z l

0
sin2

✓
2⇡ t
l

◆(✓
2⇡
l

◆2
� RmT (Xi (t), �̇ (t), �̇ (t), Xi (t))

)
dt. (4.4)

Next we consider
V (t) := h(t)8(�̇ (t)) + k(t)⇠

for smooth functions h, k : [0, l] ! R with h(0) = h(l) = k(0) = k(l) = 0. Then
the condition (3.7) implies that V 2 T� �(p, q, D) if and only if k0(t) = 2h(t). We
put h(t) := sin(2⇡ t/ l) and k(t) := (l/⇡)(1 � cos(2⇡ t/ l)). Then we can easily
check that k0(t) = 2h(t). Let f be an admissible variation of � whose variation
vector field is V , and define ED(s) := ED( f (s, ·)) At first we have

r�̇ (t)V (t) = r�̇ (t)h(t)8(�̇ (t)) + r�̇ (t)k(t)⇠
= h0(t)8(�̇ (t)) + h(t)

�
(r�̇ (t)8)(�̇ (t)) + 8(r�̇ (t)�̇ (t))

 
+ k0(t)⇠ + k(t)8(�̇ (t))

= h0(t)8(�̇ (t)) + h(t) (�⇠ + 2↵0�̇ (t)) + k0(t)⇠ + k(t)8(�̇ (t))
= (h0(t) + k(t))8(�̇ (t)) + h(t)⇠ + 2↵0h(t)�̇ (t).

In addition, by differentiating again we have

r�̇ (t)
�
(h0(t) + k(t))8(�̇ (t))

�
= (h00(t) + k0(t))8(�̇ (t)) + (h0(t)

+ k(t))r�̇ (t)8(�̇ (t))
= (h00(t) + k0(t))8(�̇ (t))

+ (h0(t) + k(t))(�⇠ + 2↵0�̇ (t))
= (h00(t) + k0(t))8(�̇ (t))

� (h0(t) + k(t))⇠ + 2↵0(h0(t) + k(t))�̇ (t),
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and

r�̇ (t)2↵0h(t)�̇ (t) = 2↵0
�
h0(t)�̇ (t) + h(t)r�̇ (t)�̇ (t)

�
= 2↵0h0(t)�̇ (t) � (2↵0)2h(t)8(�̇ (t)).

By combining them we obtain

r�̇ (t)r�̇ (t)V (t) =

⇣
h00(t) + 3h(t) � (2↵0)2h(t)

⌘
8(�̇ (t))

+ 2↵0(2h0(t) + k(t))�̇ (t) � k(t)⇠

and hence

g(V (t),r�̇ (t)r�̇ (t)V (t)) = h(t)
⇣
h00(t) + 3h(t) � (2↵0)2h(t)

⌘
� k2(t). (4.5)

For the curvature we have

g(V (t), R(V (t), �̇ (t))�̇ (t)) = h2(t)g(8(�̇ (t)), R(8(�̇ (t)), �̇ (t))�̇ (t))
+ 2h(t)k(t)g(8(�̇ (t)), R(⇠, �̇ (t))�̇ (t))
+ k2(t)g(⇠, R(⇠, �̇ (t))�̇ (t))

= h2(t)Rm(8(�̇ (t)), �̇ (t), �̇ (t),8(�̇ (t)))
+ k2(t)

= h2(t)RmT (8(�̇ (t)), �̇ (t), �̇ (t),8(�̇ (t)))
� 3h2(t) + k2(t).

(4.6)

By substituting (4.5) and (4.6) to (3.8), we obtain

0  E 00

D(0)

= �

Z l

0

n
h(t)

⇣
h00(t) + 3h(t) � (2↵0)2h(t)

⌘
� k2(t)

o
dt

�

Z l

0

n
h2(t)RmT (8(�̇ (t)), �̇ (t), �̇ (t),8(�̇ (t))) � 3h2(t) + k2(t)

o
dt

� (2↵0)2
Z l

0
h2(t)dt

= �

Z l

0

n
h(t)h00(t) + h2(t)RmT (8(�̇ (t)), �̇ (t), �̇ (t),8(�̇ (t)))

o
dt

=

Z l

0
sin2

✓
2⇡ t
l

◆(✓
2⇡
l

◆2
� RmT (8(�̇ (t)), �̇ (t), �̇ (t),8(�̇ (t)))

)
dt.

(4.7)

Finally, summing (4.4) and (4.7) we obtain

0 

Z l

0
sin2

✓
2⇡ t
l

◆(✓
2⇡
l

◆2
(2n � 1) � RicT (�̇ (t), �̇ (t))

)
dt.
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Furthermore, by assumption RicT � ⌧gT ,

0 

Z l

0
sin2

✓
2⇡ t
l

◆(✓
2⇡
l

◆2
(2n � 1) � ⌧

)
dt.

This shows that 0  (2⇡/ l)2(2n � 1) � ⌧ and

dD(p, q) = l  2⇡
r
2n � 1

⌧
.

Hence we obtain diam(S, dD)  2⇡
p

(2n � 1)/⌧ , which completes the proof of
Theorem 4.1.

A. Existence of admissible variations

In this appendix, we shall discuss the existence of admissible variations of regular
horizontal curves. Let � : [0, l] ! S be a regular horizontal curve. For simplicity,
we may assume |�̇ (t)| = 1 for each t 2 [0, l]. Let V be a variation vector field
of � which satisfies the equation (3.6). Then we shall show that there exists an
admissible variation of � whose associated variation vector field is V . Let ⇡ :

T S ! S be the natural projection. Choose an open interval Ĩ containing [0, l] and
a smooth map Ṽ : Ĩ ! T S so that Ṽ |[0,l] = V . By putting �̃ (t) := ⇡(Ṽ (t)), we
have a smooth map �̃ : Ĩ ! S so that �̃ |[0,l] = � . Then we can define a smooth
map f̃ from an open set U ⇢ R3 containing Ĩ ⇥ {(0, 0)} to S by

f̃ (s, t, u) = expexp�̃ (t)(sṼ (t))(uW̃ (s, t)),

where expp denotes the exponential mapping of (S, g) at p 2 S and W̃ (s, t) is the
horizontal part of the parallel displacement of 8((d�̃ /dt)(t)) along the geodesic
s 7! exp�̃ (t)(sṼ (t)). It is easy to check that

f̃ (0, t, 0) = �̃ (t), f̃ (s, 0, 0) = � (0), f̃ (s, l, 0) = � (l). (A.1)

Define a smooth function F̃ : U ! R by

F̃(s, t, u) = g

 
@ f̃
@t

(s, t, u), ⇠

!
.

Then, for each t 2 [0, l], we have F̃(0, t, 0) = g (�̇ (t), ⇠) = 0 and

@ F̃
@u

(0, t, 0) = �2 6= 0.
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By the implicit function theorem, there exists an open neighborhood Rt=(�"t ,"t )⇥
(t � "t , t + "t ) of (0, t) 2 R2, an open neighborhood Ot of 0 2 R and a smooth
function '̃t : Rt ! Ot so that '̃t (0, t) = 0 and F̃(s0, t 0, u0) = 0 if and only if u0

=

'̃t (s0, t 0) for any (s0, t 0, u0) 2 Rt⇥Ot . Note that, for each t 0 2 (t�"t , t+"t )\[0, l],
we have

'̃t (0, t 0) = 0 (A.2)

because (0, t 0, 0) 2 Rt ⇥ Ot and F̃(0, t 0, 0) = 0. Moreover, for each e 2 {0, l} and
s0 2 (�"e, "e) we have

'̃e(s0, e) = 0. (A.3)

Indeed, it is easy to see that F̃(0, e, 0) = 0 and

@ F̃
@s

(s, e, 0) = g

 
D
ds

@ f̃
@t

(s, e, 0), ⇠

!
+ g

 
@ f̃
@t

(s, e, 0),
D
ds

⇠

!

=

d
dt
g

 
@ f̃
@s

(s, e, 0), ⇠

!
� g

 
@ f̃
@s

(s, e, 0),
D
dt

⇠

!

+ g

 
@ f̃
@t

(s, e, 0),8

 
@ f̃
@s

(s, e, 0)

!!

= 0

for each s 2 (�"e, "e). This shows F̃(s0, e, 0) = 0 and hence '̃e(s0, e) = 0.
Then, by the uniqueness of the implicit function and (A.2), for each t1, t2 2 [0, l]
we have '̃t1 = '̃t2 on Rt1 \ Rt2 . Hence we can patch them together to obtain a
smooth function '̃ : R ! R, where R = [t2[0,l]Rt . Since R contains a rectangle
(�", ") ⇥ [0, l] for sufficiently small " > 0, we can define a smooth map f :

(�", ") ⇥ [0, l] ! S by

f (s, t) = f̃ (s, t, '̃(s, t)).

By (A.1), (A.2) and (A.3) we have f (0, t) = � (t), f (s, 0) = � (0) and f (s, l) =

� (l). Hence f is a variation of � . Since the geodesic u 7! f̃ (s, t, u) is horizontal,
we have

g
✓

@ f
@t

(s, t), ⇠
◆

= g

 
@ f̃
@t

(s, t, '̃(s, t)), ⇠

!
+

@'̃

@t
(s, t)g

 
@ f̃
@u

(s, t, '̃(s, t)), ⇠

!

= F̃(s, t, '̃(s, t))
= 0
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for each (s, t) 2 (�", ") ⇥ [0, l]. This shows that the variation f is admissible.
Furthermore, for each t 2 [0, l] we have

@ f
@s

(0, t) =

@ f̃
@s

(0, t, '̃(0, t)) +

@'̃

@s
(0, t)

@ f̃
@u

(0, t, '̃(0, t))

=

@ f̃
@s

(0, t, 0) +

@'̃

@s
(0, t)

@ f̃
@u

(0, t, 0)

= V (t) +

@'̃

@s
(0, t)8(�̇ (t)).

We shall show that (@'̃/@s)(0, t) = 0. By the identity F̃(s, t, '̃(s, t)) = 0, it holds

@ F̃
@s

(0, t, '̃(0, t)) +

@'̃

@s
(0, t)

@ F̃
@u

(0, t, '̃(0, t)) = 0. (A.4)

Since '̃(0, t) = 0, we have

@ F̃
@u

(0, t, '̃(0, t)) =

@ F̃
@u

(0, t, 0) = �2

and hence

@'̃

@s
(0, t) =

1
2

@ F̃
@s

(0, t, 0).

On the other hand, the identity (3.6) tells us that

@ F̃
@s

(0, t, 0) = g

 
D
ds

@ f̃
@t

(0, t, 0), ⇠

!
+ g

 
@ f̃
@t

(0, t, 0),
D
ds

⇠

!

= g

 
D
dt

@ f̃
@s

(0, t, 0), ⇠

!
+ g (�̇ (t),8(V (t)))

=

d
dt
g

 
@ f̃
@s

(0, t, 0), ⇠

!
� g

 
@ f̃
@s

(0, t, 0),
D
dt

⇠

!
� g (8(�̇ (t)), V (t))

=

d
dt
g (V (t), ⇠) � 2g (V (t),8(�̇ (t)))

= 0.

This shows that (@'̃/@s)(0, t) = 0 and (@ f/@s)(0, t) = V (t). Hence f is an
admissible variation of � whose associated variation vector field is V , as required.
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