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#### Abstract

A sharp rearrangement estimate for the nonlinear Havin-Maz' ya potentials is established. In particular, this estimate leads to a characterization of those rearrangement invariant spaces between which the nonlinear potentials are bounded. In combination with results from [24] and [18], it also enables us to derive local bounds for solutions to quasilinear elliptic PDE's and for their gradient in rearrangement form. As a consequence, the local regularity of solutions to elliptic equations and for their gradient in arbitrary rearrangement invariant spaces is reduced to one-dimensional Hardy-type inequalities. Applications to the special cases of Lorentz and Orlicz spaces are presented.
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## 1. Introduction

The Riesz potential of order $\alpha \in(0, n)$ of a locally integrable function $f$ in $\mathbb{R}^{n}$, $n \geq 1$, is defined as

$$
\begin{equation*}
\mathbf{I}_{\alpha} f(x)=\int_{\mathbb{R}^{n}} \frac{f(y)}{|x-y|^{n-\alpha}} d y \quad \text { for } x \in \mathbb{R}^{n} . \tag{1.1}
\end{equation*}
$$

The operator $I_{\alpha}$ plays a role in various branches of analysis, including potential theory, harmonic analysis, Sobolev spaces, partial differential equations. The link to the theory of elliptic PDE's is classical. Indeed, if $n>2$ and $\omega_{n}$ denotes the measure of the unit ball in $\mathbb{R}^{n}$, then the function $\frac{1}{n(n-2) \omega_{n}} \mathbf{I}_{2} f(x)$ is the Newtonian potential in $\mathbb{R}^{n}$, namely the unique solution decaying to 0 at infinity to the Poisson equation

$$
\begin{equation*}
-\Delta u=f \quad \text { in } \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

As a consequence, norm estimates for the solution $u$ to (1.2), and for its derivatives, in terms of $f$ are reduced to boundedness properties of the operator $\mathbf{I}_{\alpha}$ for suitable $\alpha$. The study of these properties is a primary issue in harmonic analysis.
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In particular, thanks to a convolution inequality of O'Neil [33], the boundedness of $\mathbf{I}_{\alpha}$ between any function spaces whose norm depends only on integrability properties of functions - the so-called rearrangement invariant spaces - is reduced to one-dimensional Hardy-type inequalities in the spaces in question. O'Neil's result entails that a positive constant $C=C(\alpha, n)$ exists such that

$$
\begin{equation*}
\left(\mathbf{I}_{\alpha} f\right)^{*}(s) \leq C \int_{s}^{\infty} r^{-1+\frac{\alpha}{n}} f^{* *}(r) d r \quad \text { for } s>0 \tag{1.3}
\end{equation*}
$$

for every measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ fulfilling

$$
\begin{equation*}
|\{x:|f(x)|>t\}|<\infty \quad \text { for } t>0 \tag{1.4}
\end{equation*}
$$

and making the right-hand side of (1.3) finite. Here, $|G|$ stands for the Lebesgue measure of a set $G \subset \mathbb{R}^{n}, f^{*}:[0, \infty) \rightarrow[0, \infty]$ denotes the decreasing rearrangement of $f$, defined as

$$
f^{*}(s)=\sup \left\{t \geq 0:\left|\left\{x \in \mathbb{R}^{n}:|f(x)|>t\right\}\right|>s\right\} \quad \text { for } s \geq 0
$$

and $f^{* *}(s)=\frac{1}{s} \int_{0}^{s} f^{*}(r) d r$ for $s>0$. In other words, $f^{*}$ is the (unique) non increasing, right-continuous function in $[0, \infty)$ equimeasurable with $f$, and $f^{* *}$ is a maximal function of $f^{*}$.

Bounds in terms of Riesz potentials for solutions to more general second and higher-order linear elliptic equations are also available. Even more interestingly, contributions in recent years [17, 18, 24, 25, 32, 35, 36, 40] have pointed out that, in analogy with the linear theory, the study of pointwise properties of solutions to nonlinear elliptic (and parabolic) partial differential equations in customary classes is related to that of suitable nonlinear potential operators. A prototype of the relevant differential equations is the $p$-Laplace equation

$$
\begin{equation*}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=f \quad \text { in } \Omega \tag{1.5}
\end{equation*}
$$

where $p>1$ and $\Omega$ is an open subset of $\mathbb{R}^{n}$.
The involved nonlinear potentials are denoted by $\mathbf{V}_{\alpha, p} f$ for $p \in(1, \infty)$ and $\alpha \in$ $(0, n)$, and are defined, for a locally integrable function $f$ in $\mathbb{R}^{n}$, by

$$
\begin{equation*}
\mathbf{V}_{\alpha, p} f(x)=\mathbf{I}_{\alpha}\left(\mathbf{I}_{\alpha}|f|\right)^{\frac{1}{p-1}}(x) \quad \text { for } x \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

These potentials extend the Riesz potentials, since, if $2 \alpha<n$, then $\mathbf{V}_{\alpha, 2} f=$ $c \mathbf{I}_{2 \alpha}|f|$ for a suitable constant $c=c(\alpha, n)$ and for every measurable function $f$. They were introduced some forty years ago by V. P. Havin-V. G. Maz'ya [20], and extensively investigated in the framework of nonlinear capacity theory. Contributions on this topic include D. R. Adams-N. Meyers [3], D. R. Adams [2], and L. I. Hedberg-T. Wolff [21]. A comprehensive account of the theory of nonlinear potentials can be found in [1].

In the present paper we establish a sharp estimate for the decreasing rearrangement of $\mathbf{V}_{\alpha, p} f$ in terms of the decreasing rearrangement of $f$, extending inequality (1.3) to the nonlinear setting (Theorem 2.1, Section 2). This enables us to reduce the problem of the boundedness of $\mathbf{V}_{\alpha, p} f$ between rearrangement invariant spaces to equivalent one-dimensional inequalities for (nonlinear) Hardy-type operators (Corollary 2.3, Section 2). The special important cases of Lorentz and Orlicz spaces are discussed in Theorems 3.1 and 3.2, respectively, Section 3. Let us emphasize that, in general, sharp bounds for $\mathbf{V}_{\alpha, p}$ cannot be just derived on iterating bounds for $\mathbf{I}_{\alpha}$, even for $p=2$ - see e.g. [37] in this connection.

Our main motivation for the study of the potentials $\mathbf{V}_{\alpha, p}$ is in view of applications to rearrangement estimates for local solutions $u$ to quasilinear equations modelled on (1.5), and for their gradient, in terms of the datum $f$. They are derived in Theorems 4.1 and 4.4, respectively, Section 4, and follow from a combination of our bounds for $\mathbf{V}_{\alpha, p}$ with fundamental potential estimates established by T. Kilpelainen-J. Maly [24] for $u$, and by G. Mingione [32] ( $p=2$ ) and F. DuzaarG. Mingione $[17,18](p \geq 2)$ for $|\nabla u|$. As a consequence, the local integrability theory for solutions to quasilinear elliptic equations with $p$-growth, and for their gradients, is reduced to one-dimensional Hardy-type inequalities (Corollaries 4.2 and 4.5 , Section 4). The case of Lorentz and Orlicz norms is explicitly worked out (Theorems 4.7-4.10, Section 4). In particular, we show that $|\nabla u|$ is locally bounded, and hence that $u$ is locally Lipschitz continuous, when $f$ belongs to a limiting Lorentz space (Corollary 4.11).

The rearrangement estimates for $u$ and $|\nabla u|$ presented here complement other well-known results in the literature. Our results concerning $u$ can be regarded as the local version of those obtained by G. Talenti [38,39], and, in a somewhat implicit form, by V. G. Maz' ya [27, 28], which hold for boundary value problems. In fact, the techniques employed in these papers have a completely different nature. Related local estimates for the distribution function of solutions $u$ to Dirichlet problems, and ensuing bounds for Lorentz norms, are contained in [31].

As far as rearrangement estimates for $|\nabla u|$ are concerned, in the present paper we deal with equations involving smooth differential operators. As a consequence, we are able to discuss integrability properties of $|\nabla u|$ of any degree, including boundedness. By contrast, the rearrangement estimates for $|\nabla u|$ available in the literature [5,6] only make use of coercivity assumptions on the differential operators. Therefore, they cannot lead to any bound for $|\nabla u|$ stronger than the natural energy associated with the equations. Moreover, they again apply to solutions to boundary value problems, but not to local solutions.

Part of the results of this paper were announced in [15].

Added to the revised version. We have been informed by G. Mingione that he and F. Duzaar have recently proved in [19] that the assumption $f \in L_{\text {loc }}^{n, \frac{1}{p-1}}(\Omega)$, which by Corollary 4.11 implies the Lipschitz continuity of solutions $u$ to (4.1), ensures that any such $u$ is in fact continuously differentiable.

## 2. Estimates for potentials

Our rearrangement inequality between $\mathbf{V}_{\alpha, p} f$ and $f$ reads as follows.
Theorem 2.1. Let $p>1, n \geq 2$, and $0<\alpha<\frac{n}{p}$. Then there exist constants $C=C(\alpha, p, n)$ and $k=k(\alpha, p, n)$ such that

$$
\begin{equation*}
\left(\mathbf{V}_{\alpha, p} f\right)^{*}(s) \leq C \int_{k s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{2.1}
\end{equation*}
$$

for every measurable function $f$ in $\mathbb{R}^{n}$ fulfilling (1.4). Here $p^{\prime}=\frac{p}{p-1}$. The result is sharp, in the sense that for every $k>0$ there exists a positive constant $C^{\prime}=$ $C^{\prime}(\alpha, p, n, k)$ such that, if $f$ is nonnegative and radially decreasing, then

$$
\begin{equation*}
\left(\mathbf{V}_{\alpha, p} f\right)^{*}(s) \geq C^{\prime} \int_{k s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{2.2}
\end{equation*}
$$

Remark 2.2. It will be clear from the proof of Theorem 2.1 that the right-hand side of (2.1) (and (2.2)), involving a double integral operator applied to $f^{*}$, is in fact equivalent to the sum of two single integral operators applied to $f^{*}$. Precisely, one has that

$$
\begin{align*}
\int_{k s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{* *}(r)^{\frac{1}{p-1}} d r \approx & {\left[\left(s^{-1+\frac{\alpha p}{n}} \int_{0}^{k s} f^{*}(r) d r\right)^{\frac{1}{p-1}}\right.}  \tag{2.3}\\
& \left.+\int_{k s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(r)^{\frac{1}{p-1}} d r\right] \quad \text { for } s>0
\end{align*}
$$

Here, $\approx$ means that the two sides of (2.3) can be estimated by each other up to multiplicative constants depending only on $\alpha, p$ and $n$. The expression on the righthand side of (2.3) can be easier to handle in some applications of Theorem 2.1.

By Theorem 2.1, the boundedness of the operator $\mathbf{V}_{\alpha, p}$ between arbitrary rearrangement invariant quasi-normed function spaces on measurable subsets $\Omega$ of $\mathbb{R}^{n}$ is reduced to more elementary inequalities for one-dimensional Hardy type operators in their representation spaces. Let us briefly recall a few definitions in this connection.

A quasi-normed function space $X(\Omega)$ on a measurable subset $\Omega$ of $\mathbb{R}^{n}$ is a linear space of measurable functions on $\Omega$ equipped with a functional $\|\cdot\|_{X(\Omega)}$, a quasi-norm, enjoying the following properties:
(i) $\|f\|_{X(\Omega)}>0$ if $f \neq 0$;
$\|\lambda f\|_{X(\Omega)}=|\lambda|\|f\|_{X(\Omega)}$ for every $\lambda \in \mathbb{R}$ and $f \in X(\Omega) ;$
$\|f+g\|_{X(\Omega)} \leq c\left(\|f\|_{X(\Omega)}+\|g\|_{X(\Omega)}\right)$ for some constant $c \geq 1$ and for every $f, g \in X(\Omega)$;
(ii) $\quad 0 \leq|g| \leq|f|$ a.e. in $\Omega$ implies $\|g\|_{X(\Omega)} \leq\|f\|_{X(\Omega)}$;
(iii) $\quad 0 \leq f_{k} \nearrow f$ a.e. implies $\left\|f_{k}\right\|_{X(\Omega)} \nearrow\|f\|_{X(\Omega)}$ as $k \rightarrow \infty$;
(iv) if $G$ is a measurable subset of $\Omega$ and $|G|<\infty$, then $\left\|\chi_{G}\right\|_{X(\Omega)}<\infty$;
(v) for every measurable subset $G$ of $\Omega$ with $|G|<\infty$, there exists a constant $C$ such that $\int_{G}|f| d x \leq C\|f\|_{X(\Omega)}$ for every $f \in X(\Omega)$.
Given a measurable subset $G$ of $\Omega$, we denote by $\chi_{G}$ the characteristic function of $G$, and we define

$$
\|f\|_{X(G)}=\left\|f \chi_{G}\right\|_{X(\Omega)}
$$

for any measurable function $f$ on $\Omega$.
Moreover, we denote by $X_{\mathrm{loc}}(\Omega)$ the space of measurable functions $f$ in $\Omega$ such that $\|f\|_{X(G)}<\infty$ for every compact set $G \subset \Omega$.

The space $X(\Omega)$ is called a Banach function space if (i) holds with $c=1$. In this case, the functional $\|\cdot\|_{X(\Omega)}$ is actually a norm which renders $X(\Omega)$ a Banach space.

A quasi-normed function space (in particular, a Banach function space) $X(\Omega)$ is called rearrangement invariant if there exists a quasi-normed function space $\bar{X}(0,|\Omega|)$ on the interval $(0,|\Omega|)$, called the representation space of $X(\Omega)$, having the property that

$$
\begin{equation*}
\|f\|_{X(\Omega)}=\left\|f^{*}\right\|_{\bar{X}(0,|\Omega|)} \tag{2.4}
\end{equation*}
$$

for every $f \in X(\Omega)$. Here, and in what follows, any function $f$ on $\Omega$ is understood to be continued by 0 outside $\Omega$. Obviously, if $X(\Omega)$ is a rearrangement invariant quasi-normed space, then

$$
\begin{equation*}
\|f\|_{X(\Omega)}=\|g\|_{X(\Omega)} \quad \text { if } \quad f^{*}=g^{*} \tag{2.5}
\end{equation*}
$$

Note that, for customary spaces $X(\Omega)$, an expression for the quasi-norm $\|\cdot\|_{\bar{X}(0,|\Omega|)}$ is immediately derived from that of $\|\cdot\|_{X(\Omega)}$, via elementary properties of rearrangements. We refer the reader to [7] for a coprehensive treatment of rearrangement invariant spaces.

Theorem 2.3. Let $\alpha, p$ and $n$ be as in Theorem 2.1. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$. Assume that either $\Omega=\mathbb{R}^{n}$ or $|\Omega|<\infty$. Let $X(\Omega)$ and $Y(\Omega)$ be quasi-normed rearrangement invariant spaces. Then the following assertions are equivalent.
(i) There exists a constant $C_{1}$ such that

$$
\begin{equation*}
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{Y(\Omega)} \leq C_{1}\|f\|_{X(\Omega)} \tag{2.6}
\end{equation*}
$$

for every $f \in X(\Omega)$.
(ii) For every $k>0$, there exists a constant $C_{2}$ such that

$$
\begin{equation*}
\left\|\left(\int_{k s}^{|\Omega|} r^{\left(-1+\frac{\alpha}{n}\right) p^{\prime}}\left(\int_{0}^{r} \varphi(\rho) d \rho\right)^{\frac{1}{p-1}} d r\right)^{p-1}\right\|_{\bar{Y}(0,|\Omega|)} \leq C_{2}\|\varphi\|_{\bar{X}(0,|\Omega|)} \tag{2.7}
\end{equation*}
$$

for every nonnegative function $\varphi \in \bar{X}(0,|\Omega|)$.
(iii) For every $k>0$, there exists a constant $C_{3}$ such that

$$
\begin{equation*}
\left\|s^{-1+\frac{\alpha p}{n}} \int_{0}^{k s} \varphi(r) d r\right\|_{\bar{Y}(0,|\Omega|)} \leq C_{3}\|\varphi\|_{\bar{X}(0,|\Omega|)} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\int_{k s}^{|\Omega|} r^{-1+\frac{\alpha p^{\prime}}{n}} \varphi(r)^{\frac{1}{p-1}} d r\right)^{p-1}\right\|_{\bar{Y}(0,|\Omega|)} \leq C_{3}\|\varphi\|_{\bar{X}(0,|\Omega|)} \tag{2.9}
\end{equation*}
$$

for every nonnegative non-increasing function $\varphi \in \bar{X}(0,|\Omega|)$.
The derivation of Theorem 2.3 from Theorem 2.1 is straightforward when $\Omega=$ $\mathbb{R}^{n}$. In this connection, let us just notice that the admissible functions $\varphi$ in (ii) are not necessarily non-increasing, since $\int_{0}^{r} \varphi(\rho) d \rho \leq \int_{0}^{r} \varphi^{*}(\rho) d \rho$ for $r \geq 0$, by the Hardy-Littlewood inequality [7, Chapter 2, Theorem 2.2]. The case when $|\Omega|<\infty$ requires some additional (not difficult) consideration along the same lines as in the proof of [14, Theorems 1.3 and 1.4]. We omit the details for brevity.
Remark 2.4. When $X(\Omega)$ is a rearrangement invariant Banach function space, the constant $k$ can be set equal to 1 (or to any other positive value) in (2.7), (2.8) and (2.9). This is due to the fact that the dilation operator $D_{\delta}: \bar{X}(0,|\Omega|) \rightarrow \bar{X}(0,|\Omega|)$ defined for $\delta>0$ and $\varphi \in \bar{X}(0,|\Omega|)$ as

$$
D_{\delta} \varphi(s)= \begin{cases}\varphi(s \delta) & \text { if } s \delta \in(0,|\Omega|) \\ 0 & \text { otherwise }\end{cases}
$$

is bounded for any rearrangement invariant Banach function space $X(\Omega)$ [7, Chapter 3, Proposition 5.11].
Remark 2.5. Inequality (2.7) implies (2.6) for any measurable set $\Omega \subset \mathbb{R}^{n}$, namely even if $|\Omega|=\infty$ and $\Omega \neq \mathbb{R}^{n}$. Analogously, inequalities (2.8)-(2.9) imply (2.6) for any $\Omega \subset \mathbb{R}^{n}$.

Inequality (2.7) is stronger, in general, than (2.9), since, if $\varphi:(0,|\Omega|) \rightarrow$ $[0, \infty)$ is non-increasing, then

$$
\begin{equation*}
\varphi(s) \leq \frac{1}{s} \int_{0}^{s} \varphi(r) d r \quad \text { for } s>0 \tag{2.10}
\end{equation*}
$$

However, in the special case when the quasi-norm in $X(\Omega)$ fulfils

$$
\begin{equation*}
\left\|\frac{1}{s} \int_{0}^{s} \varphi(r) d r\right\|_{\bar{X}(0,|\Omega|)} \leq C\|\varphi\|_{\bar{X}(0,|\Omega|)} \tag{2.11}
\end{equation*}
$$

for some constant $C$ and for every $\varphi \in \bar{X}(0,|\Omega|)$, inequalities (2.7) and (2.9) turn out to be equivalent. As a consequence, we have the following corollary.

Corollary 2.6. Let $\alpha, p, n, \Omega, X(\Omega)$ and $Y(\Omega)$ be as in Theorem 2.3. Assume, in addition, that $X(\Omega)$ fulfils (2.11). Then (2.6) is equivalent to (2.9).

Note that the rearrangement invariant Banach function spaces $X(\Omega)$ making inequality (2.11) true can be characterized in terms of their upper Boyd index $I(X) \in[0,1]$, defined by

$$
I(X)=\lim _{\delta \rightarrow 0} \frac{\log \left\|D_{\delta}\right\|}{\log (1 / \delta)}
$$

where $\left\|D_{\delta}\right\|$ is the norm of $D_{\delta}$. Indeed, inequality (2.11) holds if and only if $I(X)<$ 1 [7, Theorem 5.15].

Our approach to Theorem 2.1 relies upon results from interpolation theory, and is related to arguments from $[16,23]$. We begin by recalling a few facts from this theory to be used in what follows.

Let $\left(X_{1}(\Omega), X_{2}(\Omega)\right)$ be a couple of quasi-normed function spaces. Their $K-$ functional is defined for $f \in X_{1}(\Omega)+X_{2}(\Omega)$ as

$$
K\left(s, f ; X_{1}, X_{2}\right)=\inf _{f=f_{1}+f_{2}}\left(\left\|f_{1}\right\|_{X_{1}(\Omega)}+s\left\|f_{2}\right\|_{X_{2}(\Omega)}\right) \quad \text { for } s>0
$$

An operator $T$ defined on a linear space of measurable functions on $\Omega$, and taking values into the space of measurable functions in $\Omega$, is called quasi-linear if there exists a constant $c$ such that, for every $f$ and $g$ in the domain of $T$ and every $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
|T(\lambda f)|=|\lambda||T f| \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
|T(f+g)| \leq c(|T f|+|T g|) . \tag{2.13}
\end{equation*}
$$

The following result is basic in the theory of real interpolation for linear operators. We state and prove it in a slightly more general form needed for our purposes.

Proposition 2.7. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$ and let $T$ be a quasi-linear operator defined on a linear space of measurable functions on $\Omega$. Let $X_{i}(\Omega)$ and $Y_{i}(\Omega), i=1,2$, be quasi-normed function spaces on $\Omega$. Assume that

$$
\begin{equation*}
T: X_{i}(\Omega) \rightarrow Y_{i}(\Omega) \tag{2.14}
\end{equation*}
$$

with norms $N_{i}, i=1,2$, where the arrow " $\rightarrow$ " denotes a bounded operator. Then, for every $f \in X_{1}(\Omega)+X_{2}(\Omega)$,

$$
\begin{equation*}
K\left(T f, s ; Y_{1}, Y_{2}\right) \leq c N_{1} K\left(f, s N_{2} / N_{1} ; X_{1}, X_{2}\right) \quad \text { for } s>0 \tag{2.15}
\end{equation*}
$$

where $c$ is the constant appearing in (2.13).

Proof. We preliminarily observe that, if $h, g \in Y_{1}(\Omega)+Y_{2}(\Omega)$ and $|h| \leq|g|$ a.e. in $\Omega$, then

$$
\begin{equation*}
K\left(h, s ; Y_{1}, Y_{2}\right) \leq K\left(g, s ; Y_{1}, Y_{2}\right) \tag{2.16}
\end{equation*}
$$

To verify (2.16), consider any decomposition $g=g_{1}+g_{2}$ with $g_{i} \in Y_{i}(\Omega), i=1,2$, of $g$. Set $h_{i}=\frac{h}{g} g_{i}, i=1,2$. Then $h=h_{1}+h_{2}$ is a decomposition of $h$, and

$$
\begin{equation*}
K\left(h, s ; Y_{1}, Y_{2}\right) \leq\left\|\frac{h}{g} g_{1}\right\|_{Y_{1}(\Omega)}+s\left\|\frac{h}{g} g_{2}\right\|_{Y_{2}(\Omega)} \leq\left\|g_{1}\right\|_{Y_{1}(\Omega)}+s\left\|g_{2}\right\|_{Y_{2}(\Omega)} \tag{2.17}
\end{equation*}
$$

Inequality (2.16) is a consequence of (2.17) and of the arbitrariness of the decomposition of $g$. Now, let $f=f_{1}+f_{2}$, with $f_{i} \in X_{i}(\Omega), i=1,2$, be a decomposition of $f$. Owing to (2.13), $|T f| \leq c\left(\left|T f_{1}\right|+\left|T f_{2}\right|\right)$. Thus, by (2.16),

$$
\begin{aligned}
K\left(T f, s ; Y_{1}, Y_{2}\right) & \leq K\left(c\left|T f_{1}\right|+c\left|T f_{2}\right|, s ; Y_{1}, Y_{2}\right) \leq c\left\|T f_{1}\right\|_{Y_{1}(\Omega)}+c s\left\|T f_{2}\right\|_{Y_{2}(\Omega)} \\
& \leq c N_{1}\left\|f_{1}\right\|_{X_{1}(\Omega)}+\operatorname{cs} N_{2}\left\|f_{2}\right\|_{X_{2}(\Omega)} \\
& =c N_{1}\left(\left\|f_{1}\right\|_{X_{1}(\Omega)}+s \frac{N_{2}}{N_{1}}\left\|f_{2}\right\|_{X_{2}(\Omega)}\right) \text { for } s>0
\end{aligned}
$$

Hence, inequality (2.15) follows, thanks to the arbitrariness of the decomposition of $f$.

Proposition 2.7 will be applied to the case when $T=\left(\mathbf{V}_{\alpha, p}\right)^{p-1}$, and the quasinormed function spaces $X_{i}(\Omega)$ and $Y_{i}(\Omega)$ are Lorentz spaces. Recall that, if either $\sigma \in(1, \infty]$ and $\varrho \in(0, \infty]$, or $\sigma=1$ and $\varrho \in(0,1]$, the Lorentz space $L^{\sigma, \varrho}(\Omega)$ is defined as the set of all measurable functions $f$ on $\Omega$ for which the expression

$$
\begin{equation*}
\|f\|_{L^{\sigma, \varrho}(\Omega)}=\left\|s^{\frac{1}{\sigma}-\frac{1}{\varrho}} f^{*}(s)\right\|_{L^{\varrho}(0,|\Omega|)} \tag{2.18}
\end{equation*}
$$

is finite. In particular,

$$
L^{\sigma, \sigma}(\Omega)=L^{\sigma}(\Omega)
$$

for every $\sigma \in[1, \infty]$. Moreover, $L^{\sigma, \varrho_{1}}(\Omega) \varsubsetneqq L^{\sigma, \varrho_{2}}(\Omega)$ if $\varrho_{1}<\varrho_{2}$, and if $|\Omega|<\infty$, $L_{\text {loc }}^{\sigma_{1}, \varrho_{1}}(\Omega) \varsubsetneqq L_{\text {loc }}^{\sigma_{2}, \varrho_{2}}(\Omega)$ if $\sigma_{1}>\sigma_{2}$ and $\varrho_{1}, \varrho_{2}$ are admissible exponents in $(0, \infty)$.

If $\sigma>1$, then

$$
\begin{equation*}
\left\|s^{\frac{1}{\sigma}-\frac{1}{\varrho}} f^{*}(s)\right\|_{L^{\varrho}(0,|\Omega|)} \approx\left\|s^{\frac{1}{\sigma}-\frac{1}{\varrho}} f^{* *}(s)\right\|_{L^{\varrho}(0,|\Omega|)} \tag{2.19}
\end{equation*}
$$

up to multiplicative constants depending on $\sigma$ and $\varrho$. Thus, in particular, the space $L^{\sigma, \varrho}(\Omega)$ fulfils (2.11) when $\sigma>1$. Moreover, if either $\sigma>1$ and $\varrho \in[1, \infty]$, or $\sigma=\varrho=1$, then $L^{\sigma, \varrho}(\Omega)$ is in fact a Banach function space, up to equivalent norms.

The endpoint Lorentz spaces to be used in our application of the $K$-functional to $\left(\mathbf{V}_{\alpha, p}\right)^{p-1}$ are dictated by related endpoint boundedness properties of the linear Riesz potential $\mathbf{I}_{\alpha}$ in Lorentz spaces. The relevant properties are well-known when Lorentz spaces which are Banach function spaces are involved. In the following Proposition 2.8 the case of quasi-normed Lorentz spaces is included.

Proposition 2.8. Let $0<\alpha<n$.
(i) If $1<\sigma<\frac{n}{\alpha}$ and $0<\varrho \leq \infty$, then

$$
\begin{equation*}
\mathbf{I}_{\alpha}: L^{\sigma, \varrho}\left(\mathbb{R}^{n}\right) \rightarrow L^{\frac{\sigma n}{n-\alpha \sigma}, \varrho}\left(\mathbb{R}^{n}\right) \tag{2.20}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\mathbf{I}_{\alpha}: L^{1}\left(\mathbb{R}^{n}\right) \rightarrow L^{\frac{n}{n-\alpha}, \infty}\left(\mathbb{R}^{n}\right) \tag{2.21}
\end{equation*}
$$

(iii)

$$
\begin{equation*}
\mathbf{I}_{\alpha}: L^{\frac{n}{\alpha}, 1}\left(\mathbb{R}^{n}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.22}
\end{equation*}
$$

Proof. By (1.3) and (2.19), Part (i) is reduced to the Hardy-type inequality

$$
\begin{equation*}
\left\|s^{\frac{n-\alpha \sigma}{n \sigma}-\frac{1}{\varrho}} \int_{s}^{\infty} r^{-1+\frac{\alpha}{n}} f^{* *}(r) d r\right\|_{L^{\varrho}(0, \infty)} \leq C\left\|s^{\frac{1}{\sigma}-\frac{1}{\varrho}} f^{* *}(s)\right\|_{L^{\varrho}(0, \infty)} \tag{2.23}
\end{equation*}
$$

for some constant $C=C(\alpha, n, \sigma, \varrho)$ and for every $f \in L^{\sigma, \varrho}\left(\mathbb{R}^{n}\right)$. Inequality (2.23) follows via a classical weighted Hardy type inequality if $\varrho \geq 1$ ( [29, Chapter 1]), and via a weighted Hardy type inequality for non-increasing functions if $0<\varrho<1$ [10].

As for (ii), we have that

$$
\begin{align*}
\left\|\mathbf{I}_{\alpha} f\right\|_{L^{\frac{n}{n-\alpha}}, \infty}\left(\mathbb{R}^{n}\right) & \leq C \sup _{s>0} s^{1-\frac{\alpha}{n}} \int_{s}^{\infty} r^{-1+\frac{\alpha}{n}} f^{* *}(r) d r  \tag{2.24}\\
& \leq\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)} \sup _{s>0} s^{1-\frac{\alpha}{n}} \int_{s}^{\infty} r^{-2+\frac{\alpha}{n}} d r=C^{\prime}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}
\end{align*}
$$

for some constants $C=C(\alpha, n)$ and $C^{\prime}=C^{\prime}(\alpha, n)$, and for every $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Finally, Part (iii) is a consequence of the chain

$$
\begin{align*}
\left\|\mathbf{I}_{\alpha} f\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} & \leq C \int_{0}^{\infty} r^{-1+\frac{\alpha}{n}} f^{* *}(r) d r  \tag{2.25}\\
& =\int_{0}^{\infty} f^{*}(\rho) \int_{\rho}^{\infty} r^{-2+\frac{\alpha}{n}} d r d \rho=C^{\prime}\|f\|_{L^{\frac{n}{\alpha}, 1}\left(\mathbb{R}^{n}\right)}
\end{align*}
$$

for some constants $C=C(\alpha, n)$ and $C^{\prime}=C^{\prime}(\alpha, n)$, and for every $f \in L^{\frac{n}{\alpha}, 1}\left(\mathbb{R}^{n}\right)$. Our last preliminary result is a characterization of the space $L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$.

Lemma 2.9. Let $\alpha, p$ and $n$ be as in Theorem 2.1. Then $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$ if and only if

$$
\begin{equation*}
\int_{0}^{1} f^{*}(s) d s+\int_{1}^{\infty} s^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(s)^{\frac{1}{p-1}} d s<\infty \tag{2.26}
\end{equation*}
$$

Proof. Assume that (2.26) holds. Consider the decomposition $f=f_{1}+f_{2}$, where $f_{2}=\min \left\{|f|, f^{*}(1)\right\} \operatorname{sign}(f)$. Since $f_{2}^{*}(s)=\min \left\{f^{*}(s), f^{*}(1)\right\}$, we have that

$$
\left\|f_{2}\right\|_{L^{\frac{n}{\alpha p} \cdot \frac{1}{p-1}} \frac{\left.\frac{1}{\mathbb{R}^{n}}\right)}{\frac{1}{p-1}}=f^{*}(1)^{\frac{1}{p-1}} \int_{0}^{1} s^{-1+\frac{\alpha p^{\prime}}{n}} d s+\int_{1}^{\infty} s^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(s)^{\frac{1}{p-1}} d s<\infty . . . . . .}
$$

On the other hand,

$$
\left\|f_{1}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=\int_{0}^{1} f^{*}(s) d s-f^{*}(1)<\infty
$$

Hence, $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$.
Conversely, assume that $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$. Hence, $f=f_{1}+f_{2}$ with $f_{1} \in L^{1}\left(\mathbb{R}^{n}\right)$ and $f_{2} \in L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$. The former membership implies that

$$
\begin{equation*}
\int_{0}^{1} f_{1}^{*}(s) d s<\infty \tag{2.27}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\int_{0}^{1} f_{2}^{*}(s) d s<\infty \tag{2.28}
\end{equation*}
$$

by property (v) of the definition of quasi-normed space, since $\left|\left\{f_{2}>f_{2}^{*}(1)\right\}\right|<\infty$. On the other hand,

$$
\begin{equation*}
\int_{1}^{\infty} s^{-1+\frac{\alpha p^{\prime}}{n}} f_{2}^{*}(s)^{\frac{1}{p-1}} d s<\infty \tag{2.29}
\end{equation*}
$$

inasmuch as $f_{2} \in L^{\frac{n}{\alpha,}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$. Moreover, since $\int_{1}^{\infty} f_{1}^{*}(s)<\infty$ and $f_{1}^{*}$ is nonincreasing, there exists a constant $c$ such that $f_{1}^{*}(s) \leq \frac{c}{s}$ for $s \geq 1$. Consequently,

$$
\begin{equation*}
\int_{1}^{\infty} s^{-1+\frac{\alpha p^{\prime}}{n}} f_{1}^{*}(s)^{\frac{1}{p-1}} d s<\infty \tag{2.30}
\end{equation*}
$$

since $\alpha<\frac{n}{p}$. A property of rearrangements implies that $\left(f_{1}+f_{2}\right)^{*}(s) \leq f_{1}^{*}(s / 2)+$ $f_{2}^{*}(s / 2)$ for $s>0$. Hence, (2.26) follows via (2.27)-(2.30).

We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. The operator $\left(\mathbf{V}_{\alpha, p}\right)^{p-1}$ is clearly quasi-linear, with constant $c$ in (2.13) depending on $p$. We claim that

$$
\begin{equation*}
\left(\mathbf{V}_{\alpha, p}\right)^{p-1}: L^{1}\left(\mathbb{R}^{n}\right) \rightarrow L^{\frac{n}{n-\alpha p}, \infty}\left(\mathbb{R}^{n}\right) \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{V}_{\alpha, p}\right)^{p-1}: L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.32}
\end{equation*}
$$

Indeed, there exist constants $C=C(\alpha, p, n)$ and $C^{\prime}=C^{\prime}(\alpha, p, n)$ such that

$$
\begin{align*}
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{L^{\frac{n}{n-\alpha p}, \infty}\left(\mathbb{R}^{n}\right)} & =\left\|\mathbf{I}_{\alpha}\left(\mathbf{I}_{\alpha}|f|\right)^{\frac{1}{p-1}}\right\|_{L^{\frac{n(p-1)}{n-\alpha p}, \infty}\left(\mathbb{R}^{n}\right)}^{p-1} \\
& \leq C\left\|\left(\mathbf{I}_{\alpha}|f|\right)^{\frac{1}{p-1}}\right\|_{L^{\frac{n(p-1)}{n-\alpha}, \infty}}^{\left(\mathbb{R}^{n}\right)}  \tag{2.33}\\
& =C\left\|\mathbf{I}_{\alpha}|f|\right\|_{L^{\frac{n}{n-\alpha}, \infty}\left(\mathbb{R}^{n}\right)} \leq C^{\prime}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}
\end{align*}
$$

for every $f \in L^{1}\left(\mathbb{R}^{n}\right)$, where the first inequality holds by (2.20) and the last one by (2.21). Hence, (2.31) follows. As for (2.32), it is a consequence of the following chain:

$$
\begin{align*}
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} & =\left\|\mathbf{I}_{\alpha}\left(\mathbf{I}_{\alpha}|f|\right)^{\frac{1}{p-1}}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{p-1} \\
& \leq C\left\|\left(\mathbf{I}_{\alpha}|f|\right)^{\frac{1}{p-1}}\right\|_{L^{\frac{n}{\alpha}, 1}\left(\mathbb{R}^{n}\right)}^{p-1}  \tag{2.34}\\
& =C\left\|\mathbf{I}_{\alpha}|f|\right\|_{L^{\frac{n}{\alpha(p-1)}}, \frac{1}{p-1}\left(\mathbb{R}^{n}\right)} \\
& \leq C^{\prime}\|f\|_{L^{\frac{n}{\alpha p}}, \frac{1}{p-1}\left(\mathbb{R}^{n}\right)},
\end{align*}
$$

which holds for some constants $C=C(\alpha, p, n)$ and $C^{\prime}=C^{\prime}(\alpha, p, n)$ and for every $f \in L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$. Note that the first inequality holds in (2.34) owing to (2.22), whereas the second one is due to (2.20). The idea is now to exploit Proposition 2.7 and derive the rearrangement estimate (2.1) from (2.31) and (2.32). To this purpose, we need expressions for the K-functionals of the couples $\left(L^{1}\left(\mathbb{R}^{n}\right)\right.$, $\left.L^{\frac{n}{\alpha,}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)\right)$ and $\left(L^{\frac{n}{n-\alpha p}}, \infty\left(\mathbb{R}^{n}\right), L^{\infty}\left(\mathbb{R}^{n}\right)\right)$. These follow (up to multiplicative constants) from results of [22]. Actually, [22, Theorem 4.2] tells us that, if $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{align*}
& K\left(f, s ; L^{1}\left(\mathbb{R}^{n}\right), L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)\right) \\
& \approx \int_{0}^{s^{\frac{n}{n-\alpha p}}} f^{*}(r) d r+s\left(\int_{s^{\frac{n}{n-\alpha p}}}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(r)^{\frac{1}{p-1}} d r\right)^{p-1} \quad \text { for } s>0 \tag{2.35}
\end{align*}
$$

with equivalence constants depending on $\alpha, p$ and $n$. Moreover, by [22, Equation (4.8)], we have that, if $g \in L^{\frac{n}{n-\alpha p}, \infty}\left(\mathbb{R}^{n}\right)+L^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
K\left(g, s ; L^{\frac{n}{n-\alpha p}, \infty}\left(\mathbb{R}^{n}\right), L^{\infty}\left(\mathbb{R}^{n}\right)\right) \approx\left\|r^{1-\frac{\alpha p}{n}} g^{*}(r)\right\|_{L^{\infty}\left(0, s^{\frac{n}{n-\alpha p}}\right)} \quad \text { for } s>0 \tag{2.36}
\end{equation*}
$$

with equivalence constants depending on $\alpha, p$ and $n$.

If $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p} \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$, then by Proposition 2.7 and equations (2.35) and (2.36) we deduce that a constant $C=C(\alpha, p, n)$ exists such that

$$
\begin{align*}
& s^{1-\frac{\alpha p}{n}}\left(\mathbf{V}_{\alpha, p} f\right)^{*}(s) \leq\left\|r^{1-\frac{\alpha p}{n}}\left(\mathbf{V}_{\alpha, p} f\right)^{*}(r)\right\|_{L^{\infty}(0, s)} \\
& \quad \leq C\left[N_{1} \int_{0}^{k s} f^{*}(r) d r+N_{2} s^{1-\frac{\alpha p}{n}}\left(\int_{k s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(r)^{\frac{1}{p-1}} d r\right)^{p-1}\right] \text { for } s>0 \tag{2.37}
\end{align*}
$$

where $k=\left(N_{2} / N_{1}\right)^{\frac{n}{n-\alpha p}}$. Note that

$$
\begin{align*}
& \left(\int_{s}^{\infty}\left(r^{\left(-1+\frac{\alpha}{n}\right) p} \int_{0}^{r} f^{*}(\rho) d \rho\right)^{\frac{1}{p-1}} d r\right)^{p-1} \\
& \quad \geq\left(\int_{0}^{s} f^{*}(\rho) d \rho\right)\left(\int_{s}^{\infty} r^{\left(-1+\frac{\alpha}{n}\right) p^{\prime}} d r\right)^{p-1}  \tag{2.38}\\
& \quad=C s^{-1+\frac{\alpha p}{n}} \int_{0}^{s} f^{*}(\rho) d \rho \quad \text { for } s>0
\end{align*}
$$

for some positive constant $C=C(\alpha, p, n)$. Also, since $f^{*}$ is non-increasing, by (2.10)

$$
\begin{align*}
& \left(\int_{s}^{\infty}\left(r^{\left(-1+\frac{\alpha}{n}\right) p} \int_{0}^{r} f^{*}(\rho) d \rho\right)^{\frac{1}{p-1}} d r\right)^{p-1}  \tag{2.39}\\
& \quad \geq\left(\int_{s}^{\infty} r^{-1+\frac{\alpha p^{\prime}}{n}} f^{*}(r)^{\frac{1}{p-1}} d r\right)^{p-1} \quad \text { for } s>0
\end{align*}
$$

Inequality (2.1) follows from (2.37)-(2.39).
In the case when $f \notin L^{1}\left(\mathbb{R}^{n}\right)+L^{\frac{n}{\alpha p}, \frac{1}{p-1}}\left(\mathbb{R}^{n}\right)$, by Lemma 2.9 and (2.38)-(2.39), the right-hand side of (2.1) is identically infinite, and hence (2.1) holds trivially.

We next establish the lower bound (2.2) for functions $f$ having the form $f(x)=$ $f^{*}\left(\omega_{n}|x|^{n}\right)$ for $x \in \mathbb{R}^{n}$. Here, $\omega_{n}$ denotes the Lebesgue norm of the unit ball in $\mathbb{R}^{n}$. We assume that $k=1$, the general case being analogous. Since $|x-y| \leq|x|+|y|$ for $x, y \in \mathbb{R}^{n}$, one has that

$$
\begin{align*}
& \mathbf{I}_{\alpha} f(x) \geq 2^{\alpha-n}\left(\int_{|y|<|x|} \frac{f(y)}{|x|^{n-\alpha}} d y+\int_{|y| \geq|x|} \frac{f(y)}{|y|^{n-\alpha}} d y\right) \\
& =\omega_{n}^{1-\frac{\alpha}{n}} 2^{\alpha-n}\left(|x|^{\alpha-n} \int_{0}^{\omega_{n}|x|^{n}} f^{*}(s) d s+\int_{\omega_{n}|x|^{n}}^{\infty} s^{-1+\frac{\alpha}{n}} f^{*}(s) d s\right) \text { for } x \in \mathbb{R}^{n} . \tag{2.40}
\end{align*}
$$

Since the rightmost side of (2.40) is a radially decreasing function, an iteration of this estimate yields

$$
\begin{align*}
\mathbf{V}_{\alpha, p} f(x) \geq & C\left[|x|^{\alpha-n} \int_{0}^{\omega_{n}|x|^{n}}\left(r^{-1+\frac{\alpha}{n}} \int_{0}^{r} f^{*}(\rho) d \rho+\int_{r}^{\infty} \rho^{-1+\frac{\alpha}{n}} f^{*}(\rho) d \rho\right)^{\frac{1}{p-1}} d r\right. \\
& \left.+\int_{\omega_{n}|x|^{n}}^{\infty} r^{-1+\frac{\alpha}{n}}\left(r^{-1+\frac{\alpha}{n}} \int_{0}^{r} f^{*}(\rho) d \rho+\int_{r}^{\infty} \rho^{-1+\frac{\alpha}{n}} f^{*}(\rho) d \rho\right)^{\frac{1}{p-1}} d r\right]  \tag{2.41}\\
\geq & C \int_{\omega_{n}|x|^{n}}^{\infty}\left(r^{\left(-1+\frac{\alpha}{n}\right) p} \int_{0}^{r} f^{*}(\rho) d \rho\right)^{\frac{1}{p-1}} d r \quad \text { for } x \in \mathbb{R}^{n},
\end{align*}
$$

for some positive constant $C=C(\alpha, p, n)$. Hence (2.2) follows.

## 3. Boundedness of potentials in Orlicz and Lorentz spaces

The Lebesgue spaces are probably the most classical instance of rearrangement invariant spaces. The Lorentz spaces and the Orlicz spaces provide generalizations of the Lebesgue spaces in different directions. In the present section we discuss boundedness properties of nonlinear potentials in these spaces.

We begin with the Lorentz spaces. Besides the standard Lorentz spaces, whose definition is recalled in Section 2, the Lorentz-Zygmund spaces, a further generalization of them, will come into play in certain borderline situations.

If $|\Omega|<\infty$, and either $\sigma \in(1, \infty], \varrho \in(0, \infty], \beta \in \mathbb{R}$, or $\sigma=1, \varrho \in(0,1]$, $\beta \in[0, \infty)$, the Lorentz-Zygmund space $L^{\sigma, \varrho}(\log L)^{\beta}(\Omega)$ is defined as the set of all measurable functions $f$ on $\Omega$ making the expression

$$
\begin{equation*}
\|f\|_{L^{\sigma, \varrho}(\log L)^{\beta}(\Omega)}=\left\|s^{\frac{1}{\sigma}-\frac{1}{\varrho}}(1+\log (|\Omega| / s))^{\beta} f^{*}(s)\right\|_{L^{\varrho}(0,|\Omega|)} \tag{3.1}
\end{equation*}
$$

finite. If $\varrho \geq 1$ and the weight multiplying $f^{*}(s)$ on the right-hand side of (3.1) is non-increasing, then the functional $\|f\|_{L^{\sigma, \varrho}(\log L)^{\beta}(\Omega)}$ is actually a norm, and $L^{\sigma, \varrho}(\log L)^{\beta}(\Omega)$ is a rearrangement invariant Banach function space equipped with this norm. Otherwise, this functional is only a quasi-norm. For certain values of the parameters $\sigma, \varrho$ and $\beta$, it is however equivalent to a rearrangement invariant norm obtained on replacing $f^{*}$ by $f^{* *}$ in the definition, up to equivalent constants. We refer to [34] for a comprehensive picture on this topic.

Theorem 3.1. Let $\alpha, p$ and $n$ be as in Theorem 2.1. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$.
(i) If $0<\varrho \leq \infty$ and $1<\sigma<\frac{n}{\alpha p}$, then there exists a constant $C=C(\alpha, p, n, \sigma, \varrho)$ such that

$$
\begin{equation*}
\left\|\mathbf{V}_{\alpha, p} f\right\|_{L^{\frac{\sigma n(p-1)}{n-\sigma \alpha p}, \varrho(p-1)}(\Omega)} \leq C\|f\|_{L^{\sigma, e}(\Omega)}^{\frac{1}{p-1}} \tag{3.2}
\end{equation*}
$$

for every $f \in L^{\sigma, \varrho}(\Omega)$.
(ii) If $\sigma=1$ and $0<\varrho \leq 1$, then there exists a constant $C=C(\alpha, p, n, \varrho)$ such that

$$
\begin{equation*}
\left\|\mathbf{V}_{\alpha, p} f\right\|_{L^{\frac{n(p-1)}{n-\alpha p}, \infty}(\Omega)} \leq C\|f\|_{L^{1, \varrho}(\Omega)}^{\frac{1}{p-1}} \tag{3.3}
\end{equation*}
$$

for every $f \in L^{1, \varrho}(\Omega)$.
(iii) If $|\Omega|<\infty$ and $\varrho>\frac{1}{p-1}$, then there exists a constant $C=C(\alpha, p, n, \varrho,|\Omega|)$ such that

$$
\begin{equation*}
\left\|\mathbf{V}_{\alpha, p} f\right\|_{L^{\infty, \varrho(p-1)}(\log L)^{-1}(\Omega)} \leq C\|f\|_{L^{\frac{n}{\alpha p}, \varrho}(\Omega)}^{\frac{1}{p-1}} \tag{3.4}
\end{equation*}
$$

for every $f \in L^{\frac{n}{\alpha p}, \varrho}(\Omega)$.
(iv) If $\sigma=\frac{n}{\alpha p}$ and $\varrho \leq \frac{1}{p-1}$, then there exists a constant $C=C(\alpha, n, p)$ such that

$$
\begin{equation*}
\left\|\mathbf{V}_{\alpha, p} f\right\|_{L^{\infty}(\Omega)} \leq C\|f\|_{L^{\frac{n}{\alpha p}, \varrho}(\Omega)}^{\frac{1}{p-1}} \tag{3.5}
\end{equation*}
$$

for every $f \in L^{\frac{n}{\alpha p}, \varrho}(\Omega)$.
Part (i) of Theorem 3.1 follows quite easily from Theorem 2.3, Corollary 2.6 and Remark 2.5, owing to a classical weighted Hardy type inequality ([29, Chapter 1]) if $\varrho \geq \frac{1}{p-1}$, and to a weighted Hardy type inequality for non-increasing functions if $0<\varrho<\frac{1}{p-1}$ ([10]). The proof of Part (iii) also relies upon a classical weighted Hardy inequality. Parts (ii) and (iv) can be derived from an analogous argument as in the proof of Proposition 2.8. We omit the details for brevity.

We now focus on the boundedness of $\mathbf{V}_{\alpha, p}$, or more precisely of $\left(\mathbf{V}_{\alpha, p}\right)^{p-1}$, in Orlicz spaces. A Young function $A:[0, \infty) \rightarrow[0, \infty]$ is a convex function, vanishing at 0 , which is neither identically equal to 0 , nor to $\infty$. With any Young function $A$ it is associated the Orlicz space $L^{A}(\Omega)$, namely the rearrangement invariant space of those measurable functions $f$ on $\Omega$ such that the Luxemburg norm

$$
\|f\|_{L^{A}(\Omega)}=\inf \left\{\lambda>0: \int_{\Omega} A\left(\frac{|f(x)|}{\lambda}\right) d x \leq 1\right\}
$$

is finite.
Two Young functions $A$ and $B$ are said to be equivalent near infinity if positive constants $c_{1}, c_{2}$ and $t_{0}$ exist such that

$$
\begin{equation*}
A\left(c_{1} t\right) \leq B(t) \leq A\left(c_{2} t\right) \quad \text { for } t \geq t_{0} \tag{3.6}
\end{equation*}
$$

If $|\Omega|<\infty$, then

$$
\begin{align*}
& L^{A}(\Omega)=L^{B}(\Omega) \quad \text { (up to equivalent norms) if and only if }  \tag{3.7}\\
& A \text { and } B \text { are equivalent near infinity. }
\end{align*}
$$

Let $A$ and $B$ be Young functions, and let $0<\alpha<\frac{n}{p}$. We define the functions $E_{\alpha, p}$ and $F_{\alpha, p}:[0, \infty) \rightarrow[0, \infty]$ as

$$
E_{\alpha, p}(t)= \begin{cases}\left(\int_{0}^{t}\left(\frac{\tau^{\frac{1}{p-1}-1+\frac{\alpha p^{\prime}}{n}}}{A(\tau)^{\frac{\alpha p^{\prime}}{n}}}\right)^{\frac{n}{n-\alpha p^{\prime}}} d \tau\right)^{p-1-\frac{\alpha p}{n}} & \text { if } \alpha p^{\prime}<n  \tag{3.8}\\ \sup _{\tau \in(0, t)} \frac{\tau}{A(\tau)^{\frac{\alpha p}{n}}} & \text { if } \alpha p^{\prime} \geq n\end{cases}
$$

and

$$
\begin{equation*}
F_{\alpha, p}(t)=\left(\int_{0}^{t} \frac{B(\tau)}{\tau^{1+\frac{n}{n-\alpha p}}} d \tau\right)^{\frac{n-\alpha p}{n}} \tag{3.9}
\end{equation*}
$$

for $t \geq 0$. Our discussion of the boundedness properties of the operator $\left(\mathbf{V}_{\alpha, p}\right)^{p-1}$ in Orlicz spaces involves the functions $E_{\alpha, p}$ and $F_{\alpha, p}$, and is the content of the next theorem. Analogous results for $\mathbf{I}_{\alpha}$ can be found in [12] (see also [13] for an alternate approach).

Theorem 3.2. Let $\alpha, p$ and $n$ be as in Theorem 2.1. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$. Assume that $A$ and $B$ are Young functions such that the function $E_{\alpha, p}$ defined by (3.8) is finite-valued, and there exists $\gamma>0$ such that

$$
\begin{equation*}
F_{\alpha, p}\left(\frac{E_{\alpha, p}(t)}{\gamma}\right) \leq \gamma \frac{A(t)}{t} \quad \text { for } t>0 \tag{3.10}
\end{equation*}
$$

Then there exists a constant $C=C(\alpha, p, n, \gamma)$ such that

$$
\begin{equation*}
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{L^{B}(\Omega)} \leq C\|f\|_{L^{A}(\Omega)} \tag{3.11}
\end{equation*}
$$

for every $f \in L^{A}(\Omega)$.
In particular, if $|\Omega|<\infty$, then inequality (3.11) holds even if (3.10) is just fulfilled for $t \geq t_{0}$ for some $t_{0}>0$ and with $A$ replaced, if necessary, by an equivalent Young function near infinity making $E_{\alpha, p}$ finite. In this case, the constant $C$ in (3.11) depends also on $A$.

Example 3.3. Assume that $|\Omega|<\infty$ and that

$$
A(t) \approx t^{q}(\log t)^{\beta}
$$

near infinity, where either $q>1$ and $\beta \in \mathbb{R}$, or $q=1$ and $\beta \geq 0$. An application of Theorem 3.2 tells us that

$$
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{L^{B}(\Omega)} \leq C\|f\|_{L^{A}(\Omega)}
$$

for every $f \in L^{A}(\Omega)$, where

$$
B(t) \approx \begin{cases}t^{\frac{n}{n-\alpha p}}(\log t)^{\frac{n \beta}{n-\alpha p}-1} & \text { if } q=1 \text { and } \beta \geq 0, \\ t^{\frac{n q}{n-\alpha p q}}(\log t)^{\frac{n \beta}{n-\alpha p q}} & 1<q<\frac{n}{\alpha p} \text { and } \beta \in \mathbb{R}, \\ e^{t^{\frac{n}{n(p-1)-\alpha(\beta+1) p}}} & \text { if } q=\frac{n}{\alpha p}, \frac{n}{\alpha p^{\prime}}>1 \text { and } \beta<\frac{n}{\alpha p^{\prime}}-1, \\ e^{e^{\frac{n}{n(p-1)-\alpha p}}} & \text { if } q=\frac{n}{\alpha p}, \frac{n}{\alpha p^{\prime}}>1 \text { and } \beta=\frac{n}{\alpha p^{\prime}}-1, \\ e^{t^{-\frac{n}{\alpha \beta p}}} & \text { if } q=\frac{n}{\alpha p}, \frac{n}{\alpha p^{\prime}} \leq 1 \text { and } \beta<0,\end{cases}
$$

near infinity. In the remaining cases, namely if either $q>\frac{n}{\alpha p}$ and $\beta \in \mathbb{R}$, or $q=\frac{n}{\alpha p}, \frac{n}{\alpha p^{\prime}}>1$ and $\beta>\frac{n}{\alpha p^{\prime}}-1$, or $q=\frac{n}{\alpha p}, \frac{n}{\alpha p^{\prime}} \leq 1$ and $\beta \geq 0$, then

$$
\left\|\left(\mathbf{V}_{\alpha, p} f\right)^{p-1}\right\|_{L^{\infty}(\Omega)} \leq C\|f\|_{L^{A}(\Omega)}
$$

for every $f \in L^{A}(\Omega)$.
The proof of Theorem 3.2 relies upon a special case of the interpolation result contained in Theorem 3.4 below. In analogy with (3.8) and (3.9), its statement involves the functions $E, F:[0, \infty) \rightarrow[0, \infty]$ associated with $\sigma \in(1, \infty)$, $\varrho \in(0, \infty)$ and with the Young functions $A$ and $B$ as

$$
E(t)= \begin{cases}\left(\int_{0}^{t}\left(\frac{\tau^{\varrho-1+\frac{\varrho}{\sigma}}}{A(\tau)^{\frac{\varrho}{\sigma}}}\right)^{\frac{\sigma}{\sigma-\varrho}} d \tau\right)^{\frac{1}{\varrho}-\frac{1}{\sigma}} & \text { if } \varrho<\sigma  \tag{3.12}\\ \sup _{\tau \in(0, t)} \frac{\tau}{A(\tau)^{\frac{1}{\sigma}}} & \text { if } \varrho \geq \sigma\end{cases}
$$

and

$$
\begin{equation*}
F(t)=\left(\int_{0}^{t} \frac{B(\tau)}{\tau^{1+\sigma^{\prime}}} d \tau\right)^{\frac{1}{\sigma^{\prime}}} \tag{3.13}
\end{equation*}
$$

for $t \geq 0$.
Theorem 3.4. Let $1<\sigma<\infty, 0<\varrho<\infty$ and let $A$ and $B$ be Young functions. Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$. Assume that the function $E$ defined by (3.12) is finite-valued for $t>0$, and there exists a constant $\gamma>0$ such that

$$
\begin{equation*}
F\left(\frac{E(t)}{\gamma}\right) \leq \gamma \frac{A(t)}{t} \quad \text { for } t>0 \tag{3.14}
\end{equation*}
$$

Then $L^{A}(\Omega) \subset L^{1}(\Omega)+L^{\sigma, \varrho}(\Omega)$. Moreover, if $T$ is a quasi-linear operator such that

$$
\begin{equation*}
T: L^{1}(\Omega) \rightarrow L^{\sigma^{\prime}, \infty}(\Omega) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
T: L^{\sigma, \varrho}(\Omega) \rightarrow L^{\infty}(\Omega) \tag{3.16}
\end{equation*}
$$

then

$$
\begin{equation*}
T: L^{A}(\Omega) \rightarrow L^{B}(\Omega) \tag{3.17}
\end{equation*}
$$

The norm of $T$ in (3.17) depends on the norms of $T$ in (3.15) and (3.16), on $\sigma, \varrho$, $\gamma$, and on the constant $c$ appearing in (2.13).

Remark 3.5. If $|\Omega|<\infty$, then, by (3.7), replacing $A$ with an equivalent Young function near infinity leaves $L^{A}(\Omega)$ unchanged (up to equivalent norms). Thus, the conclusions of Theorem 3.4 hold even if $A$ is replaced (if necessary) by some Young function equivalent to $A$ near infinity, which makes $E$ finite and inequality (3.14) true. In this case, however, the norm of $T$ in (3.17) depends also on $A$.

Proof of Theorem 3.2. By (2.31) and (2.32), the conclusions are a consequence of Theorem 3.4 and Remark 3.5 applied with $T=\left(\mathbf{V}_{\alpha, p}\right)^{p-1}, \sigma=\frac{n}{\alpha p}$ and $\varrho=\frac{1}{p-1}$.

Proof of Theorem 3.4. We begin by showing that, if $E(t)$ is finite for $t>0$, then $L^{A}(\Omega) \subset L^{1}(\Omega)+L^{\sigma, \varrho}(\Omega)$, and hence $T$ is well defined on $L^{A}(\Omega)$. To this purpose, it suffices to prove that if $f: \Omega \rightarrow \mathbb{R}$ is measurable and such that

$$
\begin{equation*}
\int_{\Omega} A(|f(x)|) d x<\infty \tag{3.18}
\end{equation*}
$$

and the functions $f_{t}$ and $f^{t}$ are defined for $t>0$ as $f_{t}=\operatorname{sign}(f) \min \{t,|f|\}$ and $f^{t}=f-f_{t}$, then $f^{t} \in L^{1}(\Omega)$ and $f_{t} \in L^{\sigma, \varrho}(\Omega)$.
To verify these properties, note that if $a:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function such that

$$
A(t)=\int_{0}^{t} a(\tau) d \tau \quad \text { for } t \geq 0
$$

then

$$
\begin{equation*}
\int_{\Omega} A(|f(x)|) d x=\int_{0}^{\infty} a(t)|\{|f|>t\}| d t \tag{3.19}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left\|f^{t}\right\|_{L^{1}(\Omega)} & =\int_{t}^{\infty}|\{|f|>\tau\}| d \tau=\int_{t}^{\infty} a(\tau)|\{|f|>\tau\}| \frac{d \tau}{a(\tau)} \\
& \leq \frac{1}{a(t)} \int_{t}^{\infty} a(\tau)|\{|f|>\tau\}| d \tau  \tag{3.20}\\
& \leq \frac{1}{a(t)} \int_{\Omega} A(|f(x)|) d x \quad \text { for } t>0 .
\end{align*}
$$

Hence, $f^{t} \in L^{1}(\Omega)$. Here we have exploited the fact that $a(t)>0$ for $t>0$, since $E(t)<\infty$ for $t>0$.

Next, observe that

$$
\|g\|_{L^{\sigma, \varrho}(\Omega)}=\left(\sigma \int_{0}^{\infty}|\{|g|>\tau\}|^{\frac{\varrho}{\sigma}} \tau^{\varrho-1} d \tau\right)^{\frac{1}{\varrho}}
$$

for every $g \in L^{\sigma, \varrho}(\Omega)$. Therefore,

$$
\begin{align*}
\left\|f_{t}\right\|_{L^{\sigma, \varrho}(\Omega)} & =\left(\sigma \int_{0}^{t}|\{|f|>\tau\}|^{\frac{\varrho}{\sigma}} \tau^{\varrho-1} d \tau\right)^{\frac{1}{\varrho}} \\
& \leq C E(t)\left(\int_{0}^{t} \frac{A(\tau)}{\tau}|\{|f|>\tau\}| d \tau\right)^{\frac{1}{\sigma}}  \tag{3.21}\\
& \leq C E(t)\left(\int_{0}^{t} a(\tau)|\{|f|>\tau\}| d \tau\right)^{\frac{1}{\sigma}} \\
& \leq C E(t)\left(\int_{\Omega} A(|f(x)|) d x\right)^{\frac{1}{\sigma}} \quad \text { for } t>0
\end{align*}
$$

for some constant $C=C(\sigma, \varrho)$. Note that the first inequality in (3.21) follows from a characterization of embeddings between generalized spaces of Lorentz type - see $e . g$. [9, Theorem 3.1], and the second one from the fact that $A(t) \leq t a(t)$ for $t \geq 0$. This shows that $f_{t} \in L^{\sigma, \varrho}(\Omega)$.

We now establish (3.17). Let $f$ be any function fulfilling (3.18).
Let $b:[0, \infty) \rightarrow[0, \infty)$ be a non-decreasing function such that

$$
B(t)=\int_{0}^{t} b(\tau) d \tau \quad \text { for } t \geq 0
$$

Define

$$
\begin{equation*}
\zeta(t)=E^{-1}(\gamma t) \quad \text { for } t \geq 0 \tag{3.22}
\end{equation*}
$$

where $E^{-1}:[0, \infty) \rightarrow[0, \infty]$ denotes the generalized right-continuous inverse of $E$. Let $t_{0}=\sup \{t \geq 0: B(t)=0\}$. Owing to (3.12) and (3.14), one has that $E(0) \leq \gamma t_{0}$. Hence, if $E$ is continued to $[0, \infty]$ by $E(\infty)=\lim _{s \rightarrow \infty} E(s)$, then

$$
\begin{equation*}
E\left(E^{-1}(\gamma t)\right) \leq \gamma t \quad \text { if } t_{0} \leq t \tag{3.23}
\end{equation*}
$$

and, in fact,

$$
\begin{equation*}
E\left(E^{-1}(\gamma t)\right)=\gamma t \quad \text { if } t_{0} \leq t<E(\infty) / \gamma \tag{3.24}
\end{equation*}
$$

Denote by $M_{1}$ and $M_{2}$ the norms of the operator $T$ in (3.15) and (3.16), respectively. Then,

$$
\begin{equation*}
\left|\left\{\left|T f^{\zeta(t)}\right|>\vartheta\right\}\right| \leq\left(\frac{M_{1}}{\vartheta}\right)^{\sigma^{\prime}}\left(\int_{\zeta(t)}^{\infty}|\{|f|>\tau\}| d \tau\right)^{\sigma^{\prime}} \quad \text { for } t, \vartheta>0 \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|T f_{\zeta(t)}\right\|_{L^{\infty}(\Omega)} \leq M_{2}\left(\sigma \int_{0}^{\zeta(t)}|\{|f|>\tau\}|^{\frac{\varrho}{\sigma}} \tau^{\varrho-1} d \tau\right)^{\frac{1}{\varrho}} \quad \text { for } t>0 \tag{3.26}
\end{equation*}
$$

Given any positive constant $K$, one has that

$$
\begin{align*}
\int_{\Omega} B\left(\frac{|T f(y)|}{4 c K}\right) d y= & \int_{0}^{\infty} b(t)|\{|T f|>4 c K t\}| d t \\
\leq & \int_{0}^{\infty} \frac{B(t)}{t}|\{|T f|>2 c K t\}| d t \\
\leq & \int_{0}^{\infty} \frac{B(t)}{t}\left|\left\{\left|T f_{\zeta(t)}\right|>K t\right\}\right| d t  \tag{3.27}\\
& +\int_{0}^{\infty} \frac{B(t)}{t}\left|\left\{\left|T f^{\zeta(t)}\right|>K t\right\}\right| d t
\end{align*}
$$

where the first inequality holds since $b(t) \leq B(2 t) / t$ for $t>0$. By (3.26), (3.21) (with $t$ replaced by $\zeta(t)$ ), (3.22), and (3.23),

$$
\begin{align*}
\left\|T f_{\zeta(t)}\right\|_{L^{\infty}(\Omega)} & \leq C M_{2} E(\zeta(t))\left(\int_{\Omega} A(|f(x)|) d x\right)^{\frac{1}{\sigma}}  \tag{3.28}\\
& \leq C M_{2} \gamma t\left(\int_{\Omega} A(|f(x)|) d x\right)^{\frac{1}{\sigma}} \quad \text { for } t>t_{0}
\end{align*}
$$

for some constant $C=C(\sigma, \varrho)$. On choosing

$$
\begin{equation*}
K=\gamma C M_{2}\left(\int_{\Omega} A(|f(x)|) d x\right)^{\frac{1}{\sigma}} \tag{3.29}
\end{equation*}
$$

we thus have that

$$
\begin{equation*}
\left|\left\{\left|T f_{\zeta(t)}\right|>K t\right\}\right|=0 \quad \text { for } t>t_{0} \tag{3.30}
\end{equation*}
$$

Equation (3.30), combined with the fact that $B(t)=0$ if $0 \leq t \leq t_{0}$, entails that the first addend on the rightmost side of (3.27) vanishes.

As far as the second addend is concerned, from (3.25) we deduce that

$$
\begin{align*}
& \int_{0}^{\infty} \frac{B(t)}{t}\left|\left\{\left|T f^{\zeta(t)}\right|>K t\right\}\right| d t \\
& \quad \leq\left(\frac{M_{1}}{K}\right)^{\sigma^{\prime}} \int_{0}^{\infty} \frac{B(t)}{t^{1+\sigma^{\prime}}}\left(\int_{\zeta(t)}^{\infty}|\{|f|>\tau\}| d \tau\right)^{\sigma^{\prime}} d t \tag{3.31}
\end{align*}
$$

On the other hand, by (3.14), (3.22) and (3.24),

$$
\begin{equation*}
\left(\int_{0}^{t} \frac{B(\tau)}{\tau^{1+\sigma^{\prime}}} d \tau\right)^{\frac{1}{\sigma^{\prime}}}\left\|\frac{\tau}{A(\tau)}\right\|_{L^{\infty}(\zeta(t), \infty)}=F(t) \frac{\zeta(t)}{A(\zeta(t))} \leq \gamma \quad \text { if } t<E(\infty) / \gamma \tag{3.32}
\end{equation*}
$$

Here, we have again exploited the fact that $B(t)=0$ if $0 \leq t \leq t_{0}$. Thus, since $\zeta(t)=\infty$ if $t \geq E(\infty) / \gamma$, by a variant of a classical weighted Hardy inequality (see e.g. [12, Lemma1]),

$$
\begin{equation*}
\int_{0}^{\infty} \frac{B(t)}{t^{1+\sigma^{\prime}}}\left(\int_{\zeta(t)}^{\infty}|\{|f|>\tau\}| d \tau\right)^{\sigma^{\prime}} d t \leq C\left(\int_{0}^{\infty} \frac{A(\tau)}{\tau}|\{|f|>\tau\}| d \tau\right)^{\sigma^{\prime}} \tag{3.33}
\end{equation*}
$$

for some constant $C=C(\sigma, \gamma)$. Coupling (3.31) with (3.33) yields

$$
\begin{align*}
\int_{0}^{\infty} \frac{B(t)}{t}\left|\left\{\left|T f^{\zeta(t)}\right|>K t\right\}\right| d t & \leq C\left(\frac{M_{1}}{K}\right)^{\sigma^{\prime}}\left(\int_{0}^{\infty} \frac{A(t)}{t}|\{|f|>t\}| d t\right)^{\sigma^{\prime}} \\
& \leq C\left(\frac{M_{1}}{K}\right)^{\sigma^{\prime}}\left(\int_{0}^{\infty} a(t)|\{|f|>t\}| d t\right)^{\sigma^{\prime}}  \tag{3.34}\\
& =C\left(\frac{M_{1}}{K}\right)^{\sigma^{\prime}}\left(\int_{\Omega} A(|f(x)|) d x\right)^{\sigma^{\prime}}
\end{align*}
$$

Altogether, we infer that

$$
\begin{equation*}
\int_{\Omega} B\left(\frac{|T f(y)|}{\gamma c M_{2} C\left(\int_{\Omega} A(|f(x)|) d x\right)^{\frac{1}{\sigma}}}\right) d y \leq C\left(\frac{M_{1}}{K}\right)^{\sigma^{\prime}}\left(\int_{\Omega} A(|f(x)|) d x\right)^{\sigma^{\prime}} \tag{3.35}
\end{equation*}
$$

for some constant $C=C(\sigma, \varrho)$. Hence, (3.17) easily follows.

## 4. Estimates for local solutions to elliptic equations

Results of the preceding sections are exploited here to derive estimates for local solutions to nonlinear elliptic equations having the form

$$
\begin{equation*}
-\operatorname{div}(a(x, \nabla u))=f \quad \text { in } \Omega \tag{4.1}
\end{equation*}
$$

Here, $\Omega$ is an open subset of $\mathbb{R}^{n}, f \in L^{1}(\Omega)$, and $a: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a Cararhéodory vector field such that

$$
\left\{\begin{array}{l}
|a(x, \xi)| \leq \Lambda\left(|\xi|^{p-1}+\lambda^{p-1}\right)  \tag{4.2}\\
a(x, \xi) \cdot \xi \geq \Lambda^{-1}\left(|\xi|^{p}-\lambda^{p}\right)
\end{array}\right.
$$

for some $p>1$, for some constants $\lambda \geq 0$ and $\Lambda>0$, for $\xi \in \mathbb{R}^{n}$ and for a.e. $x \in \Omega$. Here, the dot "." stands for scalar product in $\mathbb{R}^{n}$. Clearly, the standard p-Laplace equation (1.5) falls within this framework.

A function $u \in W_{\text {loc }}^{1, p}(\Omega)$ is called a local weak solution to equation (4.1) if

$$
\int_{\Omega^{\prime}} a(x, \nabla u) \cdot \nabla \phi d x=\int_{\Omega^{\prime}} f \phi d x
$$

for every open set $\Omega^{\prime} \subset \subset \Omega$ and every $\phi \in W_{0}^{1, p}\left(\Omega^{\prime}\right)$.
Our rearrangement estimates rely upon bounds for solutions to (4.1) and for their gradient involving Wolff potentials of $f$. Given $p \in(1, \infty)$ and $\alpha>0$, the Wolff potential $\mathbf{W}_{\alpha, p} f$ of a measurable function $f$ in $\Omega$ (continued by 0 outside $\Omega$ ) is defined as

$$
\begin{equation*}
\mathbf{W}_{\alpha, p} f(x)=\int_{0}^{\infty}\left(r^{-n+\alpha p} \int_{B(x, r)}|f(y)| d y\right)^{\frac{1}{p-1}} \frac{d r}{r} \quad \text { for } x \in \mathbb{R}^{n} \tag{4.3}
\end{equation*}
$$

Here, $B(x, r)$ denotes the ball centered at $x$ and with radius $r$. The Wolff potential $\mathbf{W}_{\alpha, p} f$ admits an estimate from above, independent of $f$, in terms of the nonlinear potential $\mathbf{V}_{\alpha, p} f$. Indeed, by [3, Theorem 3.1], if $\alpha p<n$ there exists a constant $C=C(\alpha, p, n)$ such that

$$
\begin{equation*}
\mathbf{W}_{\alpha, p} f(x) \leq C \mathbf{V}_{\alpha, p} f(x) \quad \text { for } x \in \mathbb{R}^{n} \tag{4.4}
\end{equation*}
$$

Incidentally, let us mention that a reverse pointwise inequality only holds for $p, n$ and $\alpha$ in a suitable range - see [20]. However, a lower bound in integral form for $\mathbf{W}_{\alpha, p} f$ in terms of $\mathbf{V}_{\alpha, p} f$ is always available, as proved in [21].

Let us first focus on bounds for $u$. As a consequence of [24, Theorem 1.6] (see also [26, Theorem 4.36]), for every $q>p-1$ there exists a positive constant $C=C(p, q, n, \Lambda)$ such that if $f \in W^{-1, p^{\prime}}(\Omega)$, and $u \in W_{\text {loc }}^{1, p}(\Omega)$ is a local weak solution to equation (4.1), then

$$
\begin{equation*}
|u(x)| \leq C\left(\frac{1}{|B(x, R)|} \int_{B(x, R)}(|u|+\lambda)^{q} d y\right)^{\frac{1}{q}}+C \mathbf{W}_{1, p} f(x) \tag{4.5}
\end{equation*}
$$

for a.e. $x \in \Omega$ such that $B(x, 2 R) \subset \Omega$.
Combining estimates (4.5) and (4.4) with Theorem 2.1 yields the following local bound for the decreasing rearrangement of a solution $u$ to (4.1) in terms of the decreasing rearrangement of $f$ and of the $L^{q}$-norm of $u$.
Theorem 4.1. Let $1<p<n$. Assume that (4.2) holds. Let $f \in W^{-1, p^{\prime}}(\Omega)$ and let $u \in W_{\text {loc }}^{1, p}(\Omega)$ be a local weak solution to equation (4.1). Then for any bounded open subsets $\Omega^{\prime \prime} \subset \subset \Omega^{\prime} \subset \subset \Omega$ there exist constants $C=C\left(p, q, n, \Lambda, \Omega^{\prime}, \Omega^{\prime \prime}\right)$ and $k=k(p, n)$ such that

$$
\begin{equation*}
\left(u_{\mid \Omega^{\prime \prime}}\right)^{*}(s) \leq C \lambda+C\|u\|_{L^{q}\left(\Omega^{\prime}\right)}+C \int_{k s}^{\infty} r^{-1+\frac{p^{\prime}}{n}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{4.6}
\end{equation*}
$$

Owing to Theorem 4.1, estimates for rearrangement invariant quasi-norms of solutions to equation (4.1) are reduced to one-dimensional Hardy type inequalities.

Corollary 4.2. Let $p, q, f, u, \Omega, \Omega^{\prime}$ and $\Omega^{\prime \prime}$ be as in Theorem 4.1. Let $X(\Omega)$ and $Y(\Omega)$ be rearrangement invariant quasi-normed spaces. Assume that either (2.7) or (2.8)-(2.9) hold with $\alpha=1$. Then there exists a constant $C$ such that

$$
\begin{equation*}
\left\||u|^{p-1}\right\|_{Y\left(\Omega^{\prime \prime}\right)} \leq C+C\|u\|_{L^{q}\left(\Omega^{\prime}\right)}^{p-1}+C\|f\|_{X(\Omega)} \tag{4.7}
\end{equation*}
$$

for every $f \in X(\Omega)$.
In the special case when $\lambda=0$ in (4.9) and $\Omega=\mathbb{R}^{n}$, one can let $R \rightarrow \infty$ in (4.5). Estimate (4.6) then takes a simplified form. In particular, the next result holds for solutions to the $p$-Laplace equation in $\mathbb{R}^{n}$.

Theorem 4.3. Let $1<p<n$. Let $f \in W^{-1, p^{\prime}}\left(\mathbb{R}^{n}\right)$ and let $u$ be a local weak solution to (1.5) such that $u \in L^{q}\left(\mathbb{R}^{n}\right)$ for some $q \in(p-1, \infty)$. Then there exist constants $C=C(p, n)$ and $k=k(p, n)$ such that

$$
\begin{equation*}
u^{*}(s) \leq C \int_{k s}^{\infty} r^{-1+\frac{p^{\prime}}{n}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{4.8}
\end{equation*}
$$

We are now concerned with gradient estimates. They require stronger structure assumptions on the differential operator in (4.1). In the spirit of [18], we assume that $a(x, \cdot) \in C^{1}\left(\mathbb{R}^{n}\right)$ for $x \in \Omega$, and that its gradient $a_{\xi}$ in the variable $\xi \in \mathbb{R}^{n}$ is a Cararhéodory function. Moreover, we require that there exist constants $\lambda \geq 0$ and $\Lambda>0$ such that

$$
\left\{\begin{array}{l}
|a(x, \xi)|+\left|a_{\xi}(x, \xi)\right|\left(|\xi|^{2}+\lambda^{2}\right)^{\frac{1}{2}} \leq \Lambda\left(|\xi|^{2}+\lambda^{2}\right)^{\frac{p-1}{2}}  \tag{4.9}\\
a_{\xi}(x, \xi) \eta \cdot \eta \geq \Lambda^{-1}\left(|\xi|^{2}+\lambda^{2}\right)^{\frac{p-2}{2}} \\
|a(x, \xi)-a(y, \xi)| \leq \Lambda \omega(|x-y|)\left(|\xi|^{2}+\lambda^{2}\right)^{\frac{p-1}{2}}
\end{array}\right.
$$

for $x, y \in \Omega$ and $\xi, \eta \in \mathbb{R}^{n}$. Here, $\omega:[0, \infty) \rightarrow[0,1]$ is a non-decreasing concave function such that

$$
\int_{0} \frac{\omega(r)^{\frac{2}{p}}}{r} d r<\infty
$$

Theorem 4.4 below provides us with a rearrangement estimate for the gradient of local solutions to (4.1), when $p \geq 2$. This result follows via a key bound contained in [18, Theorem 5.2], ensuring that if $p \geq 2$, then there exist positive constants $C=C(p, n, \Lambda)$ and $R_{0}=R_{0}(p, n, \Lambda, \omega(\cdot))$ such that if $f \in W^{-1, p^{\prime}}(\Omega)$ and $u \in W_{\text {loc }}^{1, p}(\Omega)$ is a local weak solution to equation (4.1), then

$$
\begin{equation*}
|\nabla u(x)| \leq \frac{C}{|B(x, R)|} \int_{B(x, R)}(|\nabla u|+\lambda) d y+C \mathbf{W}_{\frac{1}{p}, p} f(x) \tag{4.10}
\end{equation*}
$$

for $R<R_{0}$ and for a.e. $x \in \Omega$ such that $B(x, 2 R) \subset \Omega$. Moreover, if $a(x, \xi)$ is independent of $x$, then the same conclusion is true with $R_{0}=\infty$.

Theorem 4.4. Let $p \geq 2$. Assume that (4.9) holds. Let $f \in W^{-1, p^{\prime}}(\Omega)$ and let $u \in W_{\text {loc }}^{1, p}(\Omega)$ be a local weak solution to equation (4.1). Then for any bounded open subsets $\Omega^{\prime \prime} \subset \subset \Omega^{\prime} \subset \subset \Omega$ there exist constants $C=C\left(p, n, \Lambda, \omega, \Omega^{\prime}, \Omega^{\prime \prime}\right)$ and $k=k(p, n)$ such that

$$
\begin{align*}
\left(|\nabla u|_{\mid \Omega^{\prime \prime}}\right)^{*}(s) \leq & C \lambda+C\|\nabla u\|_{L^{1}\left(\Omega^{\prime}\right)} \\
& +C \int_{k s}^{\infty} r^{-1+\frac{1}{n(p-1)}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{4.11}
\end{align*}
$$

Bounds for general rearrangement invariant quasi-norms of $|\nabla u|$ can be derived from Theorem 4.4.

Corollary 4.5. Let $p, f, u, \Omega, \Omega^{\prime}$ and $\Omega^{\prime \prime}$ be as in Theorem 4.4. Let $X(\Omega)$ and $Y(\Omega)$ be rearrangement invariant quasi-normed spaces. Assume that either (2.7) or (2.8)-(2.9) hold with $\alpha=\frac{1}{p}$. Then there exists a constant $C$ such that

$$
\begin{equation*}
\left\||\nabla u|^{p-1}\right\|_{Y\left(\Omega^{\prime \prime}\right)} \leq C+C\|\nabla u\|_{L^{1}\left(\Omega^{\prime}\right)}^{p-1}+C\|f\|_{X(\Omega)} \tag{4.12}
\end{equation*}
$$

for every $f \in X(\Omega)$.
The counterpart of Theorem 4.3 for $|\nabla u|$ is the content of the following result.
Theorem 4.6. Let $p \geq 2$. Let $f \in W^{-1, p^{\prime}}\left(\mathbb{R}^{n}\right)$ and let $u$ be a local solution to (1.5) such that $|\nabla u| \in L^{q}\left(\mathbb{R}^{n}\right)$ for some $q \in[1, \infty)$. Then there exist constants $C=C(p, n)$ and $k=k(p, n)$ such that

$$
\begin{equation*}
|\nabla u|^{*}(s) \leq C \int_{k s}^{\infty} r^{-1+\frac{1}{n(p-1)}} f^{* *}(r)^{\frac{1}{p-1}} d r \quad \text { for } s>0 \tag{4.13}
\end{equation*}
$$

Bounds in Lorentz and Orlicz spaces for local solutions $u$ to equation (4.1) and for their gradient follow via Theorem 4.1 and Corollary 4.2, and Theorem 4.4 and Corollary 4.5, respectively, in the same way as Theorems 3.1 and 3.2 follow from Theorem 2.1 and Corollary 2.3.

The relevant bounds for $u$ take the following form.
Theorem 4.7. Let $p$ and $u$ be as in Theorem 4.1. Assume that

$$
f \in L_{\mathrm{loc}}^{\sigma, \varrho}(\Omega)
$$

(i) If $0<\varrho \leq \infty$ and $1<\sigma<\frac{n}{p}$, then

$$
u \in L_{\mathrm{loc}}^{\frac{\sigma n(p-1)}{n-\sigma p}}, \varrho(p-1)(\Omega) .
$$

(ii) If $\sigma=1$ and $0<\varrho \leq 1$, then

$$
u \in L_{\mathrm{loc}}^{\frac{n(p-1)}{n-p}, \infty}(\Omega) .
$$

(iii) If $\sigma=\frac{n}{p}$ and $\varrho>\frac{1}{p-1}$, then

$$
u \in L^{\infty, \varrho(p-1)}(\log L)_{\operatorname{loc}}^{-1}(\Omega)
$$

(iv) If $\sigma=\frac{n}{p}$ and $\varrho \leq \frac{1}{p-1}$, then

$$
u \in L_{\mathrm{loc}}^{\infty}(\Omega)
$$

Special cases of Theorem 4.7 for solutions to linear homogeneous Dirichlet problems go back to [38]. As far as nonlinear Dirichlet problems are concerned, estimates for solutions in Lorentz spaces can be found in [8] and [4]. In particular, in the latter paper Neumann problems are considered as well, and the sharpness of the relevant estimates is established. Local estimates corresponding to Case (i) of Theorem 4.7 are contained in [31, Theorem 15].

Theorem 4.8. Let $p$ and $u$ be as in Theorem 4.1. Let $A$ and $B$ be Young functions. Assume that A is modified near 0, if necessary, in such a way that the function

$$
E_{1, p}(t)= \begin{cases}\left(\int_{0}^{t} \frac{\tau^{\frac{n}{n(p-1)-p}-1}}{\left.A(\tau)^{\frac{p}{n(p-1)-p}} d \tau\right)^{\frac{n(p-1)-p}{n}}}\right. & \text { if } n>p^{\prime} \\ \sup _{\tau \in(0, t)} \frac{\tau}{A(\tau)^{\frac{p}{n}}} & \text { if } n \leq p^{\prime}\end{cases}
$$

is finite-valued for $t \geq 0$. Let

$$
F_{1, p}(t)=\left(\int_{0}^{t} \frac{B(\tau)}{\tau^{1+\frac{n}{n-p}}} d \tau\right)^{\frac{n-p}{n}} \quad \text { for } t \geq 0
$$

Assume that there exist $\gamma>0$ and $t_{0}>0$ such that

$$
F_{1, p}\left(\frac{E_{1, p}(t)}{\gamma}\right) \leq \gamma \frac{A(t)}{t} \quad \text { for } t>t_{0}
$$

If $f \in L_{\mathrm{loc}}^{A}(\Omega)$, then $|u|^{p-1} \in L_{\mathrm{loc}}^{B}(\Omega)$.
Estimates in Orlicz spaces for solutions to homogeneous Dirichlet problems for linear elliptic equations, in the spirit of Theorem 4.8, can be found in [13].

We conclude with gradient bounds in Lorentz and Orlicz spaces.
Theorem 4.9. Let $p$ and $u$ be as in Theorem 4.4. Assume that

$$
f \in L_{\mathrm{loc}}^{\sigma, \varrho}(\Omega)
$$

(i) If $0<\varrho \leq \infty$ and $1<\sigma<n$, then

$$
|\nabla u| \in L_{\operatorname{loc}}^{\frac{\sigma n(p-1)}{n-\sigma}, \varrho(p-1)}(\Omega)
$$

(ii) If $\sigma=1$ and $0<\varrho \leq 1$, then

$$
|\nabla u| \in L_{\operatorname{loc}}^{\frac{n(p-1)}{n-1}}, \infty(\Omega)
$$

(iii) If $\sigma=n$ and $\varrho>\frac{1}{p-1}$, then

$$
|\nabla u| \in L^{\infty, \varrho(p-1)}(\log L)_{\operatorname{loc}}^{-1}(\Omega)
$$

(iv) If $\sigma=n$ and $\varrho \leq \frac{1}{p-1}$, then

$$
|\nabla u| \in L_{\mathrm{loc}}^{\infty}(\Omega)
$$

Some instances of Cases (i) and (ii) of Theorem 4.9 are contained in [18,31]. Gradient bounds in Marcinkiewicz spaces, namely Lorentz spaces whose second index is infinity, and in Morrey spaces, are also established in [30], where a nonlinear Calderón-Zygmund theory involving fractional-order Sobolev spaces in developed.
Theorem 4.10. Let $p$ and $u$ be as in Theorem 4.4 Let A and B be Young functions. Assume that A is modified near 0, if necessary, in such a way that the function

$$
E_{\frac{1}{p}, p}(t)=\left(\int_{0}^{t} \frac{\tau^{\frac{n}{n(p-1)-1}-1}}{A(\tau)^{\frac{1}{n(p-1)-1}}} d \tau\right)^{\frac{n(p-1)-1}{n}}
$$

is finite-valued for $t \geq 0$. Let

$$
F_{\frac{1}{p}, p}(t)=\left(\int_{0}^{t} \frac{B(\tau)}{\tau^{1+n^{\prime}}} d \tau\right)^{\frac{1}{n^{\prime}}} \quad \text { for } t \geq 0
$$

Assume that there exist $\gamma>0$ and $t_{0}>0$ such that

$$
F_{\frac{1}{p}, p}\left(\frac{E_{\frac{1}{p}, p}(t)}{\gamma}\right) \leq \gamma \frac{A(t)}{t} \quad \text { for } t>t_{0}
$$

If $f \in L_{\mathrm{loc}}^{A}(\Omega)$, then $|\nabla u|^{p-1} \in L_{\mathrm{loc}}^{B}(\Omega)$.
From case (iv) of Theorem 4.9 we have, in particular, a Lorentz space condition on $f$ ensuring the local Lipschitz continuity of $u$. For solutions to the Laplace equation in $\mathbb{R}^{n}$, such a condition was found and shown to be sharp in the framework of rearrangement invariant spaces in [11].
Corollary 4.11. Let $p$ and $u$ be as in Theorem 4.4. If $f \in L_{l o c}^{n, \frac{1}{p-1}}(\Omega)$, then $u$ is locally Lipschitz continuous in $\Omega$.
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