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Self-similar solutions of fully nonlinear curvature flows

JAMES ALEXANDER MCCOY

Abstract. We consider closed hypersurfaces which shrink self-similarly under
a natural class of fully nonlinear curvature flows. For those flows in our class
with speeds homogeneous of degree 1 and either convex or concave, we show
that the only such hypersurfaces are shrinking spheres. In the setting of convex
hypersurfaces, we show under a weaker second derivative condition on the speed
that again only shrinking spheres are possible. For surfaces this result is extended
in some cases by a different method to speeds of homogeneity greater than 1. Fi-
nally we show that self-similar hypersurfaces with sufficiently pinched principal
curvatures, depending on the flow speed, are again necessarily spheres.

Mathematics Subject Classification (2010): 53C44 (primary), 35J60 (sec-
ondary).

1. Introduction

As part of his investigation into the asymptotic behaviour of the mean curvature
flow of hypersurfaces with positive mean curvature, Huisken considered in [21]
self-similar solutions which evolve by simple scaling. Such solutions satisfy the
elliptic equation

H = 〈X, ν〉 (1.1)

where X , ν and H denote respectively the position vector, unit normal and mean
curvature of the hypersurface and the inner product is the ordinary Euclidean dot
product. Abresch and Langer [1] showed for dimension n = 1 there is a two
parameter family of closed immersed curves in R2 of positive geodesic curvature
which are self similar solutions to the corresponding curvature flow in the plane.
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Huisken showed in higher dimensions the sphere is the only compact hypersurface
of positive mean curvature which moves under self similarities. Specifically:

Theorem 1.1 ([21]). Let M be a compact n-dimensional hypersurface, n ≥ 2, with
nonnegative mean curvature H. If M satisfies equation (1.1), then M is a sphere of
radius

√
n.

In this paper we establish the analogous result for a large class of fully non-
linear curvature flows. Although properties of fully nonlinear curvature flows have
been considered before, as have self-similar solutions for various flows of curves
(n = 1), for dimensions n ≥ 2 very few results concerning compact self-similar
solutions are known. In the case of mean curvature flow we have the result above
for mean convex solutions, Angenent’s “shrinking doughnuts” [12] and some re-
sults for arbitrary codimension [26]. Smoczyk also considered flows by functions
of the mean curvature with some results on self-similar solutions [25]. Other re-
sults are self-similar convex solutions to flows by powers of the Gauss curvature
([5,7], see also [14] for classification of affine hyperspheres as ellipsoids) and con-
vex solutions to flows of surfaces (n = 2) by powers α ∈ (0, 1) of the harmonic
mean curvature [3]. In this last case it was shown that such solutions are not always
unique, so there are some nonspherical convex self-similar solutions in addition to
spheres. In this paper we exploit maximum principle techniques in several settings
to provide results for broad classes of fully nonlinear curvature flows rather than just
specific flows. As in the case of the mean curvature flow, knowledge of self-similar
solutions will be critical for future understanding of singularities in fully nonlinear
curvature flows, a topic about which presently virtually nothing is known.

Our setting is a compact, n-dimensional manifold M , without boundary and a
smooth immersion X0 : M → Rn+1 of M as a hypersurface in Euclidean space.
We take this X0 as initial data and consider solutions to the curvature flow

∂ X

∂t
(x, t) = −Fα (W (x, t)) ν (x, t) , (1.2)

where α ≥ 1 is a constant and W (x, t) denotes the matrix of the Weingarten map
of the evolving hypersurface Mt = X (·, t) at the point X (x, t).

The eigenvalues of the Weingarten map, κi , i = 1, . . . , n, are the principal
curvatures of Mt at the point X (x, t). The mean curvature H is the trace of the
Weingarten map; the Gauss curvature is the determinant of W .

The normal speed functions F that we consider have the following properties:

Condition 1.2.

(i) F (W) = f (κ (W)), where f is a smooth, symmetric function of the eigen-
values κ of W .

(ii) f is a smooth function defined on an open convex cone � containing the posi-
tive cone �+ = {κ = (κ1, . . . , κn) : κi > 0 for all i}.

(iii) f is strictly increasing in each argument: ∂ f
∂κi

> 0 everywhere in �.
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(iv) f is positive and normalised such that f (1, . . . , 1) = 1.
(v) f is homogeneous of degree 1: f (kκ) = k f (κ) for any k > 0 and all κ ∈ �.

Similar open cones � larger than the positive cone have been considered in the
context of expansion flows by Gerhardt [17] and by Urbas [29].

Condition 1.2, (iii) ensures (1.2) is parabolic. Short time existence of a solution
to equation (1.2), where the initial data M0 has principal curvatures lying inside the
cone � of definition of F , is well known (see, for example, [18]).

In the situation where the initial hypersurface M0 is convex, much more is
known about curvature contraction flows. For general positive homogeneity of the
speed, Han showed the solution to the flow equation exists for a finite time and the
hypersurface contracts to a point [19], generalising a similar result for the Gauss
curvature flow by Chou [27]. For flows by powers of the mean curvature, Schulze
showed additionally if the initial hypersurface satisfies a natural curvature condi-
tion, then the point is asymptotically round [24]. A similar result for flows by
powers β ≥ 1

n of the Gauss curvature was shown by Chow [15]. These generalise
the famous result for the mean curvature flow by Huisken [20], although in that case
and for some other flows no curvature pinching condition on the initial hypersurface
is required. For other flows with speeds homogeneous of degree 1 there are many
other results by Chow [16], Andrews [4, 5, 7, 8] and others. Recently, together with
Andrews and Yu [11] the author further extended the known class of flow speeds for
which convex initial data shrinks to an asymptotically round point. Andrews and
the author have also recently broadened the class of flow speeds of homogeneity
greater than 1 under which convex initial data satisfying a certain pinching con-
dition shrinks to an asymptotically round point [10], generalising earlier results.
Even more is known for surfaces, that is, when n = 2, see e.g. [3, 6, 9, 23] and the
appendix of [24]. We refer the reader to [24] for further discussion and references.

If we take an initial hypersurface M0 = X0 (M) satisfying

Fα (W0) = 〈X0, ν0〉 ,

where F is homogeneous of degree α, then it is easy to check that the homothetic
deformation given by

X (p, t) = α+1
√

(α + 1) (T − t)X (p, 0)

satisfies (1.2) up to tangential diffeomorphisms. The corresponding self-similar
hypersurfaces Mt shrink to a point at time T . Our self-similarity condition therefore
corresponds to the elliptic equation

Fα (W) = 〈X, ν〉 , (1.3)

the natural generalisation of (1.1).
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We prove the following analogues of Theorem 1.1:

Theorem 1.3. Let M be a compact n-dimensional hypersurface, n ≥ 2, without
boundary. Suppose M satisfies the self-similarity condition (1.3), where F satisfies
Conditions 1.2 and α = 1. If f is concave, or, if f is convex and M has nonnegative
mean curvature, then M is a unit sphere.

Remark 1.4.

1. That M satisfies (1.3) implies the curvatures of M must lie within the cone � of
definition of f . This is analogous to the requirement of positive mean curvature
in Theorem 1.1. Conceivably, it would suffice to have f defined on a smaller
open cone than �+ in which the curvatures of convex hypersurfaces M under
consideration lie, as in Theorem 1.7. One of our main interests in Theorem 1.3
however is that it allows hypersurfaces which are not necessarily convex.

2. Further to the previous remark, the proof of Theorem 1.3 in fact reveals a non-
negativity assumption on F is sufficient, that is, a weakening of Conditions 1.2.
However, the examples of F we have in mind do not require this.

Examples of F fitting the conditions of Theorem 1.3 include, once appropriately
normalised:

• F = E1/k
k for any k = 1, . . . n, where Ek is the kth elementary symmetric

function of the principal curvatures of Mt ,

Ek =
∑

1≤i1<...<ik≤n

κi1κi2 · · · κik .

In particular, E1 = H = trace (W), E2 = R (the scalar curvature) and En =
K = det (W) (the Gauss curvature).

• The power means F = Hr =
(

1
n

∑n
i=1 κr

i

) 1
r

for any r . The case of r → 0

corresponds to G = K
1
n , as explained in [8].

• F = Ek
Ek−1

, for any k = 2, . . . , n. (k = 1 covered above).

• F =
(

Ek
El

) 1
k−l

, n ≥ k > l ≥ 0.

• Positive linear combinations of convex examples or of concave examples from
above.

The cone � = �k associated with examples above involving the elementary sym-
metric function Ek is given by{

κ ∈ R
n : E j (κ) > 0 for all j ≤ k

}
.

For the less obvious verifications that these functions satisfy the conditions of the
theorem, we refer the reader to [8, 22].

In the setting of strictly convex hypersurfaces and α = 1, we can obtain a
similar result with more general positive linear combinations from the above list of
examples using the Gauss map parametrisation.
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Theorem 1.5. If the hypersurface M is strictly convex and satisfies (1.3) with α =
1, where F satisfies Conditions 1.2 and is inverse concave, then M is a unit sphere.

The key in this case is inverse concavity of the speed F . In [8], f was said to
be inverse concave if the function

ϕ (x1, . . . , xn) = − f

(
1

x1
, . . . ,

1

xn

)

is concave. It was shown in that paper that inverse concavity of f is equivalent to
the matrix inequality:

∂2 f

∂xi∂x j
+ 2

xi

∂ f

∂xi
δi j ≥ 0. (1.4)

In this paper, as in [11], we instead say that f is inverse concave if the function

ϕ (x1, . . . , xn) = 1

f
(

1
x1

, . . . , 1
xn

)
is concave. It is straightforward to check that this definition is also equivalent to
(1.4). However, advantages of this definition are that the function ϕ is positive and
homogeneous of degree 1.

In this setting we work with convex hypersurfaces whose the principal radii
of curvature are ri = 1

κi
, i = 1, . . . , n. Then ϕ (r1, . . . rn) has a corresponding

	
(
W−1

)
and its properties carry over from Conditions 1.2.

If F is convex, then F is necessarily inverse concave. The examples E
1
k
k above

are concave and inverse concave. Various others examples are also inverse concave,
we refer the reader to [8] for details. Importantly, in the case of convex hypersur-
faces, Theorem 1.5 allows positive linear combinations of inverse concave speeds,
regardless of their individual convexity or concavity.

In the case of convex surfaces, n = 2, we obtain additionally a result for speeds
of higher homogeneity α ≥ 1, with no second derivative condition on F required.
For α > 1 we require the principal curvatures of the surface to satisfy a pinching
condition, which, interestingly, is dependent only on α.

Theorem 1.6. If the surface M is closed, convex and satisfies the self-similarity
condition (1.3), where F satisfies Conditions 1.2 and α = 1, then M is a unit
sphere. If instead α > 1, then the result also holds provided the pinching ratio of
the principal curvatures of M satisfies

κmax

κmin
≤ 1 + 2

α − 1
.

Finally, we obtain a result in a similar spirit to Theorem 1.6 for the higher dimen-
sional case, but for this we require the hypersurface to satisfy a pinching condition
dependent on the particular speed F . However we require no second derivative
condition on F other a natural boundedness condition.
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Theorem 1.7. Let M be a closed, convex n-dimensional hypersurface, n ≥ 2. Sup-
pose M satisfies the self-similarity condition (1.3) where F satisfies Conditions 1.2
and α ≥ 1. If M has sufficiently pinched principal curvatures, in the sense that
there exists ε ∈ [0, 1], depending on F, such that

κi ≥ εκ j , (1.5)

for all i, j = 1, . . . , n then M is a unit sphere.

Remark 1.8. Similar to Huisken’s Theorem 1.1, Theorem 1.3 does not require the
hypersurface M to be convex, but does require α = 1 and F either convex or con-
cave. Of course α = 1 and these requirements on the speed are satisfied by the mean
curvature H . Theorem 1.5 does require the hypersurface M to be convex and α = 1,
but needs only a weaker second derivative condition on F and therefore broadens
the class of applicable speeds. Theorem 1.6 only applies for convex surfaces M ,
but requires no second derivative condition on F , giving a result for α ≥ 1, albeit
with an additional curvature pinching assumption on M if α > 1. Finally, Theo-
rem 1.7 applies for all convex hypersurfaces satisfying suitable curvature pinching
dependent on the particular speed F .

We will use similar notation as in [8, 21, 28]. In particular, g = {
gi j

}
, A ={

hi j
}

and W =
{

hi
j

}
denote respectively the metric, second fundamental form and

Weingarten map of M . The mean curvature of M is

H = gi j hi j = hi
i

and the norm of the second fundamental form is

|A|2 = gi j glmhilh jm = h j
l hl

j

where gi j is the (i, j)-entry of the inverse of the matrix
(
gi j

)
. In the last section

we will also make use of the norm of the trace-free component of the second fun-
damental form,

∣∣∣A0
∣∣∣2 = |A|2 − 1

n
H2 = 1

n

∑
i< j

(
κi − κ j

)2 ,

which is identically equal to zero when M is a sphere, and the quantity

C = κ3
1 + . . . + κ3

n ,

where the letter C is chosen simply by convention. Throughout this paper we sum
over repeated indices from 1 to n unless otherwise indicated. Raised indices indicate
contraction with the metric.
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We will denote by
(
Ḟkl

)
the matrix of first partial derivatives of F with respect

to the components of its argument:

∂

∂s
F (A + s B)

∣∣∣∣
s=0

= Ḟkl (A) Bkl .

Similarly for the second partial derivatives of F we write

∂2

∂s2
F (A + s B)

∣∣∣∣∣
s=0

= F̈kl,rs (A) Bkl Brs .

Throughout the paper unless the argument is explicitly indicated we will always
evaluate partial derivatives of F at W and partial derivatives of f at κ (W). We will

further use the shortened notation ḟ i = ∂ f
∂κi

and f̈ i j = ∂2 f
∂κi ∂κ j

where appropriate.

The structure of this paper is straightforward: In Section 2 we prove Theorem
1.3, in Section 3 we prove Theorem 1.5, in Section 4 we prove Theorem 1.6 and
in Section 5 we prove Theorem 1.7. The author would like to thank Ben Andrews
for encouragement and suggestions which have helped him to strengthen the result
in Section 3. The author is also grateful to Graham Williams, Glen Wheeler and
Oliver Schnürer for useful discussions.

ACKNOWLEDGEMENTS. The author would like to thank the anonymous referee
for comments which have led to improvements in the article.

2. Proof of Theorem 1.3

The argument of this section resembles that of Huisken in [21, Section 4]. Huisken

used the maximum principle with the test function |A|2
H2 ; we use different test func-

tions.
If, in addition to the requirements of the theorem, F is strictly convex or strictly

concave in nonradial directions, it suffices to use the test function H
F and we con-

sider this case first.
Differentiating covariantly (1.3) in an orthonormal frame {ei } on M , similarly

as in [21], we have

∇ j F = Ḟkl∇ j hkl =
〈
X, h k

j ek

〉
and

∇i∇ j F = F̈kl,pq∇i h pq∇ j hkl+ Ḟkl∇i∇ j hkl =hi j−Fh k
i h jk+〈X, ek〉 ∇khi j , (2.1)

where we have again substituted (1.3).
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Contracting (2.1) with Ḟ i j yields

LF =
(

1 − Ḟklhkmhm
l

)
F + 〈X, ek〉 ∇k F , (2.2)

where L denotes the elliptic operator Ḟ i j∇i∇ j . That F > 0 by Conditions 1.2, (iv)
implies H > 0 since 0 < F ≤ 1

n H for F concave. For a proof of this result we
refer the reader to [28].

Alternatively, contracting (2.1) with the metric gives

F̈kl,pq∇ i h pq∇i hkl + Ḟkl�hkl = H − F |A|2 + 〈X, ek〉 ∇k H . (2.3)

Employing now Simons’ identity

�hkl = ∇k∇l H − |A|2 hkl + Hh p
k h pl ,

we obtain from (2.3) the equation

LH =
(

1 − Ḟklhkmhm
l

)
H − F̈kl,pq∇ i h pq∇i hkl + 〈X, ek〉 ∇k H . (2.4)

In the case of f convex and our assumption H ≥ 0, the maximum principle applied
to this equation reveals that in fact H > 0. Thus F > 0 since

F ≥ 1

n
H

in this case.
It is now easy to compute using (2.2) and (2.4) that

L
(

H

F

)
=− 1

F
F̈kl,pq∇ i h pq∇i hkl +〈X, ek〉 ∇k

(
H

F

)
− 2

F
Ḟkl∇k F∇l

(
H

F

)
. (2.5)

In the case that the second order condition on f is strict in nonradial directions, we
have from [4, Lemma 7.12] that there exists a C > 0 such that

F̈kl,pq∇ i h pq∇i hkl




≥ C
|∇ A|2
|A| if f is convex,

≤ −C
|∇ A|2
|A| if f is concave.

(2.6)

We remark that the above was derived in [4] for convex hypersurfaces, however,
the inequalities hold more generally away from points with curvatures of the form
(κ1, 0, . . . , 0). Away from any potential such points, substituting either case of (2.6)
into (2.5) we obtain by the strict elliptic maximum principle that H

F is identically
constant on a subset of M which is both open and closed, hence H

F is identically
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constant on M . Furthermore, (2.5) and (2.6) then imply |∇ A| ≡ 0, so M is a sphere.
In view of the normalisation of f , the sphere has radius 1.

In the more general setting where the convexity or concavity of f is not nec-
essarily strict in nonradial directions, we proceed as follows. Again using (2.1)
and Simons’ identity, a general homogeneous of degree zero symmetric function
G (W) = g (κ) satisfies

LG =
(

Ḟ i j G̈kl,rs − Ġi j F̈kl,rs
)

∇i hkl∇ j hrs + 〈X, ek〉 ∇k G.

In particular, setting G = Q
F where Q (W) = q (κ) is symmetric and homogeneous

of degree 1, the equation for G may be rewritten as

LG = 1

F

(
Ḟ i j Q̈kl,rs − Q̇i j F̈kl,rs

)
∇i hkl∇ j hrs − 2

F
Ḟi j∇i G∇ j F + 〈X, ek〉 ∇k G.

Now the F̈ term will have a sign provided Q̇ has a sign; we require this to be the
same sign as the Q̈ term. For the case of F concave, set Q = |A| + ηH , where

η > − min
M

κmin

|A| .

(In fact η = 0 would suffice in the case of M convex.) We have

∂q

∂κi
= κi

|A| + η,

so the condition on η ensures Q̇ is everywhere positive definite on M . Furthermore,
Q is strictly convex in non radial directions, so since Ḟ is also positive definite and
attains a minimum on M , we have adopting suitable coordinates

Ḟ i j Q̈kl,rs∇ i h pq∇i hkl ≥ min
j

(
min

M

∂ f

∂κ j

) ∑
i

Q̈kl,rs∇i h pq∇i hkl ≥ C
|∇ A|2
|A|

using again the result [4, Lemma 7.12].
By the same reasoning as above observe that it is not possible for Q

F to be
identically constant on M unless M is a sphere.

In the case of F convex, a similar argument using Q = ηH − |A|, where
η > maxM

κmax|A| gives the result. �

3. Proof of Theorem 1.5

Since M is smooth and strictly convex, in this case we may parametrise M using
the Gauss map. Denote by 
 the convex region of Rn+1 bounded by M . Then M
has support function s : Sn → R defined by

s (z) = sup {〈x, z〉 : x ∈ 
} ,
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and M is the image of the embedding

X (z) = s (z) z + ∇s (z) .

This map takes z to the unique point of M with normal direction z. Throughout
this section we denote by ∇ the standard connection on Sn and by gi j the standard
metric on Sn . The matrix of the inverse Weingarten map of M , W−1 = (

ri j
)

can
be written in terms of the support function and its second derivatives:

ri j = ∇ i∇ j s + gi j s.

Writing 	
(
W−1

) = F (W)−1, with α = 1 equation (1.3) becomes

s = 	
(
W−1

)−1
. (3.1)

Following a similar procedure as in the previous proof, but differentiating on the
sphere, we compute that

Lri j = −	̈kl,rs∇ i rkl∇ j rrs + 2	−1∇ i	∇ j	 +
(
	̇kl gkl − 	2

)
ri j

and
L	 = 2	−1	̇kl∇k	∇l	 +

(
	̇kl gkl − 	2

)
	,

where L = 	̇kl∇k∇l . Now, setting Ti j = ri j − C	gi j we have for any constant C ,

LTi j = −	̈kl,rs∇ i rkl∇ j rrs + 2	−1∇ i	∇ j	

− 2C	−1	̇kl∇k	∇l	gi j +
(
	̇kl gkl − 	2

)
Ti j .

(3.2)

Considering T as a function on
{
(p, v) ∈ Rn+1 × Rn+1 : |p| = 1, |v| = 1, p ⊥ v

}
,

that is, for p ∈ Sn and v ∈ TpSn with length 1,

T (p, v) = Ti jv
iv j ,

T attains a minimum and a maximum by compactness. Choose C such that Ti j ≤ 0
everywhere and Ti jv

iv j = 0 at some p. We obtain a contradiction to the maximum
principle applied to (3.2) by estimating the derivative terms as in [8]. As in that
paper, or in [11], it suffices to show that for any symmetric 3-tensor Bi jk with(
Bki j − Cδi j 	̇

pq Bkpq
)
viv j = 0, we have the inequality

(
	̈kl,pq − 2	−1	̇kl	̇pq

)
Bikl B jpqviv j +2C	−1	̇i j 	̇kl	̇pq Bikl B jpq |v|2

+ 2	̇kl
[
2�

p
k

(
Blip − Cδi p Ṗhirs Blrs

)
vi − �

p
k �

q
l Tpq

]
≤ 0,

(3.3)
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for some choice of tensor �. It also suffices to assume all eigenvalues of ri j are
distinct. Choosing coordinates at p such that ri j is diagonal and v = e1, we have
at p, r1 = r11 = C	 and r1 j = 0, j > 1. The condition for B becomes: for all k,
Bk11 = C	̇pq Bkpq , Bk1 j = 0, j ≥ 2, and the terms in (3.3) can be rewritten as

	̈kl,pq B1kl B1pq =
∑
k,p

ϕ̈k,p B1kk B1pp + 2
∑
k>1

ϕ̇1 − ϕ̇k

r1 − rk
B2

11k

+ 2
∑

1<k<l

ϕ̇k − ϕ̇l

rk − rl
B2

1kl ,

−2	−1	̇kl	̇pq B1kl B1pq = − 2

C2	
B2

111

2C	−1	̇i j 	̇kl	̇pq Bikl B jpq = 2

C	
ϕ̇k B2

k11

and, choosing �1
k = 0 for all k,

2	̇kl
[
2�

p
k

(
Blip − Cδi p Ṗhirs Blrs

)
vi − �

p
k �

q
l Tpq

]

= −2
n∑

k=1

n∑
p=2

ϕ̇k

r1 − rp
B2

1kp + 2
n∑

k=1

n∑
p=2

ϕ̇k (
r1 − rp

) (
�

p
k + B2

1kp

r1 − rp

)2

.

We remark that the formula for writing 	̈ in terms of first and second derivatives of
ϕ may be found, for example, in [8].

We use the above to show that the coefficient of each B2
i jk term is nonpositive.

It is obviously best to choose �
p
k = − B2

1kp
r1−r p

. Now, the ϕ̈ term is clearly nonpositive
by concavity, so the terms here are taken care of. The coefficient of all the remaining
B2

111 terms is

− 2

C2	
+ 2

C	
ϕ̇1 = 2

C2	2

(
−ϕ + ϕ̇1r1

)
≤ 0,

in view of Conditions 1.2 and the Euler identity. Above we also used that r1 = Cϕ

at p. Next, the coefficient of all the remaining B2
11k , for each k ≥ 2, is

2
ϕ̇1 − ϕ̇k

r1 − rk
+ 2

C	
ϕ̇k − 2ϕ̇k

r1 − rk
= −2ϕ̇krk

r1 (r1 − rk)
≤ 0

since ϕ̇k > 0 for each k and M is convex. The coefficient of the remaining B2
1kk for

k > 1 is
−2ϕ̇k

r1 − rk
< 0
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while the coefficient of B2
1kl , for 1 < k < l, is

2
ϕ̇k − ϕ̇l

rk − rl
− 2ϕ̇k

r1 − rl
− 2ϕ̇l

r1 − rk
.

The first of these terms is nonpositive by concavity of ϕ, while the other two are
clearly negative.

In view of (3.2), Ti jv
iv j cannot attain a maximum unless there is a parallel

vector field v = e1 such that Ti jv
iv j ≡ 0. This means that each nonpositive term

above must be identically equal to zero. In particular,

0 ≡ Bk11 = ∇kr11 = C∇k	,

so 	 is identically constant on M . It follows by Aleksandrov’s theorem [2] that M
is a sphere. �

4. Proof of Theorem 1.6

For convex surfaces we may remove the second derivative requirement on F by an
argument as in [9]. We need only assume F satisfies Conditions 1.2 and α ≥ 1. If
α > 1 we do need M to satisfy the pinching condition of the theorem as well. For
consistency with [9] it is useful to define here F = Fα and compute directly with
this homogeneous of degree α quantity.

As in [9], we consider the equation for the quantity

G (W) = 2 |A|2 − H2

H2

also written in terms of the principal curvatures as

g (κ1, κ2) = (κ1 − κ2)
2

(κ1 + κ2)
2

.

G is symmetric, homogeneous of degree zero, nonnegative and identically equal to
zero if and only if M is a sphere. We compute that

∂g

∂κ1
= 4 (κ1 − κ2) κ2

H3
and

∂g

∂κ2
= 4 (κ2 − κ1) κ1

H3
.

Since
∇i∇ j G = G̈kl,pq∇i hkl∇ j h pq + Ġkl∇i∇ j h pq ,

we have by contraction with Ḟ
i j

,

LG = Ḟ
i j

G̈kl,pq∇i hkl∇ j h pq + Ḟ
i j

Ġkl∇i∇ j h pq . (4.1)
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Contracting (2.1), with Ġi j , with F replacing F , we also have

Ġi j F̈
kl,pq∇i hkl∇ j h pq + Ġi j Ḟ

kl∇i∇ j hkl = −FĠi j h k
i hk j + 〈X, ek〉 ∇k G. (4.2)

By interchanging covariant derivatives, in view of the homogeneity of F and of G,

Ḟ
i j

Ġkl∇i∇ j hkl = Ḟ
i j

Ġkl∇k∇lhi j + αFĠklhkmhm
l

so using (4.1) and (4.2) we find that G satisfies

LG =
(

Ḟ
i j

G̈kl,pq − Ġi j F̈
kl,pq

)
∇i hkl∇ j h pq

+ (α − 1) FĠklhkmhm
l + 〈X, ek〉 ∇k G.

(4.3)

Suppose G attains a maximum at some point p of M . If this maximum is G = 0
then G is identically zero and M is a sphere. So suppose G > 0 at p. Choose
coordinates at p such that gi j = δi j and

(
hi j

)
is a diagonal matrix. By the argument

in [9], in view of the homogeneity of F and G and convexity of M , the entire ∇ A
term is nonnegative (this requires the additional pinching assumption if α > 1). We
also have at p

Ġklhkmhm
l =

∑
i

∂g

∂κi
κ2

i = 4κ1κ2 (κ1 − κ2)
2

H3
> 0,

by convexity of M . But then G having a maximum at p contradicts (4.3). Therefore
G is identically constant. If α > 1 the zero order term of (4.3) gives immediately
that M is a sphere. If α = 1 then this term does not appear, but the gradient term,
as in [9], is equal to

8 f

H3

{
(∇1h22)

2 + (∇2h11)
2
}

≡ 0.

Hence ∇1h22 ≡ 0 and ∇2h11 ≡ 0. That ∇ A ≡ 0 now follows from the fact that
∇G ≡ 0. Therefore again M is a sphere. �

5. Proof of Theorem 1.7

Here we will need the following estimates:

Lemma 5.1. Let M be a closed, convex, n-dimensional hypersurface with pinched
principal curvatures in the sense of (1.5). Then the curvature of M also satisfies:

(i)
∣∣A0

∣∣2 ≤
(

n−1
2

)
(1 − ε)2 H2,

(ii) HC − (|A|2)2 ≥ ε2

n H2
∣∣A0

∣∣2
,

(iii)
∣∣H∇i h jk − h jk∇i H

∣∣2 ≥
(

n−1
2n2

)
ε2 H2 |∇ A|2 .
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The first of the above results follows by straightforward calculation. The second
was proved in [20], while the third, attributed to Huisken, appears in [13]. Our
constants in (ii) and (iii) above are different from those in the earlier papers because
of our different definition of ε.

Proof of Theorem 1.7. This proof is again along the lines of Huisken [21]. How-
ever, complications arise since the speed is not H ; we need hypersurface M suffi-
ciently curvature pinched, Conditions 1.2 on F and we take α ≥ 1.

From (1.3) we compute for a general symmetric function of the curvature
G (W) = g (κ (W)),

αFα−1LG = − ¨(Fα)
kl,rs

Ġi j∇i hkl∇ j hrs + ˙(Fα)
i j

G̈kl,rs∇i hkl∇ j hrs

+ 〈X, ek〉 ∇k G +
[
1 − ˙(Fα)

kl
hkmhm

l

]
Ġi j hi j

+ (α − 1) FαĠi j himhm
j

and with G = H2

|A|2 , which is homogeneous of degree 0,

α

2
|A|4 Fα−1L

(
H2

|A|2
)

=−H ¨(Fα)
kl,rs

(|A|2gi j − Hhi j )∇i hkl∇ j hrs

+ |A|4
H

˙(Fα)
i j∇i H∇ j

(
H2

|A|2
)

− ˙(Fα)
i j

(H∇i hkl − hkl∇i H)(H∇ j h
kl − hkl∇ j H)

+ 1

2
|A|4 〈X, ek〉 ∇k

(
H2

|A|2
)

− (α − 1)Fα H [HC − (|A|2)2].

(5.1)

Observe that since α ≥ 1, the zero order term in (5.1) is nonpositive from Lemma
5.1, (ii). Since F is homogeneous of degree 1, for the F̈α term we have

− H ¨(Fα)
kl,rs

(W)
(
|A|2 gi j − Hhi j

)
∇i hkl∇ j hrs

= −H |A|α−2 ¨(Fα)
kl,rs

(W
|A|

) (
|A|2 gi j − Hhi j

)
∇i hkl∇ j hrs

≤ √
nH |A|α−1

∣∣∣A0
∣∣∣ M2 (ε) |∇ A|2 ,
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while for the norm-like Ḟα term,

˙(Fα)
i j

(W) (H∇i hkl − hkl∇i H)
(

H∇ j h
kl − hkl∇ j H

)
= |A|α−1 ˙(Fα)

i j
(W

|A|
)

(H∇i hkl − hkl∇i H)
(

H∇ j h
kl − hkl∇ j H

)
≥ M1 (ε) |A|α−1 |H∇ A − A∇ H |2

≥
(

n − 1

2n2

)
ε2 H2 |A|α−1 M1 (ε) |∇ A|2 .

Here we have used the following:

M2 (ε) = sup
{∣∣∣D2 f α (κ) (ξ, ξ)

∣∣∣ : κ ∈ Kε, |κ| = 1, |ξ | = 1
}

and

M1 (ε) = inf

{
∂ f α

∂κi
(κ) : 1 ≤ i ≤ n, κ ∈ Kε, |κ| = 1

}
,

where for any ε ∈ [0, 1],

Kε = {
κ ∈ �+ : κi ≥ εκ j for all 1 ≤ i, j ≤ n

}
.

Observe that M2 and M1 are positive and finite as taken over a compact set. In
particular, M1 (ε) is attained as a positive minimum and is nondecreasing in ε. Also
M2 is clearly positive and nonincreasing in ε.

Substituting the above estimates into (5.1) and using Lemma 5.1 we find

α

2
|A|4 Fα−1L

(
H2

|A|2
)

≤ Q (ε) H2 |A|α−1 |∇ A|2 + 1

2
|A|4 〈X, ek〉 ∇k

(
H2

|A|2
)

,

where

Q (ε) =
√

n − 1

2
(1 − ε) M2 (ε) −

(
n − 1

2n2

)
ε2 M1 (ε) .

A direct computation shows that Q (ε) is monotone nonincreasing in ε. Further-
more, Q (ε) > 0 for small ε (weaker pinching) and Q (ε) < 0 for large ε close to
1 (strong pinching). It follows that there is a weakest pinching ratio ε such that, M
satisfying such pinching gives rise to

α

2
|A|4 Fα−1L

(
H2

|A|2
)

≤ 0.

The strict elliptic maximum principle then gives, under this pinching, |∇ A| ≡ 0 so
M is a sphere.
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