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#### Abstract

We prove the existence of weak solutions $\mathbf{u}: Q_{T} \rightarrow \mathbb{R}^{n}$ of the equations of unsteady motion of an incompressible fluid with shear-dependent viscosity in a cylinder $Q_{T}=\Omega \times(0, T)$, where $\Omega \subset \mathbb{R}^{n}$ denotes a bounded domain. Under the assumption that the extra stress tensor $\mathbf{S}$ possesses a $q$-structure with $q>\frac{2 n}{n+2}$, we are able to construct a weak solution $\mathbf{u} \in L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right) \cap$ $C_{w}\left([0, T] ; L^{2}(\Omega)\right)$ with $\operatorname{div} \mathbf{u}=0$. Our approach is based on the Lipschitz truncation method, which is new in this context.
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## 1. Introduction. Statement of the main result

Let $\Omega \subset \mathbb{R}^{n}, n \geq 2$, be a bounded domain. For $0<T<\infty$ we set $Q_{T}:=$ $\Omega \times(0, T)$. The isothermal motion of a homogeneous, incompressible fluid through $\Omega$ is governed by the balance equations for linear momentum and mass, which read ${ }^{1}$

$$
\begin{align*}
& \rho \partial_{t} \mathbf{u}+\rho \operatorname{div}(\mathbf{u} \otimes \mathbf{u})-\operatorname{div} \mathbf{S}+\nabla p=\rho \mathbf{f} \quad Q_{T},  \tag{1.1}\\
& \operatorname{div} \mathbf{u}=0  \tag{1.2}\\
& \text { in } \quad Q_{T},
\end{align*}
$$

where $\mathbf{u}=\left(u^{1}, \ldots, u^{n}\right)$ is the velocity, $p$ the pressure, $\mathbf{S}=\left(S_{i j}\right)_{i, j=1}^{n}$ the extra stress tensor, $\mathbf{f}=\left(f^{1}, \ldots, f^{n}\right)$ the external body force and $\rho$ the constant density. In the following we divide the equation (1.1) by the constant density $\rho$ and relabel $\mathbf{S} / \rho$ and $p / \rho$ again as $\mathbf{S}$ and $p$, respectively. Moreover, for mathematical simplicity we assume that $\mathbf{f}=\operatorname{div} \mathbf{F}$, where $\mathbf{F}=\left(F_{i j}\right)_{i, j=1}^{n}$ is a given tensor. The above system (1.1), (1.2) has to be completed by boundary and initial conditions and by constitutive assumptions for the extra stress tensor. Concerning the former we assume at
${ }^{1}$ Here, div $\mathbf{v}:=\sum_{i} \partial_{x_{i}} v^{i}$, where $\partial_{x_{i}}=\frac{\partial}{\partial x_{i}}(i=1, \ldots, n)$.
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the initial time $t=0$

$$
\begin{equation*}
\mathbf{u}(0)=\mathbf{u}_{0} \quad \text { in } \quad \Omega \tag{1.3}
\end{equation*}
$$

where $\mathbf{u}_{0}$ denotes the initial velocity, which is a given vector field with $\operatorname{div} \mathbf{u}_{0}=0$. On the boundary $\partial \Omega$ we assume the following condition of adherence

$$
\begin{equation*}
\mathbf{u}=\mathbf{0} \quad \text { on } \quad \partial \Omega \times(0, T) \tag{1.4}
\end{equation*}
$$

If one assumes a linear dependence of the extra stress tensor $\mathbf{S}$ on the symmetric part of the velocity gradient $\mathbf{D}=\mathbf{D}(\mathbf{u}):=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\top}\right)$, then system (1.1)(1.2) is just the classical Navier-Stokes equations. However, there exists many homogeneous, incompressible fluids that cannot be adequately described by such a simple constitutive relation. Such fluids are usually called non-Newtonian fluids. There are many ways in which a non-Newtonian behaviour can manifest itself and we refer the reader to [4] and [26] for a general continuum mechanical background and to $[3,6,23,44,50]$, and [35] for a detailed discussion of non-Newtonian fluids. There is a large class of non-Newtonian fluids for which the dominant departure from a Newtonian behaviour is that in a simple shear flow the viscosity and the shear rate are not proportional. Such fluids are called fluids with shear-dependent viscosity or generalized Newtonian fluids and are often modeled by the constitutive law

$$
\begin{equation*}
\mathbf{S}=\mu\left(\mathbf{D}_{I I}\right) \mathbf{D} \tag{1.5}
\end{equation*}
$$

where $\mathbf{D}_{I I}=\mathbf{D}: \mathbf{D}$ is the second invariant ${ }^{2}$ of $\mathbf{D}$ and $\mu$ is the generalized viscosity function. The model (1.5) includes all power-law and Carreau-type models, which are quite popular among rheologists. Such models are used in many areas of engineering sciences such as chemical engineering, colloidal mechanics, glaciology, geology, and blood rheology ( $c f$. [36] for a discussion of such models and further references). Typical examples for the constitutive relation (1.5) are

$$
\begin{align*}
& \mathbf{S}=\mu_{0}(\delta+|\mathbf{D}|)^{q-2} \mathbf{D} \\
& \mathbf{S}=\mu_{0}\left(\delta^{2}+|\mathbf{D}|^{2}\right)^{\frac{q-2}{2}} \mathbf{D} \tag{1.6}
\end{align*}
$$

with $1<q<\infty, \delta \geq 0$ and $\mu_{0}>0$.
Motivated by the above discussion we impose the following conditions on $\mathbf{S}$.
We say that the extra stress tensor $\mathbf{S}$ possesses a $q$-structure if there exist $q \in(1, \infty)$ and $\delta \geq 0$, such that
(I) $\mathbf{S}: Q_{T} \times \mathbb{M}_{\text {sym }}^{n} \rightarrow \mathbb{M}_{\text {sym }}^{n} \quad$ is a Carathéodory function ${ }^{3}$;

[^0]
## Growth condition:

(II) $|\mathbf{S}(x, t, \boldsymbol{\xi})| \leq c_{0}(\delta+|\boldsymbol{\xi}|)^{q-2}|\boldsymbol{\xi}|+\kappa_{1}(x, t) \quad$ for all $\quad \boldsymbol{\xi} \in \mathbb{M}_{\text {sym }}^{n}$, almost all $(x, t) \in Q_{T}\left(c_{0}>0, \kappa_{1} \in L^{q^{\prime}}\left(Q_{T}\right), \kappa_{1} \geq 0\right) ;$

## Coercivity:

(III) $\mathbf{S}(x, t, \boldsymbol{\xi}): \boldsymbol{\xi} \geq v_{0}(\delta+|\boldsymbol{\xi}|)^{q-2}|\boldsymbol{\xi}|^{2}-\kappa_{2}(x, t) \quad$ for all $\quad \boldsymbol{\xi} \in \mathbb{M}_{\text {sym }}^{n}$, almost all $(x, t) \in Q_{T}\left(v_{0}>0, \kappa_{2} \in L^{1}\left(Q_{T}\right), \kappa_{2} \geq 0\right) ;$

## Strict monotonicity:

$$
\left\{\begin{array}{l}
(\mathbf{S}(x, t, \boldsymbol{\xi})-\mathbf{S}(x, t, \boldsymbol{\eta})):(\boldsymbol{\xi}-\boldsymbol{\eta})>0  \tag{IV}\\
\forall \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{M}_{\text {sym }}^{n}(\boldsymbol{\xi} \neq \boldsymbol{\eta}), \text { almost all }(x, t) \in Q_{T}
\end{array}\right.
$$

Before we introduce the notion of a weak solution of the system (1.1)-(1.4) let us provide some notation and function spaces which will be used throughout the paper. As usual let $C_{0}^{\infty}(\Omega)$ denote the space of all smooth functions having compact support in $\Omega$. By $W^{k, q}(\Omega), k \in \mathbb{N}, 1 \leq q \leq \infty$, we denote the usual Sobolev spaces. We define $W_{0}^{k, q}(\Omega)$ as the closure of $C_{0}^{\infty}(\Omega)$ in $W^{k, q}(\Omega)$. We will not distinguish between scalar-valued, vector-valued or tension-valued versions of these function spaces. The Lebesgue measure in $\mathbb{R}^{n+1}$ will be denoted by $\mathcal{L}_{n+1}(\cdot)$. For $A \subset \mathbb{R}^{n+1}$ with $0<\mathcal{L}_{n+1}(A)<\infty$ and $g \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n+1}\right)$ we denote by $g_{A}$ the mean value of $g$ over the set $A$, i.e.

$$
v_{A}:=f_{A} v \mathrm{~d} X=\frac{1}{\mathcal{L}_{n+1}(A)} \int_{A} v \mathrm{~d} X .
$$

Let $\left(X,\|\cdot\|_{X}\right)$ be a normed space. By $L^{q}(0, T ; X)$ we denote the space of all Bochner measurable functions $\varphi:(0, T) \rightarrow X$, such that

$$
\begin{aligned}
\|\varphi\|_{L^{q}(0, T ; X)} & :=\left(\int_{0}^{T}\|\varphi(t)\|_{X}^{q} \mathrm{~d} t\right)^{\frac{1}{q}}<+\infty \\
\|\varphi\|_{L^{\infty}(0, T ; X)} & :=\operatorname{if} \quad 1 \leq q<+\infty \\
\operatorname{ess} \sup \|\varphi(t)\|_{X}<+\infty & \text { if } \quad q=+\infty
\end{aligned}
$$

We set

$$
\begin{aligned}
& H_{q}=H_{q}(\Omega):={\overline{\left\{\varphi \in C_{0}^{\infty}(\Omega) \mid \operatorname{div} \varphi=0\right\}}}^{\|\cdot\|_{L^{q}(\Omega)}}, \\
& V_{q}=V_{q}(\Omega):={\overline{\left\{\varphi \in C_{0}^{\infty}(\Omega) \mid \operatorname{div} \varphi=0\right\}}}^{\|\cdot\|_{V_{q}}}
\end{aligned}
$$

where

$$
\|\varphi\|_{V_{q}}:=\|\mathbf{D}(\varphi)\|_{L^{q}(\Omega)} .
$$

In the case that $q=2$ we omit the subscript $q$ and denote $H:=H_{2}$ and $V:=V_{2}$. It immediately follows from our definition of $W_{0}^{1, q}(\Omega)$ and $[39,18]$ that there exists a positive constant $\gamma_{0}$, such that the following Korn's inequality holds

$$
\begin{equation*}
\|\nabla \mathbf{v}\|_{L^{q}(\Omega)} \leq \gamma_{0}\|\mathbf{D}(\mathbf{v})\|_{L^{q}(\Omega)} \quad \forall \mathbf{v} \in W_{0}^{1, q}(\Omega) \tag{1.7}
\end{equation*}
$$

Definition 1.1. Assume that $\mathbf{S}$ satisfies (I) and (II) with $q \in\left[\frac{2 n}{n+2}, \infty\right)$. Let $\mathbf{F} \in$ $L^{1}\left(Q_{T}\right)$ and $\mathbf{u}_{0} \in H$. A vector-valued function $\mathbf{u} \in L^{q}\left(0, T ; V_{q}\right) \cap L^{\infty}(0, T ; H)$ is called a weak solution to (1.1)-(1.4) if the following identity

$$
\begin{align*}
& -\int_{Q_{T}} \mathbf{u} \cdot \partial_{t} \boldsymbol{\varphi} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} \mathbf{S}(x, t, \mathbf{D}(\mathbf{u})): \mathbf{D}(\boldsymbol{\varphi}) \mathrm{d} x \mathrm{~d} t \\
& -\int_{Q_{T}}(\mathbf{u} \otimes \mathbf{u}): \mathbf{D}(\boldsymbol{\varphi}) \mathrm{d} x \mathrm{~d} t  \tag{1.8}\\
= & \int_{Q_{T}} \mathbf{F}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \mathbf{u}_{0} \cdot \boldsymbol{\varphi}(0) \mathrm{d} x
\end{align*}
$$

holds for all $\boldsymbol{\varphi} \in C^{\infty}\left(Q_{T}\right)$ with $\operatorname{div} \varphi=0$ and $\operatorname{supp}(\boldsymbol{\varphi}) \subset \subset \times[0, T)^{4}$.
Remark 1.2. By virtue of Sobolev's embedding theorem and Hölder's inequality one easily verifies

$$
\begin{equation*}
L^{q}\left(0, T ; V_{q}\right) \cap L^{\infty}(0, T ; H) \hookrightarrow L^{q \frac{n+2}{n}}\left(Q_{T}\right) \tag{1.9}
\end{equation*}
$$

The aim of the present paper is to prove the existence of a weak solution to the system (1.1)-(1.4) for such $q$ that $\operatorname{div}(\mathbf{u} \otimes \mathbf{u})$ merely belongs to the space $L^{1}(0, T$; $\left.\left(W_{0}^{1, \infty}(\Omega)\right)^{*}\right)$. Our main result is the following:
Theorem 1.3 (Main theorem). Let $\Omega \subset \mathbb{R}^{n}, n \geq 2$, be a bounded open set, and $0<T<\infty$. Assume that $\mathbf{S}$ satisfies (I), (II), (III), and (IV) for some $q$ with

$$
\begin{equation*}
\frac{2 n}{n+2}<q<\infty \tag{1.10}
\end{equation*}
$$

and $\delta \geq 0$. Suppose that $\mathbf{u}_{0} \in H$ and $\mathbf{F} \in L^{q^{\prime}}\left(Q_{T}\right)$ are given. Then there exists a weak solution $\mathbf{u} \in L^{q}\left(0, T ; V_{q}\right) \cap C_{w}([0, T] ; H)$ to (1.1)-(1.4).

## Remark 1.4.

1. The mathematical analysis of the the system (1.1)-(1.3) was initiated by Ladyzhenskaya ( $c f$. [25,27,28]). She proved the existence of weak solutions in the case of Dirichlet boundary conditions (1.4) for $q \geq 1+\frac{2 n}{n+2}$ using the monotone operator theory combined with compactness arguments. This weak solution is unique if $q \geq \frac{n+2}{2}$ and $\mathbf{u}_{0} \in H$. The same results have been proved in [30] for the extra stress tensor $\mathbf{S}$ depending on the full velocity gradient $\nabla \mathbf{u}$ rather than on $\mathbf{D}(\mathbf{u})$ only.

[^1]2. The special case $q=2$, for which (1.1)-(1.2) are just the classical Navier-Stokes equations, cannot be treated with the theory of monotone operators if $n \geq 3$. However, the existence of weak solutions in the case of Dirichlet boundary conditions (1.4) is well known (cf. [29, 22]).
3. The existence of measure-valued solutions for the system (1.1)-(1.3) with Dirichlet boundary conditions (1.4) was proved for $q>\frac{2 n}{n+2}$ in [41, 21] (cf. [33, 32]) using Ball's theorem on Young measures. The existence of solutions satisfying a variational inequality instead of (1.8) was proved for the system (1.1)-(1.3) with Dirichlet boundary conditions (1.4) for $q \geq 2, n \geq 2$ in [8].
4. The lower bound for the existence of weak solutions of the system (1.1)-(1.3) with space periodic boundary conditions was extended to $q>\frac{3 n}{n+2}$ by Nečas and his collaborators ( $c f$. $[33,5,32]$ ). The results have been obtained by using $-\Delta \mathbf{u}$ as a test function and deriving higher fractional differentiability in space. At the same time this technique gives the existence of a more regular solution, namely $\mathbf{u} \in L^{2}\left(0, T ; W^{2,2}(\Omega)\right) \cap L^{\infty}\left(0, T ; V_{q}\right) \cap L^{q}\left(0, T ; V_{\frac{q n}{n-2}}\right), \partial_{t} \mathbf{u} \in L^{2}\left(Q_{T}\right)$ for $q \geq 1+\frac{2 n}{n+2}$. This solution is unique in the class of weak solutions, provided $\mathbf{u}_{0} \in V_{2}$. The question of the uniqueness of weak solutions for values of $p$ below $1+\frac{2 n}{n+2}$ is still an open problem, which is not adressed in the paper. Note that the extra stress tensor $\mathbf{S}$ must satisfy slightly more restrictive assumptions than (I)-(IV), namely instead of (IV) one needs that $\mathbf{S}$ is uniformly monotone, i.e. $\frac{\partial \mathbf{S}(\boldsymbol{\xi})}{\partial \boldsymbol{\xi}}: \boldsymbol{\eta} \otimes \boldsymbol{\eta} \geq c(1+|\boldsymbol{\xi}|)^{q-2}|\boldsymbol{\eta}|^{2}$ holds for all $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{M}_{\text {sym }}^{n}$ (cf. [45,46]). The method was extended in [34] to Dirichlet boundary condition proving for $2 \leq$ $q<3, n=3$, the existence of weak solutions and some additional regularity properties for $\frac{9}{4} \leq q<3, n=3$ (cf. [10, 11] for some improvements). The special case $q=3, n=2,3$, which corresponds to the Smagorinsky model in turbulence, was treated in [42], proving the existence of a unique weak solution which additionally satisfies $\partial_{t} \mathbf{u} \in L^{2}\left(0, T ; V_{2}\right) \cap L^{\infty}(0, T ; H)$, provided $\mathbf{u}_{0} \in$ $H \cap W^{2,2}(\Omega)$. The existence of local in time strong solutions of the system (1.1)(1.3) with space periodic boundary conditions was proved in [32] for $q>\frac{5}{3}$, $n=3$. This result was improved in [14] to $q>\frac{7}{5}, n=3$, also providing better regularity properties of the solution. The case of Dirichlet boundary conditions was considered in [7]. In that paper $\mathbf{S}$ is assumed to be uniformly monotone with $q \geq 1$. The case of small data and global in time strong solutions has been treated in [2].
5. The lower bound for the existence of weak solutions of the system (1.1)-(1.3) with space periodic boundary conditions was further extended to $q>\frac{2(n+1)}{n+2}$ in [16] using $L^{\infty}$-test functions. The same result was obtained in [52] in the case of Dirichlet boundary conditions using $L^{\infty}$-test functions and the local pressure method.
6. The result in Theorem 1.3 is optimal in the following sense: For $q<\frac{2 n}{n+2}$ the term
$$
\int_{Q_{T}}(\mathbf{u} \otimes \mathbf{u}): \mathbf{D}(\varphi) \mathrm{d} x \mathrm{~d} t, \quad \varphi \in L^{\infty}\left(0, T ; W_{0}^{1, \infty}(\Omega)\right)
$$
is not well defined using the parabolic embedding (1.9) since $q \frac{n+2}{n}<2$. Nevertheless it is still possible to give sense to the above integral using the information $\mathbf{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ coming from the time derivative only. Moreover, for $q<\frac{2 n}{n+2}$ the space $W_{0}^{1, q}(\Omega)$ does not embed into $L^{2}(\Omega)$. Thus we have that $L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right) \nprec L^{q}\left(0, T ;\left(W_{0}^{1, q}(\Omega)\right)^{*}\right)$. Consequently, there are problems to give sense to the distributional time derivative.

The paper is organized as follows. In Section 2 we use the local pressure method to introduce the pressure for the problem (1.1), (1.2) and decompose it similar to the procedure in [52]. However, here we use only standard results for the Stokes system and the divergence equation. In Section 3 we establish the Lipschitz truncation method for unsteady problems. For that we use a Whitney type decomposition to extend a function in which irregular regions have been cut off before. We also prove that this extension belongs to the space $L^{\infty}\left(0, T ; W^{1, \infty}(\Omega)\right)$ and that a certain partial integration formula with respect to time holds true. Similar results have been proved in [24]. Here it is to the knowledge of the authors the first time that the Lipschitz truncation method is used to prove an existence result for unsteady problems. For steady problems the Lipschitz truncation method was introduced in [1]. In Section 4 we approximate the problem (1.1), (1.2) appropriately. The approximate problem possesses weak solutions (cf. [52]) for which we justify the limiting process using essentially the properties of the Lipschitz truncation established before. This gives a proof of the main Theorem 1.3. The steady version of the problem (1.1), (1.2) was treated in [17, 13] with the help of the Lipschitz truncation method.

## 2. Pressure representation

The aim of this section is to introduce the pressure for the problem (1.1)-(1.2). We decompose the pressure corresponding to the respective terms appearing in the equation. This forms the basis for studying the local behaviour of the velocity and the pressure.

Throughout this section let $G \subset \mathbb{R}^{n}$ be a bounded domain with $\partial G \in C^{2}$.
Lemma 2.1. Let $1<s<\infty$. Let $\mathbf{v}^{*} \in\left(W_{0}^{1, s}(G)\right)^{*}$ with $\left\langle\mathbf{v}^{*}, \mathbf{v}\right\rangle=0$ for all $\mathbf{v} \in V_{s}(G)$. Then there exists a unique $p \in L^{s}(G)$ with $p_{G}=0$, such that

$$
\left\langle\mathbf{v}^{*}, \mathbf{v}\right\rangle=\int_{G} p \operatorname{div} \mathbf{v} \mathrm{~d} x \quad \forall \mathbf{v} \in W_{0}^{1, s}(G)
$$

Furthermore there holds

$$
\begin{equation*}
\|p\|_{L^{s}(G)} \leq c\left\|\mathbf{v}^{*}\right\|_{\left(W_{0}^{1, s}(G)\right)^{*}} . \tag{2.1}
\end{equation*}
$$

Proof. [19, Theorems III.3.1 and III.5.2].
Arguing similar as in [52] we will introduce the pressure.

Theorem 2.2. Let $\mathbf{u} \in C_{w}([0, T] ; H(G))$ and let $\mathbf{H}_{\mathbf{i}} \in L^{s_{i}}\left(0, T ; L^{s_{i}}(G)\right)$, $1<s_{i}<\infty, i=1,2$. Suppose that

$$
\begin{equation*}
-\int_{0}^{T} \int_{G} \mathbf{u} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{G}\left(\mathbf{H}_{1}+\mathbf{H}_{2}\right): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{2.2}
\end{equation*}
$$

holds for all $\varphi \in C_{0}^{\infty}(G \times(0, T))$ with $\operatorname{div} \varphi=0$. Then there exist unique functions $p_{i} \in L^{s_{i}}\left(0, T ; L^{s_{i}}(G)\right), i=1,2$, and $p_{h} \in C_{w}\left([0, T] ; W^{1,2}(G)\right)$, such that

$$
\begin{align*}
-\int_{0}^{T} \int_{G} \mathbf{u} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t= & \int_{0}^{T} \int_{G}\left(\mathbf{H}_{1}+\mathbf{H}_{2}\right): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{G}\left(p_{1}+p_{2}\right) \operatorname{div} \varphi+\int_{0}^{T} \int_{G} \nabla p_{h} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t  \tag{2.3}\\
& +\int_{G} \mathbf{u}(0) \cdot \boldsymbol{\varphi}(0) \mathrm{d} x
\end{align*}
$$

for all $\varphi \in C^{\infty}(G \times(0, T))$ with $\operatorname{supp}(\varphi) \subset \subset G \times[0, T)$. In addition, we have $-\Delta p_{h}=0, p_{h}(0)=0$ and the apriori estimates

$$
\begin{align*}
\left\|p_{i}\right\|_{L^{s_{i}}(G \times(0, T))} & \leq c_{i}\left\|\mathbf{H}_{i}\right\|_{L^{s_{i}}(G \times(0, T))}, & & i=1,2  \tag{2.4}\\
\left\|p_{h}(t)\right\|_{W^{1,2}(G)} & \leq c_{h}\|\mathbf{u}(t)-\mathbf{u}(0)\|_{L^{2}(G)}, & & t \in[0, T] \tag{2.5}
\end{align*}
$$

with constants $c_{i}$ depending only on $n, G$, and $s_{i}, i=1,2$, and a constant $c_{h}$ depending only on $n$ and $G$.

Proof. Arguing as in the proof of [52, Theorem 2.6] one gets the existence of a pressure $\tilde{p} \in C_{w}\left([0, T] ; L^{1}(G)\right)$, such that

$$
\begin{align*}
\int_{G}(\mathbf{u}(t)-\mathbf{u}(0)) \boldsymbol{\psi} \mathrm{d} x= & \int_{G}\left(\widetilde{\mathbf{H}}_{1}(t)+\tilde{\mathbf{H}}_{2}(t)\right): \nabla \boldsymbol{\psi} \mathrm{d} x \\
& +\int_{G} \tilde{p}(t) \operatorname{div} \boldsymbol{\psi} \mathrm{d} x, \quad \forall \boldsymbol{\psi} \in W_{0}^{1,2}(G) \tag{2.6}
\end{align*}
$$

for all $0 \leq t \leq T$, where

$$
\widetilde{\mathbf{H}}_{i}(t)=\int_{0}^{t} \mathbf{H}_{i}(\tau) \mathrm{d} \tau, \quad 0<t<T, \quad i=1,2
$$

Without loss of generality we may assume that $\tilde{p}(t)_{G}=0$ for all $0 \leq t \leq T$. Note that in this case the pressure $\tilde{p}$ is unique.

Next, let $\mathbf{v}_{i}(t) \in V_{s_{i}}(G), 0 \leq t \leq T$, denote the unique solution to the Stokes problem

$$
\begin{align*}
-\Delta \mathbf{v}_{i}(t)+\nabla \pi_{i}(t) & =-\operatorname{div} \widetilde{\mathbf{H}}_{i}(t) & & \text { in } \quad G \\
\operatorname{div} \mathbf{v}_{i}(t) & =0 & & \text { in } G  \tag{2.7}\\
\mathbf{v}_{i}(t) & =0 & & \text { on } \quad \partial G
\end{align*}
$$

for $i=1$, 2. According to Lemma 2.1 we have $\pi_{i}(t) \in L^{s_{i}}(G)$ with $\left(\pi_{i}(t)\right)_{G}=0$. Replacing in (2.7) $t$ by $t+h, 0<h \leq T-h$, and taking the difference of both equations we get in view of Lemma 2.1 the estimate

$$
\left\|\pi_{i}(t+h)-\pi_{i}(t)\right\|_{L^{s_{i}}(G)} \leq c\left(\left\|\nabla\left(\mathbf{v}_{i}(t+h)-\mathbf{v}_{i}(t)\right)\right\|_{L^{s_{i}}(G)}+\left\|\widetilde{\mathbf{H}}_{i}(t+h)-\widetilde{\mathbf{H}}_{i}(t)\right\|_{L^{s_{i}}(G)}\right) .
$$

From [20, Theorem 2.1], and [19, Theorem IV.6.1] we obtain

$$
\left\|\nabla\left(\mathbf{v}_{i}(t+h)-\mathbf{v}_{i}(t)\right)\right\|_{L^{s_{i}}(G)} \leq c\left\|\widetilde{\mathbf{H}}_{i}(t+h)-\widetilde{\mathbf{H}}_{i}(t)\right\|_{L^{s_{i}}(G)}
$$

which leads to

$$
\left\|\pi_{i}(t+h)-\pi_{i}(t)\right\|_{L^{s_{i}}(G)}^{s_{i}} \leq c\left\|\int_{t}^{t+h} \mathbf{H}_{i}(\tau) \mathrm{d} \tau\right\|_{L^{s_{i}(G)}}^{s_{i}}
$$

Dividing both sides by $h^{s_{i}}$, integrating over the interval ( $0, T-h$ ), applying Hölder's inequality and Fubini's theorem yields

$$
\int_{0}^{T-h} \frac{\left\|\pi_{i}(t+h)-\pi_{i}(t)\right\|_{L^{s_{i}}(G)}^{s_{i}}}{h^{s_{i}}} \mathrm{~d} t \leq c\left\|\mathbf{H}_{i}\right\|_{L^{s_{i}}(G \times(0, T))}^{s_{i}}
$$

This shows that $\pi_{i} \in W^{1, s_{i}}\left(0, T ; L^{s_{i}}(G)\right)$. Set $p_{i}:=\partial_{t} \pi_{i}$. In the estimate above passing to the limit as $h \rightarrow 0$ implies (2.4)

Next, let $\mathbf{v}_{h}(t) \in V_{2}(G) \cap W^{2,2}(G), 0 \leq t \leq T$, denote the unique solution to the Stokes problem

$$
\begin{align*}
-\Delta \mathbf{v}_{h}(t)+\nabla p_{h}(t) & =-\mathbf{u}(t)+\mathbf{u}(0) & & \text { in } \quad G, \\
\operatorname{div} \mathbf{v}_{h}(t) & =0, & & \text { in } G,  \tag{2.8}\\
\mathbf{v}_{h}(t) & =0 & & \text { on } \quad \partial G .
\end{align*}
$$

Appealing to [19, Theorem IV.6.1] one finds $p_{h}(t) \in W^{1,2}(G)$ with $\left(p_{h}(t)\right)_{G}=0$. Moreover, we have

$$
\left\|p_{h}(t)\right\|_{W^{1,2}(G)} \leq c\|\mathbf{u}(t)-\mathbf{u}(0)\|_{L^{2}(G)}
$$

Whence, (2.5).
Define $\mathbf{v}(t):=\mathbf{v}_{1}(t)+\mathbf{v}_{2}(t)+\mathbf{v}_{h}(t)$. From (2.6) follows

$$
-\operatorname{div} \widetilde{\mathbf{H}}_{2}(t)-\operatorname{div} \widetilde{\mathbf{H}}_{2}(t)-\mathbf{u}(t)+\mathbf{u}(0)=\nabla \tilde{p}(t)
$$

Thus, taking the sum of (2.7) and (2.8) leads to

$$
\begin{align*}
-\Delta \mathbf{v}(t)+\nabla\left(\pi_{1}(t)+\pi_{2}(t)+p_{h}(t)-\tilde{p}(t)\right) & =\mathbf{0} & & \text { in } \quad G, \\
\operatorname{div} \mathbf{v}(t) & =0, & & \text { in } \quad G,  \tag{2.9}\\
\mathbf{v}(t) & =\mathbf{0} & & \text { on } \quad \partial G,
\end{align*}
$$

which implies $\mathbf{v}=\mathbf{0}$ and $\tilde{p}(t)=\pi_{1}(t)+\pi_{2}(t)+p_{h}(t)$. Thus, inserting $\boldsymbol{\psi}(\cdot, t)=$ $\partial_{t} \varphi(\cdot, t), t \in(0, T)$, into (2.6), integrating this identity over ( $0, T$ ), and applying integration by parts yields (2.3).

## 3. Parabolic Lipschitz truncation

In this section we will establish a Lipschitz truncation method for unsteady problems. The idea is to regularize a given function by cutting off regions of irregularity and then to extend this restricted function by a Whitney type extension to the whole domain again. In a different context this method has been used in [24]. The basis of this approach is a covering lemma of Whitney type, which is well-known (cf. [48, Chapter 6], [12, Chapter1], [9, Theorem 3.2]). Here we use these general results for the Euclidean space $\mathbb{R}^{n+1}$ with an anisotropic parabolic metric. The typical points $(x, t)$ and $(y, s)$ of $\mathbb{R}^{n+1}$ are shortly denoted by $X$ and $Y$, respectively. Given $\alpha>0$ we equip $\mathbb{R}^{n+1}$ with the following anisotropic (scaled parabolic) metric

$$
d_{\alpha}(X, Y):=\max \left\{|x-y|,\left|\alpha^{-1}(s-t)\right|^{1 / 2}\right\}, \quad X, Y \in \mathbb{R}^{n+1}
$$

For $X_{0} \in \mathbb{R}^{n+1}$ and $r>0$ we define balls $Q_{r}^{\alpha}\left(X_{0}\right):=\left\{X \in \mathbb{R}^{n+1} \mid d_{\alpha}\left(X, X_{0}\right)<r\right\}$, which are equal to the cylindrical sets $B_{r}\left(x_{0}\right) \times\left(t_{0}-\alpha r^{2}, t_{0}+\alpha r^{2}\right)$. One easily checks that for all $X \in \mathbb{R}^{n+1}, 0<r<\infty$ and $\alpha>0$ holds

$$
\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}(X)\right) \leq 2^{n+2} \mathcal{L}_{n+1}\left(Q_{\frac{r}{2}}^{\alpha}(X)\right)
$$

This implies that $\left(\mathbb{R}^{n+1}, d_{\alpha}\right)$ satisfies the following homogeneity property:
There exists a number $\hat{N} \in \mathbb{N}$, depending only on $n$, such that, each cylinder $Q_{r}\left(X_{0}\right)$ contains no more than $\hat{N}$ points $\left\{X_{i}\right\}$ with $d_{\alpha}\left(X_{i}, X_{j}\right) \geq \frac{r}{4}$ for $i \neq j$.

Thus we have (cf. [48, Chapter 6], [12, Chapter 1], [9, 47, Theorem 3.2]) the following result:

Lemma 3.1 (Whitney type covering). Let $E$ be a non-empty, open, bounded set of $\mathbb{R}^{n+1}$ equipped with the metric $d_{\alpha}, \alpha>0$. Then there exists a covering $\left\{Q_{i}^{\alpha}\right\}=$ $\left\{Q_{r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)\right\}$ of $E$, such that ${ }^{5}$
(W1) $\bigcup_{i} \frac{1}{2} Q_{i}^{\alpha}=E$,
(W2) for all $i \in \mathbb{N}$ we have $8 Q_{i}^{\alpha} \subset E$ and $16 Q_{i}^{\alpha} \cap\left(\mathbb{R}^{n+1} \backslash E\right) \neq \emptyset$,
(W3) if $Q_{i}^{\alpha} \cap Q_{j}^{\alpha} \neq \emptyset$ then $\frac{1}{2} r_{j}^{\alpha} \leq r_{i}^{\alpha}<2 r_{j}^{\alpha}$,
(W4) each $X \in E$ belongs to at most $120^{n+2}$ of the sets $4 Q_{i}^{\alpha}$.
We have denoted by $\gamma Q_{i}^{\alpha}(\gamma>0)$ the ball $Q_{\gamma r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)$. Note that this scaling depends on $\alpha$.

For the readers convenience an elementary proof can be found in the Appendix C of this paper.
${ }^{5} \operatorname{By} \gamma Q_{i}^{\alpha}(\gamma>0)$ we denote the ball $Q_{\gamma r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)$.

## Remark 3.2.

1. The covering $\left\{Q_{i}^{\alpha}\right\}$ of $E$ has the following additional properties:

$$
\begin{equation*}
\sum_{j} \mathcal{L}_{n+1}\left(4 Q_{j}^{\alpha}\right) \leq 120^{n+2} \mathcal{L}_{n+1}(E) \tag{W5}
\end{equation*}
$$

Property (W4) of the above lemma can be written as $\sum_{i} \chi_{Q_{i}^{\alpha}} \leq 120^{n+2}$, which implies

$$
\sum_{j} \mathcal{L}_{n+1}\left(4 Q_{j}^{\alpha}\right)=\sum_{j} \int_{E} \chi_{4 Q_{j}^{\alpha}} \mathrm{d} X \leq 120^{n+2} \mathcal{L}_{n+1}(E)
$$

2. Define $A_{i}:=\left\{j \in \mathbb{N} \left\lvert\, \frac{2}{3} Q_{j}^{\alpha} \cap \frac{2}{3} Q_{i}^{\alpha} \neq \emptyset\right.\right\}(i=1,2, \ldots)$. Note that from Lemma C. 1 follows that $\# A_{i} \leq 120^{n+2}$. Moreover, we have

$$
\begin{equation*}
Q_{j}^{\alpha} \subset 4 Q_{i}^{\alpha} \subset E \quad \text { for all } j \in A_{i} \tag{W6}
\end{equation*}
$$

Indeed, if $\frac{2}{3} Q_{j}^{\alpha} \cap \frac{2}{3} Q_{i}^{\alpha} \neq \emptyset$, then we have $r_{j}^{\alpha} \leq 2 r_{i}^{\alpha}$ due to (W3). For $Y \in Q_{j}^{\alpha}$ we estimate

$$
\begin{aligned}
d_{\alpha}\left(X_{i}^{\alpha}, Y\right) & \leq d_{\alpha}\left(X_{i}^{\alpha}, X\right)+d_{\alpha}\left(X, X_{j}^{\alpha}\right)+d_{\alpha}\left(X_{j}^{\alpha}, Y\right) \\
& <\frac{2}{3} r_{i}^{\alpha}+\frac{4}{3} r_{i}^{\alpha}+2 r_{i}^{\alpha}=4 r_{i}^{\alpha}
\end{aligned}
$$

Consequently, $Y \in 4 Q_{i}^{\alpha}$.
Next, let us introduce the notion of Lipschitz continuous functions with respect to the metric $d_{\alpha}$.
Definition 3.3. For a given Lebesgue measurable set $A \subset \mathbb{R}^{n+1}$ by $C_{d_{\alpha}}^{0,1}(A)$ we denote the space of all essentially bounded functions $u: A \rightarrow \mathbb{R}$, satisfying

$$
\operatorname{Lip}_{d_{\alpha} ; A}(u)<\infty
$$

where

$$
\operatorname{Lip}_{d_{\alpha} ; A}(u):=\sup _{\substack{X, Y \in A \\ X \neq Y}} \frac{|u(X)-u(Y)|}{d_{\alpha}(X, Y)}
$$

Partition of unity. Let $E$ be a non-empty, bounded, open subset of $\mathbb{R}^{n+1}$ equipped with the metric $d_{\alpha}$. Let $\left\{Q_{i}^{\alpha}\right\}$ denote a Whitney type covering of $E$ from Lemma 3.1. Let $\eta_{i} \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ denote cut-off functions with $0 \leq \eta_{i} \leq 1$ in $\mathbb{R}^{n+1}, \eta_{i}=0$ in $\mathbb{R}^{n+1} \backslash \frac{2}{3} Q_{i}^{\alpha}, \eta_{i}=1$ on $\frac{1}{2} Q_{i}^{\alpha}$, such that

$$
\begin{equation*}
\operatorname{Lip}_{d_{\alpha}}\left(\eta_{i}\right)+\left|\alpha \partial_{t} \eta_{i}\right|^{\frac{1}{2}} \leq c_{n}\left(r_{i}^{\alpha}\right)^{-1} \quad \text { in } \quad \mathbb{R}^{n+1} \quad(i \in \mathbb{N}) \tag{3.1}
\end{equation*}
$$

Recalling the definition of $A_{i}(c f$. Remark 3.2) we have

$$
\sum_{j} \eta_{j}=\sum_{j \in A_{i}} \eta_{j} \quad \text { in } \quad Q_{i}^{\alpha}
$$

and $\sum_{j} \eta_{j} \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$. Next, we set

$$
\psi_{i}(X):=\frac{\eta_{i}(X)}{\sum_{j} \eta_{j}(X)}, \quad X \in E \quad(i \in \mathbb{N})
$$

which is well defined, since by (W1) there holds $\sum_{j} \eta_{j} \geq 1$ in $E$. Clearly, we have that $\psi_{i} \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfy $\psi_{i} \equiv 0$ in $\mathbb{R}^{n+1} \backslash \frac{2}{3} Q_{i}^{\alpha}$. Moreover, we have

$$
\begin{equation*}
\sum_{j} \psi_{j}=\sum_{j \in A_{i}} \psi_{j}=1 \quad \text { in } Q_{i}^{\alpha} \tag{3.2}
\end{equation*}
$$

Properties (W1), (W2), (W3), (W4), and (3.1) yield

$$
\begin{align*}
\left|\psi_{i}(X)-\psi_{i}(Y)\right| & \leq\left|\eta_{i}(X)-\eta_{i}(Y)\right|+\sum_{j \in A_{i}}\left|\eta_{j}(X)-\eta_{j}(Y)\right| \\
& \leq c_{n}\left(\left(r_{i}^{\alpha}\right)^{-1}+\sum_{j \in A_{i}}\left(r_{j}^{\alpha}\right)^{-1}\right) d_{\alpha}(X, Y)  \tag{3.3}\\
& \leq c_{n}\left(1+2 \cdot 120^{n+2}\right)\left(r_{i}^{\alpha}\right)^{-1} d_{\alpha}(X, Y)
\end{align*}
$$

Similarly, one proves that

$$
\left|\partial_{t} \psi_{i}\right| \leq\left|\partial_{t} \eta_{i}\right|+\sum_{j \in A_{i}}\left|\partial_{t} \eta_{j}\right| \leq c_{n}^{2}\left(1+4 \cdot 120^{n+2}\right) \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-2} \quad \text { in } \quad \mathbb{R}^{n+1}
$$

Thus,

$$
\begin{equation*}
\operatorname{Lip}_{d_{\alpha}}\left(\psi_{i}\right)+\left|\alpha \partial_{t} \psi_{i}\right|^{\frac{1}{2}} \leq c_{n}\left(1+4 \cdot 120^{n+2}\right)\left(r_{i}^{\alpha}\right)^{-1} \quad \text { in } \quad \mathbb{R}^{n+1} \tag{3.4}
\end{equation*}
$$

Definition of the truncation operator. Let $G \subset \mathbb{R}^{n}$ be a non-empty, open, bounded set and $0<T<\infty$. For a non-empty, open set $E \subset G \times(0, T)$ let $\left\{Q_{i}^{\alpha}\right\}$ be the corresponding Whitney covering from Lemma 3.1 for the metric $d_{\alpha}$, and $\left\{\psi_{i}\right\}$ the associated partition of unity. For $u \in L_{\mathrm{loc}}^{1}(G \times(0, T))$ we define

$$
\left(\mathcal{T}_{E}^{\alpha} u\right)(X):= \begin{cases}u(X) & \text { if } \quad X \in(G \times(0, T)) \backslash E \\ \sum_{i=1}^{\infty} \psi_{i}(X) u_{Q_{i}^{\alpha}} & \text { if } \quad X \in E\end{cases}
$$

From the construction of $\mathcal{T}_{E}^{\alpha} u$ it is clear that the restriction of $\mathcal{T}_{E}^{\alpha} u$ upon $E$ is smooth.

Next, we prove several properties of the operator $\mathcal{T}_{E}^{\alpha} u$, which will be used in what follows.

Lemma 3.4. Let $u \in L_{\mathrm{loc}}^{1}(G \times(0, T))$. Then there holds

$$
\begin{equation*}
\left|\mathcal{T}_{E}^{\alpha} u\right| \leq 10^{n+2} \mathcal{M}^{*}(|u|) \quad \text { a.e. in } \quad G \times(0, T) \tag{3.5}
\end{equation*}
$$

where $c=$ const $>0$.
Proof. If $X \in(G \times(0, T)) \backslash E$, then $\left|T_{E}^{\alpha} u(X)\right|=|u(X)| \leq \mathcal{M}^{*}(|u|)(X)$ by the properties of $\mathcal{M}^{*}(c f$. Appendix A). Now, let $X \in E$. Then by (W1) we have $X \in Q_{i}^{\alpha}$ for some $i$. By the definition of $\mathcal{T}_{E}^{\alpha} u$ and of the set $A_{i}$ it follows that

$$
\left(\mathcal{T}_{E}^{\alpha} u\right)(X)=\sum_{j \in A_{i}} u_{Q_{j}^{\alpha}} \psi_{j}(X)
$$

Taking into account (W6) and (W3) implies

$$
\begin{equation*}
\left|\mathcal{T}_{E}^{\alpha} u(X)\right| \leq \sum_{j \in A_{i}}\left|u_{Q_{j}^{\alpha}}\right| \psi_{j}(X) \leq 8^{n+2} f_{4 Q_{i}^{\alpha}}|u| \mathrm{d} Y \tag{3.6}
\end{equation*}
$$

Since $4 Q_{i}^{\alpha} \subset Q_{5 r_{i}^{\alpha}}^{\alpha}(X)$ we obtain

$$
\left|\mathcal{T}_{E}^{\alpha} u(X)\right| \leq 10^{n+2} f_{Q_{S_{r_{i}^{\alpha}}^{\alpha}(X)}^{\alpha}}|u| \mathrm{d} Y \leq 10^{n+2} \mathcal{M}^{*}(|u|)(X)
$$

The proof of the lemma is completed.
Lemma 3.5. For every $1 \leq p \leq \infty$ there exists a constant $c$ such that

$$
\begin{equation*}
\left\|\mathcal{T}_{E}^{\alpha} u\right\|_{L^{p}(G \times(0, T))} \leq c\|u\|_{L^{p}(G \times(0, T))} \quad \forall u \in L^{p}(G \times(0, T)), \tag{3.7}
\end{equation*}
$$

where $c$ depends only $n$.
Proof. By the definition of $\mathcal{T}_{E}^{\alpha}$ and the properties (W1), (W6), and (W5) of the Whitney covering we have

$$
\begin{aligned}
\int_{G \times(0, T)}\left|\left(\mathcal{T}_{E}^{\alpha} u\right)(X)\right| \mathrm{d} X & =\int_{G \times(0, T) \backslash E}|u(X)| \mathrm{d} X+\int_{E}\left|\left(\mathcal{T}_{E} u\right)(X)\right| \mathrm{d} X \\
& \leq\|u\|_{L^{1}(G \times(0, T))}+\sum_{i} \int_{Q_{i}^{\alpha}}\left|\left(\mathcal{T}_{E} u\right)(X)\right| \mathrm{d} X \\
& \leq\|u\|_{L^{1}(G \times(0, T))}+\sum_{i} \int_{Q_{i}^{\alpha}}\left(\sum_{j \in A_{i}} f_{Q_{j}}|u(Y)| \mathrm{d} Y\right) \mathrm{d} X \\
& \leq\|u\|_{L^{1}(G \times(0, T))}+2^{n+2} \sum_{i} \sum_{j \in A_{i}} \int_{4 Q_{i}^{\alpha}}|u(X)| \mathrm{d} X \\
& \leq\left(1+240^{n+2}\right)\|u\|_{L^{1}(G \times(0, T))} .
\end{aligned}
$$

From the definition of $\mathcal{T}_{E}^{\alpha}$ follows

$$
\left\|\mathcal{T}_{E}^{\alpha} u\right\|_{L^{\infty}(G \times(0, T))} \leq\|u\|_{L^{\infty}(G \times(0, T))}
$$

The assertion thus follows from interpolation also for $1<p<\infty$.
Lemma 3.6. Let $u \in L_{\mathrm{loc}}^{1}(G \times(0, T))$. Then we have for all $Y, Z \in Q_{i}^{\alpha}, i \in \mathbb{N}$

$$
\begin{equation*}
\left|\mathcal{T}_{E}^{\alpha} u(Y)-\mathcal{T}_{E}^{\alpha} u(Z)\right| \leq c\left(r_{i}^{\alpha}\right)^{-1} d_{\alpha}(Y, Z) \mathcal{f}_{4 Q_{i}^{\alpha}}\left|u-u_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \tag{3.8}
\end{equation*}
$$

where $c$ depends only on $n$.
Proof. By the definition of $\mathcal{T}_{E}^{\alpha}$ one easily calculates for all $Y, Z \in Q_{i}^{\alpha}$

$$
\begin{aligned}
\mathcal{T}_{E}^{\alpha} u(Y)-\mathcal{T}_{E}^{\alpha} u(Z) & =\sum_{j \in A_{i}} u_{Q_{j}^{\alpha}}\left(\psi_{j}(Y)-\psi_{j}(Z)\right) \\
& =\sum_{j \in A_{i}}\left(u_{Q_{j}^{\alpha}}-u_{Q_{i}^{\alpha}}\right)\left(\psi_{j}(Y)-\psi_{j}(Z)\right),
\end{aligned}
$$

where we used (3.2). Using Jensen's inequality along with property (W6) one gets

$$
\begin{equation*}
\left|u_{Q_{j}^{\alpha}}-u_{Q_{i}^{\alpha}}\right| \leq 4^{n+2} \cdot 2 f_{4 Q_{i}^{\alpha}}\left|u-u_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \quad \forall j \in A_{i} \tag{3.9}
\end{equation*}
$$

The last two estimates together with the Lipschitz bound (3.4) and the properties (W3) and (W4) of the Whitney covering imply (3.8).

Lemma 3.7. Let $u \in L_{\mathrm{loc}}^{1}(G \times(0, T))$. Then for all $Y \in Q_{i}^{\alpha}, i \in \mathbb{N}$

$$
\begin{equation*}
\left|\mathcal{T}_{E}^{\alpha} u(Y)-u(Y)\right| \leq c f_{4 Q_{i}^{\alpha}}|u(X)-u(Y)| \mathrm{d} X \tag{3.10}
\end{equation*}
$$

where $c$ depends only on $n$.
Proof. Let $Y \in Q_{i}^{\alpha}, i \in \mathbb{N}$. The definition of $\mathcal{T}_{E}^{\alpha}$ and (W6) yield

$$
\left|\mathcal{T}_{E}^{\alpha} u(Y)-u(Y)\right| \leq \sum_{j \in A_{i}} \psi_{j}(Y)\left|u_{Q_{j}^{\alpha}}-u(Y)\right| \leq c f_{4 Q_{i}^{\alpha}}|u(X)-u(Y)| \mathrm{d} X
$$

Whence (3.10).
Note that from Lemma 3.7 one obtains the following estimate for $i \in \mathbb{N}$

$$
\begin{equation*}
f_{Q_{i}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} u-u\right| \mathrm{d} Y \leq c f_{4 Q_{i}^{\alpha}}\left|u-u_{4 Q_{i}^{\alpha}}\right| \mathrm{d} Y \tag{3.11}
\end{equation*}
$$

where $c$ depends only on $n$.

Lemma 3.8. Let $u \in L_{\mathrm{loc}}^{1}(G \times(0, T))$. Then for all $Y \in Q_{i}^{\alpha}, i \in \mathbb{N}$

$$
\begin{equation*}
\left|\partial_{t} \mathcal{T}_{E}^{\alpha} u(Y)\right| \leq c \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-2} \mathcal{f}_{4 Q_{i}^{\alpha}}\left|u-u_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \tag{3.12}
\end{equation*}
$$

where $c$ depends only on $n$.
Proof. Let $Y \in Q_{i}^{\alpha}, i \in \mathbb{N}$. By the definition of $\mathcal{T}_{E}^{\alpha}$ and (3.2) one gets

$$
\partial_{t} \mathcal{T}_{E}^{\alpha} u(Y)=\sum_{j \in A_{i}} \partial_{t}\left(\psi_{j}(Y)\left(u_{Q_{j}^{\alpha}}-u_{Q_{i}^{\alpha}}\right)\right)=\sum_{j \in A_{i}} \partial_{t} \psi_{j}(Y)\left(u_{Q_{j}^{\alpha}}-u_{Q_{i}^{\alpha}}\right)
$$

Using (3.4), (3.9), (W3) and (W6) one estimates

$$
\left|\partial_{t} \mathcal{T}_{E}^{\alpha} u(Y)\right| \leq c \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-2} \sum_{j \in A_{i}}\left|u_{Q_{j}^{\alpha}}-u_{Q_{i}^{\alpha}}\right| \leq c \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-2} f_{4 Q_{i}^{\alpha}}\left|u-u_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X .
$$

This completes the proof of the lemma.
Now, we present the main result of this section, where we establish a formula of integration by parts with respect to the time derivative. This result plays an essential role in the proof of the main result given in Section 4.

Theorem 3.9. Let $\mathbf{u} \in L^{\infty}\left(0, T ; L^{2}(G)\right) \cap L^{q}\left(0, T ; W^{1, q}(G)\right)(1<q<\infty)$ and $\mathbf{H} \in L^{\sigma}\left(0, T ; L^{\sigma}(G)\right)(1<\sigma<\infty)$ be such that

$$
\begin{equation*}
-\int_{G \times(0, T)} \mathbf{u} \cdot \partial_{t} \boldsymbol{\varphi} \mathrm{~d} X=\int_{G \times(0, T)} \mathbf{H}: \nabla \boldsymbol{\varphi} \mathrm{d} X \tag{3.13}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}(G \times(0, T))$. We define

$$
\begin{aligned}
\mathcal{O}_{\Lambda} & :=\left\{X \in \mathbb{R}^{n+1} \mid \mathcal{M}^{*}(|\nabla \mathbf{u}|)(X)+\alpha \mathcal{M}^{*}(|\mathbf{H}|)(X)>\Lambda\right\}, \quad \Lambda>0 \\
\mathcal{U}_{1} & :=\left\{X \in \mathbb{R}^{n+1} \mid \mathcal{M}^{*}(|\mathbf{u}|)(X)>1\right\}
\end{aligned}
$$

Let $\Lambda>0$ and the open set $E \subset \mathbb{R}^{n+1}$ with $\mathcal{L}_{n+1}(E)<\infty$ be such that

$$
\begin{equation*}
(G \times(0, T)) \cap\left(\mathcal{O}_{\Lambda} \cup \mathcal{U}_{1}\right) \subset E \subset G \times(0, T) \tag{3.14}
\end{equation*}
$$

Let $K \subset G \times(0, T)$ be a compact set. Then we have:
(i) The Lipschitz truncation $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ belongs to $C_{d_{\alpha}}^{0,1}(K)$ with a norm depending on $n, K, \Lambda, \alpha,\|\mathbf{u}\|_{L^{1}(E)},\|\mathbf{u}\|_{L^{1}(\tilde{K} \times(0, T))}$, where the $K \subset \subset \tilde{K} \subset \subset G$. In particular, we have $\mathcal{T}_{E}^{\alpha} \mathbf{u}, \nabla \mathcal{T}_{E}^{\alpha} \mathbf{u} \in L^{\infty}(K)$.
(ii) The Lipschitz truncation $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ satisfies the estimates

$$
\begin{align*}
\left\|\nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}\right\|_{L^{\infty}(K)} & \leq c\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)  \tag{3.15}\\
\left\|\mathcal{T}_{E}^{\alpha} \mathbf{u}\right\|_{L^{\infty}(K)} & \leq c\left(1+\alpha^{-1} \delta_{\alpha, K}^{-n-2}\|\mathbf{u}\|_{L^{1}(E)}\right) \tag{3.16}
\end{align*}
$$

where $\delta_{\alpha, K}:=d_{\alpha}(K, \partial(G \times(0, T)))$ and where the constants $c$ depend only on $n$.
(iii) The function $\left(\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}\right) \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)$ belongs to $L^{1}(K \cap E)$ and we have

$$
\begin{align*}
& \left\|\left(\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}\right) \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)\right\|_{L^{1}(K \cap E)}  \tag{3.17}\\
& \leq c \alpha^{-1} \mathcal{L}_{n+1}(E)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)^{2}
\end{align*}
$$

where the constant $c$ depends only on $n$.
(iv) For all $\zeta \in C_{0}^{\infty}(G \times(0, T))$ holds the identity

$$
\begin{align*}
\int_{0}^{T}\left\langle\partial_{t} \mathbf{u}(t),\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}(t)\right) \zeta(t)\right\rangle \mathrm{d} t= & \frac{1}{2} \int_{G \times(0, T)}\left(\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}\right|^{2}-2 \mathbf{u} \cdot \mathcal{T}_{E}^{\alpha} \mathbf{u}\right) \partial_{t} \zeta \mathrm{~d} X  \tag{3.18}\\
& +\int_{E}\left(\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}\right) \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \zeta \mathrm{d} X
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual duality pairing with respect to $G$.

## Remark 3.10.

1. We have extended the functions $\mathbf{u}$ and $\mathbf{H}$ in the previous theorem by zero outside of $G \times(0, T)$.
2. If the open set $E \subset \mathbb{R}^{n+1}$ with $\mathcal{L}_{n+1}(E)<\infty$ satisfies for some $\Lambda>0$

$$
(G \times(0, T)) \cap \mathcal{O}_{\Lambda} \subset E \subset G \times(0, T)
$$

then all assertions of Theorem 3.9 remain valid with the exception of (3.16).
Before we prove Theorem 3.9 we need some preparatory results.
Lemma 3.11. Under the assumptions of Theorem 3.9 we have for all $Q_{i}^{\alpha}$ belonging to the Whitney covering of $E$ such that $Q_{i}^{\alpha} \cap K \neq \emptyset$

$$
\begin{equation*}
f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \leq c r_{i}^{\alpha}\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \tag{3.19}
\end{equation*}
$$

where the constant $c$ depends only on $n$.
Proof. Let $Q_{i}^{\alpha} \subset E$ belonging to the Whitney covering be such that $Q_{i}^{\alpha} \cap K \neq \emptyset$. From property (W2) of the Whitney covering and (3.14) follows that (i) $16 Q_{i}^{\alpha} \cap$ $\left(\left(\mathcal{O}_{\Lambda}\right)^{c} \cap\left(\mathcal{U}_{1}\right)^{c}\right) \neq \emptyset$ or (ii) $16 Q_{i}^{\alpha} \cap(G \times(0, T))^{c} \neq \emptyset$, where the superscript ${ }^{c}$
denotes the complement in $\mathbb{R}^{n+1}$. In the case (i) we can use the Poincaré-type inequality (B.2) (cf. Appendix B) to estimate

$$
f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \leq c r_{i}^{\alpha} f_{4 Q_{i}^{\alpha}}|\nabla \mathbf{u}|+\alpha|\mathbf{H}| \mathrm{d} X
$$

where we used that $4 Q_{i}^{\alpha} \subset E \subset G \times(0, T)$. Since $16 Q_{i}^{\alpha} \cap\left(\left(\mathcal{O}_{\Lambda}\right)^{c} \cap\left(\mathcal{U}_{1}\right)^{c}\right) \neq \emptyset$ there exists $\hat{X} \in 16 Q_{i}^{\alpha} \cap\left(\mathcal{O}_{\Lambda}\right)^{c}$. Consequently, we have $4 Q_{i}^{\alpha} \subset Q_{20 r_{i}^{\alpha}}(\hat{X})$. From the above inequality and the definition of the maximal operator $\mathcal{M}^{*}$ and of the set $\mathcal{O}_{\Lambda}$ we obtain

$$
f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X \leq c r_{i}^{\alpha} f_{Q_{20 r_{i}^{\alpha}(\hat{X})}}|\nabla \mathbf{u}|+\alpha|\mathbf{H}| \mathrm{d} x \leq c r_{i}^{\alpha} \Lambda
$$

which proves the assertion in the case (i). Let us now consider the case (ii). Since $Q_{i}^{\alpha} \cap K \neq \emptyset$ there exists $\hat{X} \in Q_{i}^{\alpha} \cap K$ and thus we derive

$$
\begin{align*}
\delta_{\alpha, K} & \leq d_{\alpha}\left(\hat{X},(G \times(0, T))^{c}\right) \\
& \leq d_{\alpha}\left(\hat{X}, X_{i}^{\alpha}\right)+d_{\alpha}\left(X_{i}^{\alpha},(G \times(0, T))^{c}\right)  \tag{3.20}\\
& \leq 17 r_{i}^{\alpha}
\end{align*}
$$

This, property (W2) of the Whitney covering, and $\mathcal{L}_{n+1}\left(4 Q_{i}^{\alpha}\right)=\omega_{n} \alpha\left(4 r_{i}^{\alpha}\right)^{n+2}$, where $\omega_{n}$ is the surface measure of the $(n-1)$-dimensional unit sphere, imply

$$
\begin{align*}
f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} X & \leq 2 f_{4 Q_{i}^{\alpha}}|\mathbf{u}| \mathrm{d} X \\
& \leq c \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-n-3} r_{i}^{\alpha} \int_{E}|\mathbf{u}| \mathrm{d} X  \tag{3.21}\\
& \leq c \alpha^{-1} \delta_{\alpha, K}^{-n-3} r_{i}^{\alpha}\|\mathbf{u}\|_{L^{1}(E)}
\end{align*}
$$

This proves the assertion in the case (ii), which finishes the proof.
Corollary 3.12. Under the assumptions of Theorem 3.9 we have for all $Q_{i}^{\alpha}$ with $Q_{i}^{\alpha} \cap K \neq \emptyset$ that

$$
\begin{equation*}
f_{Q_{i}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right| \mathrm{d} X \leq c r_{i}^{\alpha}\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \tag{3.22}
\end{equation*}
$$

where the constant $c$ depends only on $n$.
Proof. This follows immediately from (3.11) and Lemma 3.11.

Lemma 3.13. Let the assumptions of Theorem 3.9 be satisfied and let $Q_{i}^{\alpha}$ belonging to the Whitney covering of $E$ be such that $Q_{i}^{\alpha} \cap K \neq \emptyset$. Then we have for all $X \in Q_{i}^{\alpha} \cap K$

$$
\begin{equation*}
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right| \leq c\left(1+\alpha^{-1} \delta_{\alpha, K}^{-n-2}\|\mathbf{u}\|_{L^{1}(E)}\right) \tag{3.23}
\end{equation*}
$$

where the constant $c$ depends only on $n$.
Proof. We proceed as in the proof of Lemma 3.11. Let $Q_{i}^{\alpha} \cap K \neq \emptyset$. Again we have that (i) $16 Q_{i}^{\alpha} \cap\left(\left(\mathcal{O}_{\Lambda}\right)^{c} \cap\left(\mathcal{U}_{1}\right)^{c}\right) \neq \emptyset$ or (ii) $16 Q_{i}^{\alpha} \cap(G \times(0, T))^{c} \neq \emptyset$, where the superscript ${ }^{c}$ denotes the complement in $\mathbb{R}^{n+1}$. In the case (i) we use that since $16 Q_{i}^{\alpha} \cap\left(\left(\mathcal{O}_{\Lambda}\right)^{c} \cap\left(\mathcal{U}_{1}\right)^{c}\right) \neq \emptyset$ there exists $\hat{X} \in 16 Q_{i}^{\alpha} \cap\left(\mathcal{U}_{1}\right)^{c}$, and consequently we have $4 Q_{i}^{\alpha} \subset Q_{20 r_{i}^{\alpha}}^{\alpha}(\hat{X})$. From (3.6), the definition of the maximal operator $\mathcal{M}^{*}$ and of the $\operatorname{set} \mathcal{U}_{1}$ we obtain

$$
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right| \leq 8^{n+2} f_{4 Q_{i}^{\alpha}}|\mathbf{u}| \mathrm{d} X \leq 40^{n+2} f_{Q_{20 r_{i}^{\alpha}}^{\alpha}(\hat{X})}|\mathbf{u}| \mathrm{d} X \leq 40^{n+2}
$$

which proves the assertion in the case (i). In the second case we obtain as in (3.21)

$$
\begin{aligned}
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right| & \leq c f_{4 Q_{i}^{\alpha}}|\mathbf{u}| \mathrm{d} X \\
& \leq c \alpha^{-1}\left(r_{i}^{\alpha}\right)^{-n-2} \int_{E}|\mathbf{u}| \mathrm{d} X \\
& \leq c \alpha^{-1} \delta_{\alpha, K}^{-n-2}\|\mathbf{u}\|_{L^{1}(E)}
\end{aligned}
$$

which proves the assertion in the case (ii). This finishes the proof.
For the next lemma we need a geometric property of an open set $U \subset \mathbb{R}^{n+1}$. One says that the set $U$ is of type $A$ with respect to the metric $d_{\alpha}$ ( $c f$. [43]), if there exists a constant $A>0$ such that for all $0<r<\operatorname{diam}_{\alpha}(U)$ and all $X \in U$ there holds

$$
\begin{equation*}
\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}(X) \cap U\right) \geq A \mathcal{L}_{n+1}\left(Q_{r}^{\alpha}(X)\right) \tag{3.24}
\end{equation*}
$$

In the next lemma we show that the set $Q_{r_{0}}^{\alpha}\left(X_{0}\right)$ is of type A with respect to $d_{\alpha}$ with a constant $A=A(n)$.

Lemma 3.14. Iffor some $X \in \mathbb{R}^{n+1}, r>0$ and some $Q_{i}^{\alpha}$ belonging to the Whitney covering of $E$ holds $\frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha}(X) \neq \emptyset$ and $Q_{r}^{\alpha}(X) \not \subset Q_{i}^{\alpha}$, then we have $r_{i}^{\alpha} \leq 6 r$ and there is a constant $c$ depending only on $n$ such that

$$
c \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right) \leq \mathcal{L}_{n+1}\left(Q_{i}^{\alpha} \cap Q_{r}^{\alpha}(X)\right) \leq \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right)
$$

Proof. From the the assumptions follows that there exist $\hat{X} \in \frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha}(X)$ and $\hat{Y} \in Q_{r}^{\alpha}(X) \backslash Q_{i}^{\alpha}$. One easily sees that $Q_{\frac{1}{3} r_{i}^{\alpha}}^{\alpha}(\hat{X}) \subset Q_{i}^{\alpha}$, which implies

$$
\frac{r_{i}^{\alpha}}{3} \leq d_{\alpha}(\hat{X}, \hat{Y}) \leq d_{\alpha}(\hat{X}, X)+d_{\alpha}(X, \hat{Y}) \leq 2 r
$$

which implies the first assertion. Moreover, we deduce from the fact that $Q_{r}^{\alpha}(X)$ is of type A with respect to $d_{\alpha}$ and $Q_{\frac{1}{3} r_{i}^{\alpha}}^{\alpha}(\hat{X}) \subset Q_{i}^{\alpha}=Q_{r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)$ that

$$
\begin{aligned}
\mathcal{L}_{n+1}\left(Q_{i}^{\alpha} \cap Q_{r}^{\alpha}(X)\right) & \geq \mathcal{L}_{n+1}\left(Q_{\frac{1}{3} r_{i}^{\alpha}}^{\alpha}(\hat{X}) \cap Q_{r}^{\alpha}(X)\right) \\
& \geq c \mathcal{L}_{n+1}\left(Q_{\frac{1}{3} r_{i}^{\alpha}}^{\alpha}(\hat{X})\right) \\
& \geq c \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right)
\end{aligned}
$$

The upper bound is clear.
Now we are ready to prove Theorem 3.9.

## Proof of Theorem 3.9.

Step 1 (Proof of (i)). We first prove assertion (i) for special compact sets $\overline{K_{0}^{\alpha}}$, where $K_{0}^{\alpha}:=Q_{r_{0}}^{\alpha}\left(X_{0}\right)$ with $r_{0}$ chosen such that $Q_{105 r_{0}}^{\alpha}\left(X_{0}\right) \subset G \times(0, T)$. Then we will cover a general compact set $K \subset G \times(0, T)$ by finitely many sets of that type and obtain the general assertion. Note that the set $K_{0}^{\alpha}$ is of type $A$ with respect to the metric $d_{\alpha}(c f .(3.24))$. For open sets of type A the well-known theorem of Da Prato (cf. [43, Theorem 3.1]) states that assertion (i) is equivalent to the statement that $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in L_{\alpha}^{1,1+\frac{1}{n+2}}\left(K_{0}^{\alpha}\right)$. Thus we have to estimate $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ in the norm of $L_{\alpha}^{1,1+\frac{1}{n+2}}\left(K_{0}^{\alpha}\right)$, which is given by $\|\cdot\|_{L_{\alpha}^{1,1+\frac{1}{n+2}}\left(K_{0}^{\alpha}\right)}:=\|\cdot\|_{L^{1}\left(K_{0}^{\alpha}\right)}+|\cdot|_{L_{\alpha}^{1,1+\frac{1}{n+2}}\left(K_{0}^{\alpha}\right)}$. The seminorm $|\cdot|_{L_{\alpha}^{1,1+\frac{1}{n+2}}\left(K_{0}^{\alpha}\right)}$ is defined through

$$
|v|_{L_{\alpha}^{1,1+\frac{1}{n+2}}{ }_{\left(K_{0}^{\alpha}\right)}}:=\sup _{X \in K_{0}^{\alpha}, r>0} \mathcal{L}_{n+1}\left(K_{0}^{\alpha} \cap Q_{r}^{\alpha}(X)\right)^{-\left(1+\frac{1}{n+2}\right)} \int_{Q_{r}^{\alpha}(X) \cap K_{0}^{\alpha}}\left|v-v_{Q_{r}^{\alpha}(X) \cap K_{0}^{\alpha}}\right| \mathrm{d} X .
$$

Fix some $X \in K_{0}^{\alpha}=Q_{r_{0}}^{\alpha}\left(X_{0}\right)$. We have $K_{0}^{\alpha} \subset Q_{2 r_{0}}^{\alpha}(X)$. Thus we obtain for $r \geq 2 r_{0}$

$$
\begin{aligned}
& \mathcal{L}_{n+1}\left(K_{0}^{\alpha} \cap Q_{r}^{\alpha}(X)\right)^{-\frac{n+3}{n+2}} \int_{Q_{r}^{\alpha}(X) \cap K_{0}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{Q_{r}^{\alpha}(X) \cap K_{0}^{\alpha}}\right| \mathrm{d} y \\
& \leq 2 \mathcal{L}_{n+1}\left(K_{0}^{\alpha}\right)^{-\frac{n+3}{n+2}} \int_{K_{0}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}\right| \mathrm{d} X \leq c\left(K_{0}^{\alpha}, n\right)\|\mathbf{u}\|_{L^{1}\left(K_{0}^{\alpha}\right)}
\end{aligned}
$$

where we used a version of Lemma 3.5 for $p=1$ on the set $K_{0}^{\alpha}$. In order to estimate $\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}\right|_{L_{\alpha}^{1, \frac{n+3}{n+2}}{ }_{\left(K_{0}^{\alpha}\right)}^{\alpha}}$ it is thus sufficient to take the supremum over radii $0<r<2 r_{0}$. Let us abbreviate $Q_{r}^{\alpha}:=Q_{r}^{\alpha}(X)$ with $X \in K_{0}^{\alpha}$. Then there exists either (a) some $i \in \mathbb{N}$ such that $Q_{r}^{\alpha} \subset Q_{i}^{\alpha}$, with $Q_{i}^{\alpha}$ belonging to the Whitney covering of $E$ or (b) for all $i \in \mathbb{N}$ we have $Q_{r}^{\alpha} \not \subset Q_{i}^{\alpha}$, i.e. $Q_{r}^{\alpha} \backslash Q_{i}^{\alpha} \neq \emptyset$. Let us first consider the case (a). Since $K_{0}^{\alpha}$ is of type A with respect to $d_{\alpha}$ (cf. (3.24)) we have

$$
f_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\right| \mathrm{d} X \leq c(n) f_{Q_{r}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{Q_{r}^{\alpha}}\right| \mathrm{d} X
$$

Using $Q_{r}^{\alpha} \subset Q_{i}^{\alpha}$, Lemma 3.6, and Lemma 3.11, which is possible since $K_{0}^{\alpha} \cap Q_{i}^{\alpha} \supset$ $K_{0}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset$, we obtain

$$
\begin{align*}
f_{Q_{r}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{Q_{r}^{\alpha}}\right| \mathrm{d} Y & \leq f_{Q_{r}^{\alpha}} f_{Q_{r}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)-\mathcal{T}_{E}^{\alpha} \mathbf{u}(Z)\right| \mathrm{d} Y \mathrm{~d} Z \\
& \leq c\left(r_{i}^{\alpha}\right)^{-1} r f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} Y  \tag{3.25}\\
& \leq \operatorname{cr}\left(\Lambda+\alpha^{-1} \delta_{\alpha, K_{0}^{\alpha}}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \\
& =c\left(\alpha, n, K_{0}^{\alpha}, \Lambda,\|\mathbf{u}\|_{L^{1}(E)}\right) r
\end{align*}
$$

Thus it remains to treat the second case (b). First observe that in this situation we have that

$$
\begin{equation*}
Q_{34 r}^{\alpha} \cap((G \times(0, T)) \backslash E) \neq \emptyset \tag{3.26}
\end{equation*}
$$

If this would not be the case, then we would have $Q_{34 r}^{\alpha}=Q_{34 r}^{\alpha}(X) \subset E$. Consequently there exists some $i \in \mathbb{N}$ such that $X \in \frac{1}{2} Q_{i}^{\alpha}$. due to property (W1) of the Whitney covering. Property (W2) and $Q_{34 r}^{\alpha} \subset E$ immediately imply that $34 r \leq 17 r_{i}^{\alpha}$, from which we deduce that for all $Y \in Q_{r}^{\alpha}$ holds

$$
d_{\alpha}\left(Y, X_{i}^{\alpha}\right) \leq d_{\alpha}(Y, X)+d_{\alpha}\left(X, X_{i}^{\alpha}\right)<r+\frac{r_{i}^{\alpha}}{2} \leq r_{i}^{\alpha}
$$

This means that $Q_{r}^{\alpha} \subset Q_{i}^{\alpha}$, which is a contradiction and (3.26) is proved.
We have

$$
\begin{align*}
& f_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\right| \mathrm{d} Y \\
& \leq 2 f_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right| \mathrm{d} Y+f_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{Q_{r}^{\alpha} \cap K_{0}^{\alpha}}\right| \mathrm{d} Y  \tag{3.27}\\
& =: 2 I_{1}+I_{2}
\end{align*}
$$

Since $K_{0}^{\alpha}$ is of type A with respect to $d_{\alpha}$ we get

$$
I_{2} \leq c f_{Q_{r}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{Q_{r}^{\alpha}}\right| \mathrm{d} Y
$$

From (3.26) follows the existence of a point $Z \in Q_{34 r}^{\alpha}(X) \cap((G \times(0, T)) \backslash E)$. Thus $Q_{r}^{\alpha}(X) \subset Q_{35 r}^{\alpha}(Z)$, which yields $Q_{35 r}^{\alpha}(Z) \subset Q_{105 r_{0}}^{\alpha}\left(X_{0}\right) \subset G \times(0, T)$, due to our assumptions on $r_{0}$. The above inequality and the Poincaré-type inequality (B.2) imply

$$
\begin{align*}
I_{2} & \leq c f_{Q_{35 r}^{\alpha}(Z)}\left|\mathbf{u}-\mathbf{u}_{Q_{35 r}^{\alpha}(Z)}\right| \mathrm{d} Y \\
& \leq c r f_{35 Q_{r}^{\alpha}(Z)}|\nabla \mathbf{u}|+\alpha|\mathbf{H}| \mathrm{d} Y  \tag{3.28}\\
& \leq \operatorname{cr} \Lambda
\end{align*}
$$

where we also used that $Z \in(G \times(0, T)) \backslash E \subset(G \times(0, T)) \backslash \mathcal{O}_{\Lambda}$. In order to estimate the term $I_{1}$ we use that the $\left\{\frac{2}{3} Q_{i}^{\alpha}\right\}$ cover $E$ and Lemma 3.14 to obtain

$$
\begin{aligned}
I_{1} & \leq c f_{Q_{r}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)-\mathbf{u}(Y)\right| \chi_{E} \chi_{K_{0}^{\alpha}} \mathrm{d} Y \\
& \leq c \sum_{i: \frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset} \frac{1}{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}\right)} \int_{Q_{r}^{\alpha} \cap \frac{2}{3} Q_{i}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)-\mathbf{u}(Y)\right| \chi_{K_{0}^{\alpha}} \mathrm{d} Y \\
& \leq c \sum_{i: \frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset} \frac{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha} \cap Q_{i}^{\alpha}\right)}{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}\right)} f_{Q_{i}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)-\mathbf{u}(Y)\right| \chi_{K_{0}^{\alpha}} \mathrm{d} Y .
\end{aligned}
$$

For each $i \in \mathbb{N}$ with $\frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset$ we have using Corollary 3.12 together with Lemma 3.14

$$
\begin{aligned}
f_{Q_{i}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)-\mathbf{u}(Y)\right| \chi_{K_{0}^{\alpha}} \mathrm{d} Y & \leq c r_{i}^{\alpha}\left(\Lambda+\alpha^{-1} \delta_{\alpha, K_{0}^{\alpha}}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \\
& \leq 6 c r\left(\Lambda+\alpha^{-1} \delta_{\alpha, K_{0}^{\alpha}}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \\
& \leq c\left(\alpha, n, K_{0}^{\alpha}, \Lambda,\|\mathbf{u}\|_{L^{1}(E)}\right) r
\end{aligned}
$$

Property (W4) of the Whitney decomposition implies that $\sum_{i} \chi_{Q_{i}^{\alpha}}(Y) \leq 120^{n+2}$. Thus we have

$$
\sum_{i: \frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset} \frac{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha} \cap Q_{i}^{\alpha}\right)}{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}\right)}=\frac{1}{\mathcal{L}_{n+1}\left(Q_{r}^{\alpha}\right)} \int_{\mathbb{R}^{n+1}} \chi_{Q_{r}^{\alpha}} \sum_{i: \frac{2}{3} Q_{i}^{\alpha} \cap Q_{r}^{\alpha} \neq \emptyset} \chi_{Q_{i}^{\alpha}} \mathrm{d} Y \leq 120^{n+2}
$$

The last three estimates imply

$$
I_{1} \leq c\left(\alpha, n, K_{0}^{\alpha}, \Lambda,\|\mathbf{u}\|_{L^{1}(E)}\right) r
$$

which finishes the estimate of the seminorm $\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}\right|_{L_{\alpha}}{ }^{1,1+\frac{1}{n+2}{ }_{\left(K_{0}^{\alpha}\right)}}$. Since $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in$ $L^{1}\left(K_{0}^{\alpha}\right)$ due to Lemma 3.5, we proved $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in C_{d_{\alpha}}^{0,1}\left(\overline{K_{0}^{\alpha}}\right)$.

In particular we have due to the definition of the metric $d_{\alpha}$ that for each $i=$ $1, \ldots, n$ and $|h| \leq h_{0}<r_{0}$ the difference quotient in spatial directions $h^{-1}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}(x+\right.$ $\left.\left.h e_{i}, t\right)-\mathcal{T}_{E}^{\alpha} \mathbf{u}(x, t)\right)$ is bounded in $L^{\infty}\left(K_{h_{0}}\right)$, where $K_{h_{0}}=\left\{X \in K_{0}^{\alpha} \mid \operatorname{dist}_{e}\left(X, \partial K_{0}^{\alpha}\right)>\right.$ $\left.h_{0}\right\}$ with dist $_{e}$ being the Euclidean distance in $\mathbb{R}^{n+1}$. This implies that $\nabla \mathcal{T}_{E}^{\alpha} \mathbf{u} \in$ $L^{\infty}\left(K_{0}^{\alpha}\right)$. That $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ belongs to $L^{\infty}\left(K_{0}^{\alpha}\right)$ is obvious, since $K_{0}^{\alpha}$ is bounded and $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in C_{d_{\alpha}}^{0,1}\left(K_{0}^{\alpha}\right)$.

Thus we proved assertion (i) for the special compact sets $\overline{K_{0}^{\alpha}}$.
In order to treat a general compact set $K \subset G \times(0, T)$ we cover $K$ by finitely many sets $K_{i}^{\alpha}:=\overline{Q_{s_{i}}^{\alpha}\left(Y_{i}\right)}, i=1, \ldots, N$ satisfying $Q_{210 s_{i}}^{\alpha}\left(Y_{i}\right) \subset G \times(0, T)$. Let $s_{0}:=\min \left\{s_{i} \mid i=1, \ldots, N\right\}$. If $d_{\alpha}(X, Y)<s_{0}$ and $X \in K_{i}^{\alpha}$ for some $i$, then we have $Y \in Q_{2 s_{i}}^{\alpha}\left(Y_{i}\right)$. Since for $Q_{2 s_{i}}^{\alpha}\left(Y_{i}\right)$ we have already proved assertion (i) we obtain

$$
\frac{\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)-\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)\right|}{d_{\alpha}(X, Y)} \leq c\left(K, \Lambda, \alpha, n,\|\mathbf{u}\|_{L^{1}(E)},\|\mathbf{u}\|_{L^{1}(\tilde{K} \times(0, T))}\right)<\infty
$$

If $d_{\alpha}(X, Y) \geq s_{0}$ we have

$$
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)-\mathcal{T}_{E}^{\alpha} \mathbf{u}(Y)\right| \leq \sup _{K} \mathcal{T}_{E}^{\alpha} \mathbf{u}-\inf _{K} \mathcal{T}_{E}^{\alpha} \mathbf{u} \leq c(K) \leq c\left(K, s_{0}\right) d_{\alpha}(X, Y)
$$

since $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ is continuous on $K$. Thus we proved $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in C_{d_{\alpha}}^{0,1}(K)$. That $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ and $\nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}$ belong to $L^{\infty}(K)$ follows in the same way as for the special sets $K_{0}^{\alpha}$.

This finishes the proof of assertion (i).
Step 2 (Proof of (3.15)). Since $\mathbf{u} \in L^{q}\left(0, T ; W^{1, q}(G)\right)$ and $\mathcal{T}_{E}^{\alpha} \mathbf{u}, \nabla \mathcal{T}_{E}^{\alpha} \mathbf{u} \in L^{\infty}(K)$ we obtain from an obvious modification of [37, Corollary 1.1.43] that almost everywhere on $K$ holds

$$
\begin{align*}
\nabla \mathcal{T}_{E}^{\alpha} \mathbf{u} & =\chi_{E} \nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}+\chi_{(G \times(0, T)) \backslash E} \nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}  \tag{3.29}\\
& =\chi_{E} \nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}+\chi_{(G \times(0, T)) \backslash E} \nabla \mathbf{u}
\end{align*}
$$

From our assumption (3.14) on the set $E$ and the properties of the maximal operator $\mathcal{M}^{*}$ we get for a.e. $X \in K \cap((G \times(0, T)) \backslash E) \subset K \cap\left((G \times(0, T)) \backslash \mathcal{O}_{\Lambda}\right)$

$$
\begin{equation*}
|\nabla \mathbf{u}(X)| \leq \mathcal{M}^{*}(|\nabla \mathbf{u}|)(X) \leq \Lambda \tag{3.30}
\end{equation*}
$$

On the other hand for each $X \in K \cap E$ there exists some $i \in \mathbb{N}$, such that $X \in Q_{i}^{\alpha}$. Using an obvious modification of [37, Theorem 1.1.41] we get that the weak derivative and the classical derivative of $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ in the $x$-directions coincide on $Q_{i}^{\alpha}$, and
consequently we have, using the properties of the partition of unity $\psi_{j}$, properties (W6), (W3) and (W5) of the Whitney covering, $\left|\nabla \psi_{j}\right| \leq c\left(r_{j}^{\alpha}\right)^{-1}$, and Lemma 3.11, that

$$
\begin{aligned}
\left|\nabla \mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right| & =\left|\nabla\left(\sum_{j \in A_{i}} \psi_{j}(X) \mathbf{u}_{Q_{j}^{\alpha}}\right)\right| \\
& =\left|\nabla\left(\sum_{j \in A_{i}} \psi_{j}(X)\left(\mathbf{u}_{Q_{j}^{\alpha}}-\mathbf{u}_{Q_{i}^{\alpha}}\right)\right)\right| \\
& =\left|\sum_{j \in A_{i}}\left(\nabla \psi_{j}\right)(X)\left(\mathbf{u}_{Q_{j}^{\alpha}}-\mathbf{u}_{Q_{i}^{\alpha}}\right)\right| \\
& \leq c(n) \sum_{j \in A_{i}}\left(r_{j}^{\alpha}\right)^{-1} f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}(Y)-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} Y \\
& \leq c(n)(120)^{n+2}\left(r_{i}^{\alpha}\right)^{-1} f_{4 Q_{i}^{\alpha}}\left|\mathbf{u}(Y)-\mathbf{u}_{4 Q_{i}^{\alpha}}\right| \mathrm{d} Y \\
& \leq c(n)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)
\end{aligned}
$$

which together with (3.30) proves (3.15).
From our assumption on the set $E$ and the properties of the maximal operator $\mathcal{M}^{*}$ we get for a.e. $X \in K \cap((G \times(0, T)) \backslash E) \subset K \cap\left((G \times(0, T)) \backslash \mathcal{U}_{1}\right)$

$$
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right|=|\mathbf{u}(X)| \leq \mathcal{M}^{*}(|\mathbf{u}|)(X) \leq 1
$$

On the other hand for each $X \in K \cap E$ there exists some $i \in \mathbb{N}$, such that $X \in Q_{i}^{\alpha}$. Lemma 3.13 yields for all $X \in K \cap Q_{i}^{\alpha}$

$$
\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right| \leq c\left(1+\alpha^{-1} \delta_{\alpha, K}^{-n-2}\|\mathbf{u}\|_{L^{1}(E)}\right)
$$

The last two estimates prove (3.16).
Step 3 (Proof of (3.17)). Due to the definition of $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ we have $\mathcal{T}_{E}^{\alpha} \mathbf{u}=\mathbf{u}$ on $(G \times(0, T)) \backslash E$ and that the Lipschitz truncation $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ is smooth in $E$. In particular the classical derivative $\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}$ exists in $E$. Using the definition of $\mathcal{T}_{E} \mathbf{u}$, Lemma 3.8, estimate (3.11), Lemma 3.11, and property (W5) of the Whitney covering one
estimates

$$
\begin{aligned}
& \int_{K \cap E}\left|\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}(X) \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)-\mathbf{u}(X)\right)\right| \mathrm{d} X \\
& \quad \leq \sum_{j: Q_{j}^{\alpha} \cap K \neq \emptyset} \int_{Q_{j}^{\alpha}}\left|\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}(X)\right|\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)-\mathbf{u}(X)\right| \mathrm{d} X \\
& \quad \leq c, \alpha^{-1} \sum_{j: Q_{j}^{\alpha} \cap K \neq \emptyset}\left(r_{j}^{\alpha}\right)^{-2} f_{4 Q_{j}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{j}^{\alpha}}\right| \mathrm{d} Y \int_{Q_{j}^{\alpha}}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}(X)-\mathbf{u}(X)\right| \mathrm{d} X \\
& \quad \leq c \alpha^{-1} \sum_{j: Q_{j}^{\alpha} \cap K \neq \emptyset}\left(r_{j}^{\alpha}\right)^{-2} \mathcal{L}_{n+1}\left(Q_{j}^{\alpha}\right)\left(f_{4 Q_{j}^{\alpha}}\left|\mathbf{u}-\mathbf{u}_{4 Q_{j}^{\alpha}}\right| \mathrm{d} Y\right)^{2} \\
& \quad \leq c \alpha^{-1} \sum_{j: Q_{j}^{\alpha} \cap K \neq \emptyset} \mathcal{L}_{n+1}\left(Q_{j}^{\alpha}\right)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)^{2} \\
& \leq c \alpha^{-1} \mathcal{L}_{n+1}(E)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)^{2} .
\end{aligned}
$$

This proves the estimate (3.17).
Step 4 (Proof of (3.18)). Let $0<h<T$. Given $f \in L^{1}(G \times(0, T))$ the Steklov average $f_{h}$ of $f$ is defined by

$$
\begin{equation*}
f_{h}(x, t):=\frac{1}{h} \int_{t}^{t+h} f(x, s) \mathrm{d} s, \quad(x, t) \in G \times(0, T), \tag{3.31}
\end{equation*}
$$

where $f$ has been extended by zero outside of $(0, T)$. Then we have

$$
\begin{equation*}
\partial_{t} f_{h}(x, t)=h^{-1}(f(x, t+h)-f(x, t)) \tag{3.32}
\end{equation*}
$$

From the assumptions on $\mathbf{H}$ and $\mathbf{u}$ follows that $\mathbf{H}_{h} \in W^{1, \sigma}\left(0, T ; L^{\sigma}(G)\right)$ and $\mathbf{u}_{h} \in$ $W^{1, \infty}\left(0, T ; L^{2}(G)\right) \cap W^{1, q}\left(0, T ; W^{1, q}(G)\right)$. Let $\zeta \in C_{0}^{\infty}(G \times(0, T))$ be fixed. Then there exists a compact set $K$ such that $\operatorname{supp}(\zeta) \subset \subset$ int $K \subset \subset G \times(0, T)$. Set

$$
d_{0}^{\alpha}:=d_{\alpha}(\operatorname{supp}(\zeta), \partial K)
$$

Let $0<h<\frac{1}{2} \min \left\{d_{0}^{\alpha}, \alpha\left(d_{0}^{\alpha}\right)^{2}\right\}$. From (3.13) follows by density arguments that the weak derivative $\partial_{t} \mathbf{u}$ belongs to $L^{\sigma}\left(0, T ;\left(W_{0}^{1, \sigma^{\prime}}(G)\right)^{*}\right)$. From assertion (i) of Theorem 3.9 follows that $\left(\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h}$ is an admissible test function for $\partial_{t} \mathbf{u}$. Using the properties of the Steklov average, Lemma 3.5, and $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in L^{\infty}(K)$ one
easily justifies the following calculations

$$
\begin{aligned}
\int_{0}^{T} & \left\langle\partial_{t} \mathbf{u}(t),\left(\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h}(t) \zeta(t)\right)_{-h}\right\rangle \mathrm{d} t \\
= & \int_{0}^{T}\left\langle\partial_{t} \mathbf{u}_{h}(t),\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h}(t) \zeta(t)\right\rangle \mathrm{d} t \\
= & \int_{G \times(0, T)} \partial_{t} \mathbf{u}_{h} \cdot \mathbf{u}_{h} \zeta \mathrm{~d} X+\int_{G \times(0, T)} \partial_{t} \mathbf{u}_{h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)_{h} \zeta \mathrm{~d} X \\
= & \frac{1}{2} \int_{G \times(0, T)} \partial_{t}\left|\mathbf{u}_{h}\right|^{2} \zeta \mathrm{~d} X-\frac{1}{2} \int_{G \times(0, T)} \partial_{t}\left|\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)_{h}\right|^{2} \zeta \mathrm{~d} X \\
& +\int_{G \times(0, T)} \partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)_{h} \zeta \mathrm{~d} X \\
= & -\frac{1}{2} \int_{G \times(0, T)}\left(\left|\mathbf{u}_{h}\right|^{2}-\left|\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)_{h}\right|^{2}\right) \partial_{t} \zeta \mathrm{~d} X \\
& +\int_{E}\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X,
\end{aligned}
$$

where we used as the last step that $\mathcal{T}_{E}^{\alpha} \mathbf{u}=\mathbf{u}$ in $(G \times(0, T)) \backslash E$. Next, by the well-known properties of the Steklov average one finds for $h \rightarrow 0$

$$
\begin{aligned}
\partial_{t} \mathbf{u}_{h} & \rightarrow \partial_{t} \mathbf{u} & & \text { in } \quad L^{\sigma}\left(0, T ;\left(W_{0}^{1, \sigma^{\prime}}(G)\right)^{*}\right) \\
\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta & \rightarrow\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right) \zeta & & \text { in } \quad L^{\sigma^{\prime}}\left(0, T ; W_{0}^{1, \sigma^{\prime}}(G)\right), \\
\mathbf{u}_{h} & \rightarrow \mathbf{u} & & \text { in } \quad L^{2}(K), \\
\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} & \rightarrow\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right) & & \text { in } \quad L^{2}(K) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\int_{0}^{T}\left\langle\partial_{t} \mathbf{u}(t),\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)(t) \zeta(t)\right\rangle \mathrm{d} t= & -\frac{1}{2} \int_{G \times(0, T)}\left(|\mathbf{u}|^{2}-\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right|^{2} \partial_{t} \zeta \mathrm{~d} X\right. \\
& +\lim _{h \rightarrow 0} \int_{E}\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X
\end{aligned}
$$

Thus, it only remains to verify that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{E}\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X=\int_{E} \partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \zeta \mathrm{d} X \tag{3.33}
\end{equation*}
$$

We define for almost all $(x, t) \in E$

$$
\begin{align*}
\boldsymbol{\theta}_{h}^{\alpha}(x, t): & =\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h}(x, t) \\
& =\int_{0}^{1} \frac{\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)(x, t+(1-\tau) h)-\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)(x, t-\tau h)}{h} \zeta(x, t-\tau h) \mathrm{d} \tau \tag{3.34}
\end{align*}
$$

and set

$$
\begin{equation*}
A^{\alpha}:=\left\{(x, t+s) \mid(x, t) \in \operatorname{supp}(\zeta), 0 \leq s \leq \alpha \frac{\left(d_{0}^{\alpha}\right)^{2}}{2}\right\} \tag{3.35}
\end{equation*}
$$

Since $h<\alpha \frac{\left(d_{0}^{\alpha}\right)^{2}}{2}$ we have $\operatorname{supp}\left(\boldsymbol{\theta}_{h}^{\alpha}\right) \subset A^{\alpha} \subset K \subset G \times(0, T)$. Using these notations and the property of the partition of unity $\left\{\psi_{i}\right\}$ one gets

$$
\int_{E}\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X=\sum_{i} \int_{E} \psi_{i} \boldsymbol{\theta}_{h}^{\alpha} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X
$$

We split the sum on the right-hand side of this equation into two parts by defining the following set of indices

$$
\mathcal{S}_{h}^{\alpha}:=\left\{i \in \mathbb{N} \mid r_{i}^{\alpha} \leq 2 h^{1 / 2}, Q_{i}^{\alpha} \cap K \neq \emptyset\right\}
$$

With this notation we have

$$
\begin{aligned}
\int_{E}\left(\partial_{t}\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}\right)_{h} \zeta\right)_{-h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X= & \sum_{i \in \mathcal{S}_{h}^{\alpha}} \int_{E} \psi_{i} \boldsymbol{\theta}_{h}^{\alpha} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X \\
& +\sum_{i \in\left(\mathcal{S}_{h}^{\alpha}\right)^{c}} \int_{E} \psi_{i} \boldsymbol{\theta}_{h}^{\alpha} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \mathrm{d} X \\
= & I_{h}^{\alpha}+I I_{h}^{\alpha}
\end{aligned}
$$

Due to the properties of $\zeta$, (3.34), and $\mathcal{T}_{E}^{\alpha} \mathbf{u} \in \operatorname{Lip}_{d_{\alpha}}(K)$ we get a.e. in $E$

$$
\left|\boldsymbol{\theta}_{h}^{\alpha}\right| \leq c h^{-\frac{1}{2}}
$$

For $i \in \mathcal{S}_{h}^{\alpha}$ we have due to (3.22) and $r_{i}^{\alpha} \leq 2 h^{\frac{1}{2}}$

$$
\begin{aligned}
\int_{Q_{i}^{\alpha} \cap K} \psi_{i}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right| \mathrm{d} X & \leq c r_{i}^{\alpha} \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right) \\
& \leq c h^{\frac{1}{2}} \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right)\left(\Lambda+\alpha^{-1} \delta_{\alpha, K}^{-n-3}\|\mathbf{u}\|_{L^{1}(E)}\right)
\end{aligned}
$$

The last two estimates yield

$$
\left|I_{h}^{\alpha}\right| \leq c \sum_{i \in \mathcal{S}_{h}^{\alpha}} \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right) \leq c \mathcal{L}_{n+1}(E)<\infty
$$

where we also used property (W5) of the Whitney decomposition and $\mathcal{L}_{n+1}(E)<$ $\infty$. Since $\mathcal{S}_{h}^{\alpha} \rightarrow \emptyset$ for $h \rightarrow 0$ it follows

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} I_{h}^{\alpha}=0 \tag{3.36}
\end{equation*}
$$

Since $\mathcal{T}_{E}^{\alpha} \mathbf{u}$ is smooth on $E$ one immediately finds from (3.34) and the definition of $\mathcal{S}_{h}^{\alpha}$, that

$$
\sum_{i \in\left(\mathcal{S}_{h}^{\alpha}\right)^{c}} \psi_{i} \boldsymbol{\theta}_{h}^{\alpha} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \rightarrow \partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \zeta \quad \text { a.e. in } E \quad \text { as } \quad h \rightarrow 0
$$

For $i \in\left(\mathcal{S}_{h}^{\alpha}\right)^{c}$ we get due to (3.34) and $0<h<\alpha \frac{\left(r_{i}^{\alpha}\right)^{2}}{2}$ that

$$
\begin{equation*}
\left|\psi_{i} \boldsymbol{\theta}_{h}^{\alpha}\right| \leq \max _{Y \in Q_{i}^{\alpha} \cap K}\left|\left(\partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u}\right)(Y)\right| \tag{3.37}
\end{equation*}
$$

from which follows by (3.12) together with (3.19)

$$
\left|\psi_{i} \boldsymbol{\theta}_{h}\right| \leq c\left(r_{i}^{\alpha}\right)^{-1} \chi_{Q_{i}^{\alpha}} \chi_{K}
$$

Thus, by the properties of the Whitney covering and Corollary 3.12 we get

$$
\begin{aligned}
\int_{K}\left|\sum_{i \in\left(\mathcal{S}_{h}^{\alpha}\right)^{c}} \psi_{i} \boldsymbol{\theta}_{h} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right)\right| \mathrm{d} X & \leq c \int_{K} \sum_{i}\left(r_{i}^{\alpha}\right)^{-1}\left|\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right| \chi_{Q_{i}^{\alpha}} \mathrm{d} X \\
& \leq c \sum_{i} \mathcal{L}_{n+1}\left(Q_{i}^{\alpha}\right) \\
& \leq c \mathcal{L}_{n+1}(E)<\infty
\end{aligned}
$$

Now Lebesgue's theorem of dominated convergence implies

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} I I_{h}^{\alpha}=\int_{E} \partial_{t} \mathcal{T}_{E}^{\alpha} \mathbf{u} \cdot\left(\mathcal{T}_{E}^{\alpha} \mathbf{u}-\mathbf{u}\right) \zeta \mathrm{d} X \tag{3.38}
\end{equation*}
$$

This completes the proof of Theorem 3.9.

## 4. Proof of the main theorem

Since for $q>\frac{2(n+1)}{n+2}$ the proof of Theorem 1.3 has already been carried out in [52] it will be enough to prove the theorem for the case $q<2$. Throughout this section let $\frac{2 n}{n+2}<q<2$ be fixed. Recall $Q_{T}=\Omega \times(0, T)$.

Let $\Phi \in C^{\infty}([0, \infty))$ be a non-increasing function, such that $0 \leq \Phi \leq 1$ in $[0, \infty), \Phi \equiv 1$ on $[0,1], \Phi \equiv 0$ in $[2, \infty)$ and $0 \leq-\Phi^{\prime} \leq 2$. For $m \in \mathbb{N}$ we set

$$
\Phi_{m}(\tau):=\Phi(\tau / m), \quad \tau \in[0, \infty)
$$

Let $\mathbf{u}_{0} \in L^{2}(\Omega)$ and let $\mathbf{F} \in L^{q^{\prime}}\left(Q_{T}\right)$. In [52, Theorem 3.1] ${ }^{6}$, it has been proved that there exists a unique weak solution $\mathbf{u}_{m} \in L^{q}\left(0, T ; V_{q}\right) \cap C([0, T] ; H)$ to the
${ }^{6}$ Since $\Omega$ is a bounded open set, one easily verifies that the assumptions (I)-(IV) on $\mathbf{S}$ here imply the assumptions (I)-(IV) on $\mathbf{S}$ in [52].
system

$$
\begin{align*}
\operatorname{div} \mathbf{u}_{m} & =0 & & \text { in } Q_{T},  \tag{4.1}\\
\partial_{t} \mathbf{u}_{m}+\operatorname{div}\left(\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)+\mathbf{F}\right) & =-\nabla p_{m} & & \text { in } Q_{T},  \tag{4.2}\\
\left.\mathbf{u}_{m}\right|_{\partial \Omega \times(0, T)} & =0, & &  \tag{4.3}\\
\mathbf{u}_{m}(0) & =\mathbf{u}_{0} & & \text { in } \Omega, \tag{4.4}
\end{align*}
$$

i.e. the following identity

$$
\begin{align*}
& -\int_{Q_{T}} \mathbf{u}_{m} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)\right): \mathbf{D}(\boldsymbol{\varphi}) \mathrm{d} x \mathrm{~d} t \\
& \quad=\int_{Q_{T}} \mathbf{F}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \mathbf{u}_{0} \cdot \boldsymbol{\varphi}(0) \mathrm{d} x \tag{4.5}
\end{align*}
$$

holds for every $\varphi \in C^{\infty}\left(Q_{T}\right)$ with $\operatorname{div} \varphi=0$ and $\operatorname{supp}(\varphi) \subset \subset \Omega \times[0, T)$. Furthermore, it has been proved there that for all $0<t<T$

$$
\begin{align*}
& \frac{1}{2}\left\|\mathbf{u}_{m}(t)\right\|_{H}^{2}+\int_{0}^{t} \int_{\Omega} \mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right): \mathbf{D}\left(\mathbf{u}_{m}\right) \mathrm{d} x \mathrm{~d} s \\
& =\frac{1}{2}\left\|\mathbf{u}_{0}\right\|_{H}^{2}+\int_{0}^{t} \int_{\Omega} \mathbf{F}: \nabla \mathbf{u}_{m} \mathrm{~d} x \mathrm{~d} s \tag{4.6}
\end{align*}
$$

In what follows let $c$ denote a positive constant, which may vary from line to line but does not depend on the parameter $m \in \mathbb{N}$. Observing the coercivity condition (III) from (4.6) we deduce

$$
\begin{equation*}
\left\|\mathbf{u}_{m}\right\|_{L^{\infty}(0, T ; H)}^{2}+\left\|\mathbf{D}\left(\mathbf{u}_{m}\right)\right\|_{L^{q}\left(Q_{T}\right)}^{q} \leq c \tag{4.7}
\end{equation*}
$$

By virtue Korn's inequality and Sobolev's embedding theorem we get

$$
\begin{equation*}
\left\|\mathbf{u}_{m}\right\|_{L^{q}\left(0, T ; W^{1, q}(\Omega)\right)}+\left\|\mathbf{u}_{m}\right\|_{L^{q}\left(0, T ; L^{q^{*}}(\Omega)\right)} \leq c \tag{4.8}
\end{equation*}
$$

where $q^{*}=\frac{n q}{n-q}$ is the embedding exponent. With help of Sobolev's inequalities along with the Hölder's inequality taking into account (4.7) and (4.8) we estimate

$$
\begin{equation*}
\left\|\mathbf{u}_{m}\right\|_{L^{q \frac{n+2}{n}}\left(Q_{T}\right)} \leq c \tag{4.9}
\end{equation*}
$$

From the growth condition (II) of $\mathbf{S}$ and (4.7) follows

$$
\begin{equation*}
\left\|\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)\right\|_{L^{q^{\prime}}\left(Q_{T}\right)} \leq c \tag{4.10}
\end{equation*}
$$

By means of reflexivity we can pass to a subsequence (which we denote for simplicity of notation still by $\mathbf{u}_{m}$ and $\left.\mathbf{S}_{m}\right)$ and functions $\mathbf{u} \in L^{q}\left(0, T ; V_{q}\right) \cap L^{\infty}(0, T ; H)$,
$\tilde{\mathbf{S}} \in L^{q^{\prime}}\left(Q_{T}\right)$ and $\tilde{\mathbf{H}} \in L^{q \frac{n+2}{2 n}}\left(Q_{T}\right)$ such that for $m \rightarrow \infty$

$$
\begin{align*}
\mathbf{D}\left(\mathbf{u}_{m}\right) & \rightarrow \mathbf{D}(\mathbf{u}) & & \text { weakly in } L^{q}\left(Q_{T}\right), \\
\mathbf{u}_{m} & \rightarrow \mathbf{u} & & \text { weakly in } L^{q \frac{n+2}{n}}\left(Q_{T}\right), \\
\mathbf{S}\left(\cdot, \mathbf{D}\left(\mathbf{u}_{m}\right)\right) & \rightarrow \tilde{\mathbf{S}} & & \text { weakly in } L^{q^{\prime}}\left(Q_{T}\right),  \tag{4.11}\\
\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right) & \rightarrow \tilde{\mathbf{H}} & & \text { weakly in } L^{q \frac{n+2}{2 n}}\left(Q_{T}\right) .
\end{align*}
$$

Passing to the limit $m \rightarrow \infty$ in (4.5) thus gives

$$
\begin{align*}
& -\int_{Q_{T}} \mathbf{u} \cdot \partial_{t} \boldsymbol{\phi} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}}(\tilde{\mathbf{S}}-\tilde{\mathbf{H}}): \mathbf{D}(\boldsymbol{\phi}) \mathrm{d} x \mathrm{~d} t  \tag{4.12}\\
& =\int_{Q_{T}} \mathbf{F}: \nabla \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \mathbf{u}_{0} \cdot \boldsymbol{\phi}(0) \mathrm{d} x
\end{align*}
$$

for all $\boldsymbol{\phi} \in C^{\infty}\left(Q_{T}\right)$ with $\operatorname{div} \boldsymbol{\phi}=0$ and $\operatorname{supp}(\boldsymbol{\phi}) \subset \subset \Omega \times[0, T)$. From this identity one can show that $\mathbf{u} \in C_{w}([0, T] ; H)(c f .[52$, Section 4]). In particular we have $\mathbf{u}(0)=\mathbf{u}_{0}$.

Next, let $G \subset \subset \Omega$ be a fixed but arbitrary open bounded set. Clearly we may assume there exists an open bounded set $G^{\prime} \subset \subset \Omega$ with $G \subset \subset G^{\prime}$ and $\partial G^{\prime} \in$ $C^{2}$. Since $q>\frac{2 n}{n+2}$ we can find $\sigma_{0}>1$ with $q \leq 2 \sigma_{0}<q \frac{n+2}{n}$. Using (4.9), (4.10), $q<2$, and the properties of $\sigma_{0}$ we get from (4.5) that the weak derivative $\partial_{t} \mathbf{u}_{m}$ belong to $L^{\sigma_{0}}\left(0, T ;\left(V_{\sigma_{0}^{\prime}}\left(G^{\prime}\right)\right)^{*}\right)$. This, the compact embedding $V_{q}\left(G^{\prime}\right) \hookrightarrow \hookrightarrow$ $H_{r}\left(G^{\prime}\right), 1 \leq r<q^{*}$, the Aubin-Lions compactness lemma (cf. [30]) and a parabolic interpolation result using (4.10), yield $\tilde{\mathbf{H}}=\mathbf{u} \otimes \mathbf{u}$ and for $m \rightarrow \infty$ ( $c f$. [52, Section 4] for a different reasoning)

$$
\begin{array}{cl}
\mathbf{u}_{m} \rightarrow \mathbf{u} & \text { strongly in } L^{2 \sigma_{0}}\left(0, T ; L^{2 \sigma_{0}}\left(G^{\prime}\right)\right), \\
\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right) \rightarrow \mathbf{u} \otimes \mathbf{u} & \text { strongly in } L^{\sigma_{0}}\left(0, T ; L^{\sigma_{0}}\left(G^{\prime}\right)\right) \tag{4.14}
\end{array}
$$

From (4.13) and (4.7) follows again by parabolic interpolation

$$
\begin{equation*}
\mathbf{u}_{m} \rightarrow \mathbf{u} \quad \text { strongly in } L^{r}\left(0, T ; L^{2}\left(G^{\prime}\right)\right), \quad 1 \leq r<\infty \tag{4.15}
\end{equation*}
$$

Moreover, combining (4.5) and (4.12) yields

$$
\begin{align*}
& -\int_{Q_{T}}\left(\mathbf{u}_{m}-\mathbf{u}\right) \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t  \tag{4.16}\\
& \quad=\int_{Q_{T}}\left(\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{u} \otimes \mathbf{u}\right): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

for all $\varphi \in C^{\infty}\left(Q_{T}\right)$ with $\operatorname{div} \varphi=0$ and $\operatorname{supp}(\varphi) \subset \subset \Omega \times[0, T)$. From Theorem 2.2 in Section 2 one gets unique functions

$$
\begin{aligned}
& p_{1, m} \in L^{q^{\prime}}\left(0, T ; L^{q^{\prime}}\left(G^{\prime}\right)\right) \\
& p_{2, m} \in L^{\sigma_{0}}\left(0, T ; L^{\sigma_{0}}\left(G^{\prime}\right)\right) \\
& p_{h, m} \in C_{w}\left([0, T] ; W^{1,2}\left(G^{\prime}\right)\right)
\end{aligned}
$$

with $\Delta p_{h, m}=0$ and $p_{h, m}(0)=0$ and

$$
\begin{align*}
& -\int_{0}^{T} \int_{G^{\prime}}\left(\mathbf{u}_{m}-\mathbf{u}\right) \cdot \partial_{t} \boldsymbol{\phi} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{G^{\prime}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \nabla \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t \\
= & \int_{0}^{T} \int_{G^{\prime}}\left(\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{u} \otimes \mathbf{u}\right): \nabla \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t  \tag{4.17}\\
& +\int_{0}^{T} \int_{G^{\prime}}\left(p_{1, m}+p_{2, m}\right) \operatorname{div} \boldsymbol{\phi}+\nabla p_{h, m} \cdot \partial_{t} \boldsymbol{\phi} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

for all $\boldsymbol{\phi} \in C_{0}^{\infty}\left(G^{\prime} \times(0, T)\right)$. Moreover, by (2.4), (2.5), and $\mathbf{u}_{m}(0)-\mathbf{u}(0)=\mathbf{0}$ we have

$$
\begin{align*}
\left\|p_{1, m}\right\|_{L^{q^{\prime}}\left(G^{\prime} \times(0, T)\right)} & \leq c\left\|\mathbf{S}\left(\cdot, \mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right\|_{L^{q^{\prime}}\left(G^{\prime} \times(0, T)\right)}  \tag{4.18}\\
\left\|p_{2, m}\right\|_{L^{\sigma_{0}}\left(G^{\prime} \times(0, T)\right)} & \leq c\left\|\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{u} \otimes \mathbf{u}\right\|_{L^{\sigma_{0}\left(G^{\prime} \times(0, T)\right)}}  \tag{4.19}\\
\left\|p_{h, m}(t)\right\|_{W^{1,2}\left(G^{\prime}\right)} & \leq c\left\|\mathbf{u}_{m}(t)-\mathbf{u}(t)\right\|_{L^{2}\left(G^{\prime}\right)}, \quad t \in(0, T) \tag{4.20}
\end{align*}
$$

Since $p_{h, m}$ is harmonic in $G^{\prime}$, it follows by the well-known local regularity theory (cf. [21, Theorem 8.24]) and (4.20) that for all $t \in(0, T)$ and all $1 \leq r \leq \infty$

$$
\begin{align*}
\left\|p_{h, m}(t)\right\|_{W^{2, r}(G)} & \leq c\left\|p_{h, m}(t)\right\|_{L^{2}\left(G^{\prime}\right)}  \tag{4.21}\\
& \leq c\left\|\mathbf{u}_{m}(t)-\mathbf{u}(t)\right\|_{L^{2}\left(G^{\prime}\right)}
\end{align*}
$$

where the constant depends on $n, G^{\prime}$ and $G$. From (4.13) and (4.21) with $r=2 \sigma_{0}$ it follows that

$$
\begin{equation*}
\left.p_{h, m}\right|_{G \times(0, T)} \rightarrow 0 \quad \text { strongly in } \quad L^{2 \sigma_{0}}\left(0, T ; W^{2,2 \sigma_{0}}(G)\right) \quad \text { as } \quad m \rightarrow \infty \tag{4.22}
\end{equation*}
$$

Moreover, we know from (4.21) with $r=\infty$ and (4.7) that

$$
\begin{equation*}
\left\|p_{h, m}\right\|_{L^{\infty}\left(0, T ; W^{2, \infty}(G)\right)} \leq c \tag{4.23}
\end{equation*}
$$

By interpolation it follows from (4.22) and (4.23) that for all $r \in[1, \infty)$

$$
\begin{equation*}
\left\|p_{h, m}\right\|_{L^{r}\left(0, T ; W^{2, r}(G)\right)} \rightarrow 0 \quad \text { as } m \rightarrow \infty \tag{4.24}
\end{equation*}
$$

In order to use Theorem 3.9 we define

$$
\mathbf{v}_{m}:=\left(\mathbf{u}_{m}-\mathbf{u}+\nabla p_{h, m}\right) \chi_{G \times(0, T)}
$$

This definition together with (4.13) and (4.22) implies

$$
\begin{equation*}
\mathbf{v}_{m} \rightarrow \mathbf{0} \quad \text { strongly in } \quad L^{2 \sigma_{0}}(G \times(0, T)) \quad \text { as } \quad m \rightarrow \infty \tag{4.25}
\end{equation*}
$$

Moreover, the identity (4.17) can be written for every $\varphi \in C_{0}^{\infty}(G \times(0, T))$ as

$$
\begin{align*}
& -\int_{0}^{T} \int_{G} \mathbf{v}_{m} \cdot \partial_{t} \boldsymbol{\phi} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{G}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \nabla \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t \\
= & \int_{0}^{T} \int_{G}\left(\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{u} \otimes \mathbf{u}\right): \nabla \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t  \tag{4.26}\\
& +\int_{0}^{T} \int_{G}\left(p_{1, m}+p_{2, m}\right) \operatorname{div} \boldsymbol{\phi} \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Using (4.11), $\mathbf{u}_{m}, \mathbf{u} \in L^{2 \sigma_{0}}(G \times(0, T))$, (4.14), (4.18), (4.19), and the properties of $\sigma_{0}$ we get from (4.26) that the weak derivative $\partial_{t} \mathbf{v}_{m}$ belongs to the space $L^{\sigma_{0}}\left(0, T ;\left(W_{0}^{1, \sigma_{0}^{\prime}}(G)\right)^{*}\right)$. Therefore setting

$$
\begin{align*}
\mathbf{H}_{1, m} & :=\tilde{\mathbf{S}}-\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)+p_{1, m} \mathbf{I} \\
\mathbf{H}_{2, m} & :=\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)-\mathbf{u} \otimes \mathbf{u}+p_{2, m} \mathbf{I}  \tag{4.27}\\
\mathbf{H}_{m} & :=\mathbf{H}_{1, m}+\mathbf{H}_{2, m}
\end{align*}
$$

a.e. in $G \times(0, T)$ and extending to $\mathbb{R}^{n+1}$ by zero, the identity (4.26) can be written both as

$$
\begin{equation*}
-\int_{G \times(0, T)} \mathbf{v}_{m} \cdot \partial_{t} \varphi \mathrm{~d} X=\int_{G \times(0, T)} \mathbf{H}_{m}: \nabla \varphi \mathrm{d} X \tag{4.28}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}(G \times(0, T))$ and as

$$
\begin{equation*}
\int_{0}^{T}\left\langle\partial_{t} \mathbf{v}_{m}, \boldsymbol{\varphi}\right\rangle \mathrm{d} t=\int_{G \times(0, T)} \mathbf{H}_{m}: \nabla \boldsymbol{\varphi} \mathrm{d} X \tag{4.29}
\end{equation*}
$$

for all $\boldsymbol{\varphi} \in L^{\sigma_{0}^{\prime}}\left(0, T ; W_{0}^{1, \sigma_{0}^{\prime}}(G)\right)$. Next, we set

$$
g_{m}:=\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)+\left(\mathcal{M}^{*}\left(\left|\mathbf{H}_{1, m}\right|\right)\right)^{\frac{1}{q-1}}
$$

where $\mathcal{M}^{*}$ is defined in Appendix A. Due to (4.8), (4.10), (4.11), (4.18), and (4.21) for $r=q$ we know that $\nabla \mathbf{v}_{m}$ is uniformly bounded in $L^{q}\left(\mathbb{R}^{n+1}\right)$ and $\mathbf{H}_{1, m}$ is
uniformly bounded in $L^{q^{\prime}}\left(\mathbb{R}^{n+1}\right)$. Now, by the boundedness of $\mathcal{M}^{*}$ from $L^{q}\left(\mathbb{R}^{n+1}\right)$ to $L^{q}\left(\mathbb{R}^{n+1}\right)$, respectively $L^{q^{\prime}}\left(\mathbb{R}^{n+1}\right)$ to $L^{q^{\prime}}\left(\mathbb{R}^{n+1}\right)$, (see Appendix A) we see that

$$
\left\|g_{m}\right\|_{L^{q}\left(\mathbb{R}^{n+1}\right)} \leq c
$$

Thus we obtain for $k \in \mathbb{N}$

$$
\begin{aligned}
c^{q} & \geq \int_{2^{2^{k}}}^{2^{2^{k+1}}} \lambda^{q-1} \mathcal{L}_{n+1}\left(\left\{\left|g_{m}\right|>\lambda\right\}\right) \mathrm{d} \lambda \\
& \geq \int_{2^{2^{k}}}^{2^{2^{k+1}}} \lambda^{-1} \mathrm{~d} \lambda \inf _{2^{2^{k}} \leq \gamma \leq 2^{2^{k+1}}} \gamma^{q} \mathcal{L}_{n+1}\left(\left\{\left|g_{m}\right|>\gamma\right\}\right) \\
& =2^{k} \ln (2) \inf _{2^{2^{k}} \leq \gamma \leq 2^{2^{k+1}}} \gamma^{q} \mathcal{L}_{n+1}\left(\left\{\left|g_{m}\right|>\gamma\right\}\right)
\end{aligned}
$$

Consequently there exists $\lambda_{k, m} \in\left[2^{2^{k}}, 2^{2^{k+1}}\right]$, such that

$$
\begin{equation*}
\lambda_{k, m}^{q} \mathcal{L}_{n+1}\left(\left\{\left|g_{m}\right|>\lambda_{k, m}\right\}\right) \leq c^{q}(\ln 2)^{-1} 2^{-k} \tag{4.30}
\end{equation*}
$$

We define for $k, m \in \mathbb{N}$

$$
G_{k, m}:=\left\{\left|g_{m}\right|>\lambda_{k, m}\right\}
$$

and

$$
\alpha_{k, m}:=\lambda_{k, m}^{2-q}
$$

Then by (4.30) we have

$$
\begin{equation*}
\lambda_{k, m}^{q} \mathcal{L}_{n+1}\left(G_{k, m}\right) \leq c 2^{-k} \tag{4.31}
\end{equation*}
$$

and obtain

$$
\begin{align*}
G_{k, m} & \supset\left\{\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)>\lambda_{k, m}\right\} \cup\left\{\left(\mathcal{M}^{*}\left(\left|\mathbf{H}_{1, m}\right|\right)\right)^{\frac{1}{q-1}}>\lambda_{k, m}\right\} \\
& =\left\{\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)>\lambda_{k, m}\right\} \cup\left\{\mathcal{M}^{*}\left(\left|\mathbf{H}_{1, m}\right|\right)>\lambda_{k, m}^{q-1}\right\}  \tag{4.32}\\
& =\left\{\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)>\lambda_{k, m}\right\} \cup\left\{\alpha_{k, m} \mathcal{M}^{*}\left(\left|\mathbf{H}_{1, m}\right|\right)>\lambda_{k, m}\right\}
\end{align*}
$$

To treat the term with $\mathbf{H}_{2, m}$ we define for $k, m \in \mathbb{N}$

$$
F_{k, m}:=\left\{\left(\mathcal{M}^{*}\left(\left|\mathbf{H}_{2, m}\right|\right)\right)^{\frac{1}{q-1}}>\lambda_{k, m}\right\}
$$

Using the weak type estimate for $\mathcal{M}^{*}\left(c f\right.$. (A.5)) and $\sigma_{0}>1$ we get

$$
\begin{align*}
\mathcal{L}_{n+1}\left(F_{k, m}\right) & =\mathcal{L}_{n+1}\left(\left\{\mathcal{M}^{*}\left(\left|\mathbf{H}_{2, m}\right|\right)>\lambda_{k, m}^{q-1}\right\}\right) \\
& \leq c \lambda_{k, m}^{(1-q) \sigma_{0}}\left\|\mathcal{M}^{*}\left(\left|\mathbf{H}_{2, m}\right|\right)\right\|_{\sigma_{0}}^{\sigma_{0}}  \tag{4.33}\\
& \leq c \lambda_{k, m}^{(1-q) \sigma_{0}}\left\|\mathbf{H}_{2, m}\right\|_{\sigma_{0}}^{\sigma_{0}} .
\end{align*}
$$

Since $\lambda_{k, m} \geq 2^{2^{k}}$ and $\mathbf{H}_{2, m}$ converges to $\mathbf{0}$ in $L^{\sigma_{0}}(G \times(0, T))$ due to (4.14) and (4.19), we obtain that for each $k \in \mathbb{N}$ there holds

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \mathcal{L}_{n+1}\left(F_{k, m}\right)=0 \tag{4.34}
\end{equation*}
$$

Analogously to (4.32) we get

$$
\begin{equation*}
F_{k, m}=\left\{\alpha_{k, m} \mathcal{M}^{*}\left(\left|\mathbf{H}_{2, m}\right|\right)>\lambda_{k, m}\right\} \tag{4.35}
\end{equation*}
$$

Finally we define for $k, m \in \mathbb{N}$

$$
H_{k, m}:=\left\{\mathcal{M}^{*}\left(\left|\mathbf{v}_{m}\right|\right)>1\right\} .
$$

Using the weak type estimate for $\mathcal{M}^{*}\left(c f\right.$. (A.5)) and $\sigma_{0}>1$ we get

$$
\begin{align*}
\mathcal{L}_{n+1}\left(H_{k, m}\right) & \left.=\mathcal{L}_{n+1}\left\{\mathcal{M}^{*}\left(\left|\mathbf{v}_{m}\right|\right)>1\right\}\right) \\
& \leq c\left\|\mathcal{M}^{*}\left(\left|\mathbf{v}_{m}\right|\right)\right\|_{2 \sigma_{0}}^{2 \sigma_{0}}  \tag{4.36}\\
& \leq c\left\|\mathbf{v}_{m}\right\|_{2 \sigma_{0}}^{2 \sigma_{0}}
\end{align*}
$$

Since $\mathbf{v}_{m}$ converges to $\mathbf{0}$ in $L^{\sigma_{0}}(G \times(0, T))$ due to (4.25), we obtain that for each $k \in \mathbb{N}$ there holds

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \mathcal{L}_{n+1}\left(H_{k, m}\right)=0 \tag{4.37}
\end{equation*}
$$

Since $\mathcal{M}^{*}$ is subadditive and $\mathbf{H}_{m}=\mathbf{H}_{1, m}+\mathbf{H}_{2, m}$, (4.35) and (4.32) imply

$$
\begin{align*}
G_{k, m} \cup F_{k, m} & \supset\left\{\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)>\lambda_{k, m}\right\} \cup\left\{\alpha_{k, m} \mathcal{M}^{*}\left(\left|\mathbf{H}_{m}\right|\right)>2 \lambda_{k, m}\right\} \\
& \supset\left\{\mathcal{M}^{*}\left(\left|\nabla \mathbf{v}_{m}\right|\right)+\alpha_{k, m} \mathcal{M}^{*}\left(\left|\mathbf{H}_{m}\right|\right)>3 \lambda_{k, m}\right\} . \tag{4.38}
\end{align*}
$$

Defining

$$
\begin{equation*}
E_{k, m}:=\left(G_{k, m} \cup F_{k, m} \cup H_{k, m}\right) \cap(G \times(0, T)) \tag{4.39}
\end{equation*}
$$

we see that $E_{k, m}$ satisfies the assumption (3.14) of Theorem 3.9 with $\Lambda=3 \lambda_{k, m}$. Let us fix a cut-off function $\zeta \in C_{0}^{\infty}(G \times(0, T))$ with $0 \leq \zeta \leq 1$ in $G \times(0, T)$. In view of (4.28), (4.38) and (4.39) we are able to apply Theorem 3.9 with $K:=\operatorname{supp}(\zeta), \mathbf{u}=\mathbf{v}_{m}, \mathbf{H}=\mathbf{H}_{m}, E=E_{k, m}$, and $\alpha=\alpha_{k, m}$. We denote $\mathcal{T}_{k, m}:=\mathcal{T}_{E_{k, m}}^{\alpha_{k, m}}$. Hence, inserting the admissible test function $\varphi=\zeta \mathcal{T}_{k, m} \mathbf{v}_{m}$ into
(4.29), using (4.27) and taking into account (3.18) yields

$$
\begin{align*}
& \int_{G \times(0, T)}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X \\
& =\int_{G \times(0, T)}\left(\tilde{\mathbf{S}}-\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)\right):\left(\mathcal{T}_{k, m} \mathbf{v}_{m} \otimes \nabla \zeta\right) \mathrm{d} X \\
& \quad+\int_{G \times(0, T)}\left(\mathbf{u} \otimes \mathbf{u}-\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)\right): \nabla\left(\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta\right) \mathrm{d} X \\
& \quad+\int_{G \times(0, T)} p_{1, m} \mathcal{T}_{k, m} \mathbf{v}_{m} \cdot \nabla \zeta \mathrm{~d} X \\
& \quad+\int_{G \times(0, T)} p_{1, m} \operatorname{div}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X  \tag{4.40}\\
& \quad+\int_{G \times(0, T)} p_{2, m} \operatorname{div}\left(\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta\right) \mathrm{d} X \\
& \quad+\frac{1}{2} \int_{G \times(0, T)}\left(2 \mathbf{v}_{m} \cdot \mathcal{T}_{k, m} \mathbf{v}_{m}-\left|\mathcal{T}_{k, m} \mathbf{v}_{m}\right|^{2}\right) \partial_{t} \zeta \mathrm{~d} X \\
& \quad+\int_{E_{k, m}}\left(\partial_{t} \mathcal{T}_{k, m} \mathbf{v}_{m}\right) \cdot\left(\mathbf{v}_{m}-\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X \\
& =I_{m}^{k}+I I_{m}^{k}+I I I_{m}^{k}+I V_{m}^{k}+V_{m}^{k}+V I_{m}^{k}+V I I_{m}^{k}
\end{align*}
$$

Next, for a fixed $k \in \mathbb{N}$ we will carry out the passage to the limit $m \rightarrow \infty$ in all integrals $I_{m}^{k}, \ldots, V I I_{m}^{k}$ separately.
(i) $\lim \sup _{m \rightarrow \infty}\left(\left|I_{m}^{k}\right|+\left|I I I_{m}^{k}\right|\right)=0$.

Due to (4.10) and (4.11) we have that $\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right.$ ) and $\tilde{\mathbf{S}}$ are uniformly bounded in $L^{q^{\prime}}(G \times(0, T))$. Using this, Hölder's inequality and (3.7) one obtains

$$
\left|I_{m}^{k}\right| \leq c\left(\int_{G \times(0, T)}\left|\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \otimes \nabla \zeta\right|^{q} \mathrm{~d} X\right)^{\frac{1}{q}} \leq c\left\|\mathbf{v}_{m}\right\|_{L^{q}(G \times(0, T))}
$$

Thus $\lim \sup _{m \rightarrow \infty}\left|I_{m}^{k}\right|=0$ follows with the aid of (4.25) and $2 \sigma_{0} \geq q$. Arguing similarly one verifies $\lim \sup _{m \rightarrow \infty}\left|I I I_{m}^{k}\right|=0$. Hereby, we use that $p_{1, m}$ is uniformly bounded in $L^{q^{\prime}}(G \times(0, T))$ due to (4.18), (4.10) and (4.11).
(ii) $\lim \sup _{m \rightarrow \infty}\left(\left|I I_{m}^{k}\right|+\left|V_{m}^{k}\right|\right)=0$.

We estimate

$$
\left|I I_{m}^{k}\right| \leq c\left\|\mathbf{u} \otimes \mathbf{u}-\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)\right\|_{L^{1}(G \times(0, T))}\left\|\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m} \zeta\right)\right\|_{L^{\infty}(K)}
$$

It follows from (4.14), $\sigma_{0}>1$, and $G$ being bounded that

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left\|\mathbf{u} \otimes \mathbf{u}-\mathbf{u}_{m} \otimes \mathbf{u}_{m} \Phi_{m}\left(\left|\mathbf{u}_{m}\right|\right)\right\|_{L^{1}(G \times(0, T))}=0 \tag{4.41}
\end{equation*}
$$

Thus we need to show that for fixed $k \in \mathbb{N}$ the sequence $\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m} \zeta\right)$ is uniformly bounded in $L^{\infty}(\operatorname{supp}(\zeta))$ with respect to $m$. This and (4.41) then imply $\limsup _{m \rightarrow \infty}\left|I I_{m}^{k}\right|=0$. For fixed $k$ the sequence $\lambda_{k, m}$ lies in the interval [ $\left.2^{2^{k}}, 2^{2^{k+1}}\right]$ and thus $\alpha_{k, m}=\lambda_{k, m}^{2-q}$ is uniformly bounded from above. This implies that for fixed $k$ holds

$$
\begin{equation*}
\inf _{m \in \mathbb{N}} \delta_{\alpha_{k, m}, K}>0 \tag{4.42}
\end{equation*}
$$

So according to (3.15) and (3.16) we get for fixed $k \in \mathbb{N}$ and all $m \in \mathbb{N}$

$$
\begin{aligned}
&\left\|\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m} \zeta\right)\right\|_{L^{\infty}(K)} \leq\left\|\nabla \mathcal{T}_{k, m} \mathbf{v}_{m}\right\|_{L^{\infty}(K)}+c(\nabla \zeta)\left\|\mathcal{T}_{k, m} \mathbf{v}_{m}\right\|_{L^{\infty}(K)} \\
& \leq c\left(\lambda_{k, m}+\alpha_{k, m}^{-1} \delta_{\alpha_{k, m}, K}^{-n-3}\left\|\mathbf{v}_{m}\right\|_{L^{1}(E)}\right) \\
&+c\left(1+\alpha_{k, m}^{-1} \delta_{\alpha_{k, m}, K}^{-n-2}\left\|\mathbf{v}_{m}\right\|_{L^{1}(E)}\right)
\end{aligned}
$$

The uniform boundedness of $\mathbf{v}_{m}$ in $L^{1}(G \times(0, T))(c f$. (4.25)), (4.42) and $\lambda_{k, m} \in\left[2^{2^{k}}, 2^{2^{k+1}}\right]$ yield that for fixed $k \in \mathbb{N}$ the sequence $\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m} \zeta\right)$ is uniformly uniformly bounded in $L^{\infty}(K)$ with respect to $m$. This proves $\lim \sup _{m \rightarrow \infty}\left|I I_{m}^{k}\right|=0$.
Using (4.19) and (4.41) we can prove analogously $\lim \sup _{m \rightarrow \infty}\left|V_{m}^{k}\right|=0$.
(iii) $\lim \sup _{m \rightarrow \infty}\left|V I_{m}^{k}\right|=0$.

Using Cauchy-Schwarz's inequality and (3.7) shows that

$$
\left|V I_{m}^{k}\right| \leq c\left\|\mathbf{v}_{m}\right\|_{L^{2}(G \times(0, T))}^{2}
$$

Since $\sigma_{0}>1$, the assertion follows from (4.25).
(iv) $\lim \sup _{m \rightarrow \infty}\left|I V_{m}^{k}\right| \leq c 2^{-k / q}$.

Since $\operatorname{div} \mathbf{u}_{m}=\operatorname{div} \mathbf{u}=\Delta p_{h, m}=0$ on the set $G^{\prime} \times(0, T)$ we have $\operatorname{div} \mathbf{v}_{m}=0$ on this set. From this, the definition of $\mathcal{T}_{k, m}$ and (3.29) applied to $\mathcal{T}_{k, m}$ we obtain that $\operatorname{div} \mathcal{T}_{k, m} \mathbf{v}_{m}=\operatorname{div} \mathbf{v}_{m}=0$ holds on the set $(G \times(0, T)) \backslash E_{k, m}$. Thus, we have

$$
I V_{m}^{k}=\int_{G \times(0, T)} p_{1, m} \operatorname{div}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X=\int_{E_{k, m} \cap K} p_{1, m} \operatorname{div}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X
$$

Hölder's inequality implies

$$
\left|I V_{m}^{k}\right| \leq\left\|p_{1, m}\right\|_{L^{q^{\prime}}(G \times(0, T))}\left\|\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right)\right\|_{L^{q}\left(E_{k, m} \cap K\right)}
$$

From (4.18), (4.11) and (4.10) one finds

$$
\left\|p_{1, m}\right\|_{L^{q^{\prime}}(G \times(0, T))} \leq c \| \mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)-\tilde{\mathbf{S}} \|_{L^{q^{\prime}}(G \times(0, T))} \leq c .\right.
$$

Therefore we obtain with (3.15), (4.42), $\lambda_{k, m} \in\left[2^{2^{k}}, 2^{2^{k+1}}\right], \sigma_{0}>1$, and (4.25) that

$$
\begin{align*}
\limsup _{m \rightarrow \infty}\left|I V_{m}^{k}\right| & \leq c \limsup _{m \rightarrow \infty}\left\|\nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right)\right\|_{L^{q}\left(E_{k, m} \cap K\right)} \\
& \leq c \limsup _{m \rightarrow \infty}\left(\mathcal{L}_{n+1}\left(E_{k, m}\right)^{1 / q}\left(\lambda_{k, m}+\frac{\left\|\mathbf{v}_{m}\right\|_{L^{1}\left(E_{k, m}\right)}}{\alpha_{k, m} \delta_{\alpha_{k, m}, K}^{n+3}}\right)\right) \\
& \leq c \limsup _{m \rightarrow \infty}\left(\mathcal{L}_{n+1}\left(E_{k, m}\right)^{1 / q}\left(\lambda_{k, m}+\frac{\left\|\mathbf{v}_{m}\right\|_{L^{1}(G \times(0, T))}}{\alpha_{k, m} \delta_{\alpha_{k, m}, K}^{n+3}}\right)\right)  \tag{4.43}\\
& =c \limsup _{m \rightarrow \infty}\left(\mathcal{L}_{n+1}\left(E_{k, m}\right)^{1 / q} \lambda_{k, m}\right) .
\end{align*}
$$

From the definition of $E_{k, m}$ follows

$$
\mathcal{L}_{n+1}\left(E_{k, m}\right) \leq \mathcal{L}_{n+1}\left(G_{k, m}\right)+\mathcal{L}_{n+1}\left(F_{k, m}\right)+\mathcal{L}_{n+1}\left(H_{k, m}\right) .
$$

This, (4.31), (4.34) and (4.37) imply

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left(\mathcal{L}_{n+1}\left(E_{k, m}\right)^{1 / q} \lambda_{k, m}\right) \leq c 2^{-k / q} \tag{4.44}
\end{equation*}
$$

From (4.43) and (4.44) follows the claim.
(v) $\lim \sup _{m \rightarrow \infty}\left|V I I_{m}^{k}\right| \leq c 2^{-k}$.

From the definition of $\alpha_{k, m}$, (3.17) and $E_{k, m} \subset G \times(0, T)$ follows

$$
\left|V I I_{m}^{k}\right| \leq c \mathcal{L}_{n+1}\left(E_{k, m}\right) \lambda_{k, m}^{q-2}\left(\lambda_{k, m}+\frac{\left\|\mathbf{v}_{m}\right\|_{L^{1}(G \times(0, T))}}{\alpha_{k, m} \delta_{\alpha_{k, m}, K}^{n+3}}\right)^{2}
$$

Using $\lambda_{k, m} \in\left[2^{2^{k}}, 2^{2^{k+1}}\right]$, (4.42), $\sigma_{0}>1$, and (4.25) and (4.44) we get

$$
\limsup _{m \rightarrow \infty}\left|V I I_{m}^{k}\right| \leq c \limsup _{m \rightarrow \infty}\left(\mathcal{L}_{n+1}\left(E_{k, m}\right) \lambda_{k, m}^{q}\right) \leq c 2^{-k}
$$

which proves the claim.
Altogether, we proved in (i)-(v) that for each fixed $k \in \mathbb{N}$

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left|\int_{G \times(0, T)}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X\right| \leq c 2^{-k / q} \tag{4.45}
\end{equation*}
$$

where we used $1<q$.

Arguing similarly as in (iv) one easily proves using (4.10), (4.11), (4.43) and (4.44) that

$$
\begin{align*}
& \limsup _{m \rightarrow \infty}\left|\int_{E_{k, m}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \zeta \mathrm{d} X\right| \\
& \leq \limsup _{m \rightarrow \infty}\left(\| \tilde{\mathbf{S}}-\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\left\|_{L^{q^{\prime}}(G \times(0, T))}\right\| \nabla\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right) \|_{L^{q}\left(E_{k, m}\right)}\right)\right.  \tag{4.46}\\
& \leq c \limsup _{m \rightarrow \infty}\left(\lambda_{k, m} \mathcal{L}_{n+1}\left(E_{k, m}\right)^{1 / q}\right) \\
& \leq c 2^{-k / q}
\end{align*}
$$

Due to (3.29) on the set $(G \times(0, T)) \backslash E_{k, m}$ holds $\mathbf{D}\left(\mathcal{T}_{k, m} \mathbf{v}_{m}\right)=\mathbf{D}\left(\mathbf{v}_{m}\right)$. Thus we obtain from (4.45) and (4.46)

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left|\int_{(G \times(0, T)) \backslash E_{k, m}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\mathbf{v}_{m}\right) \zeta \mathrm{d} X\right| \leq c 2^{-k / q} \tag{4.47}
\end{equation*}
$$

Recall that $\mathbf{v}_{m}=\mathbf{u}_{m}-\mathbf{u}-\nabla p_{h, m}$. Using (4.10), (4.11), (4.24) and $q \leq 2 \sigma_{0}$ we obtain

$$
\lim _{m \rightarrow \infty} \int_{(G \times(0, T)) \backslash E_{k, m}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\nabla p_{h, m}\right) \zeta \mathrm{d} X=0
$$

This and (4.47) yields for each fixed $k \in \mathbb{N}$

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left|\int_{(G \times(0, T)) \backslash E_{k, m}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m}\right)\right)-\tilde{\mathbf{S}}\right): \mathbf{D}\left(\mathbf{u}_{m}-\mathbf{u}\right) \zeta \mathrm{d} X\right| \leq c 2^{-k / q} \tag{4.48}
\end{equation*}
$$

Due to (4.34), (4.37) and (4.48) we can find for each $k \in \mathbb{N}$ a number $m_{k} \in \mathbb{N}$, such that

$$
\begin{align*}
\mid \int_{(G \times(0, T)) \backslash E_{k, m_{k}}}\left(\mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m_{k}}\right)\right)-\tilde{\mathbf{S}}\right) & : \mathbf{D}\left(\mathbf{u}_{m_{k}}-\mathbf{u}\right) \zeta \mathrm{d} X \mid \leq c 2^{-k / q}  \tag{4.49}\\
\mathcal{L}_{n+1}\left(F_{k, m_{k}}\right) & \leq c 2^{-k} \\
\mathcal{L}_{n+1}\left(H_{k, m_{k}}\right) & \leq c 2^{-k}
\end{align*}
$$

Setting $\zeta_{k}:=\zeta \chi_{(G \times(0, T)) \backslash E_{k, m_{k}}}(k \in \mathbb{N})$ one gets

$$
\begin{equation*}
\zeta_{k} \rightarrow \zeta \quad \text { a.e. in } \quad G \times(0, T) \quad \text { as } \quad k \rightarrow \infty \tag{4.50}
\end{equation*}
$$

Indeed, there holds

$$
\zeta_{k}(X) \rightarrow \zeta(X) \quad \forall X \in \bigcup_{k=1}^{\infty} \bigcap_{\ell=k}^{\infty}\left((G \times(0, T)) \backslash E_{\ell, m_{\ell}}\right) \quad \text { as } \quad k \rightarrow \infty
$$

We have $\bigcup_{k=1}^{\infty} \bigcap_{\ell=k}^{\infty}\left((G \times(0, T)) \backslash E_{\ell, m_{\ell}}\right)=(G \times(0, T)) \backslash \bigcap_{k=1}^{\infty} \bigcup_{\ell=k}^{\infty} E_{\ell, m_{\ell}}$. Moreover, due to (4.31), $\lambda_{k, m} \geq 1$ and (4.49) we get for all $k \in \mathbb{N}$

$$
\mathcal{L}_{n+1}\left(\bigcup_{\ell=k}^{\infty} E_{\ell, m_{\ell}}\right) \leq \sum_{\ell=k}^{\infty}\left(\mathcal{L}_{n+1}\left(G_{\ell, m_{\ell}}\right)+\mathcal{L}_{n+1}\left(F_{\ell, m_{\ell}}\right)+\mathcal{L}_{n+1}\left(H_{\ell, m_{\ell}}\right)\right) \leq c 2^{-k}
$$

which implies

$$
\mathcal{L}_{n+1}\left(\bigcap_{k=1}^{\infty} \bigcup_{\ell=k}^{\infty} E_{\ell, m_{\ell}}\right)=0
$$

Whence, (4.50) holds.
From (4.50), (4.11) and the Lebesgue Theorem on dominated convergence we get that $\tilde{\mathbf{S}} \zeta_{k}$ converges to $\tilde{\mathbf{S}} \zeta$ strongly in $L^{q^{\prime}}(G \times(0, T))$, and $\mathbf{D}(\mathbf{u}) \zeta_{k}$ converges to $\mathbf{D}(\mathbf{u}) \zeta$ strongly in $L^{q}(G \times(0, T))$. Thus from (4.49) and (4.11) we deduce

$$
\lim _{k \rightarrow \infty} \int_{G \times(0, T)} \mathbf{S}\left(\mathbf{D}\left(\mathbf{u}_{m_{k}}\right)\right): \mathbf{D}\left(\mathbf{u}_{m_{k}}\right) \zeta_{k} \mathrm{~d} X=\int_{G \times(0, T)} \tilde{\mathbf{S}}: \mathbf{D}(\mathbf{u}) \zeta \mathrm{d} X
$$

With help of the local Minty trick (cf. [52, Lemma A.2]) we obtain

$$
\tilde{\mathbf{S}} \zeta=\mathbf{S}(\cdot, \mathbf{D}(\mathbf{u})) \zeta \quad \text { a.e. in } \quad G \times(0, T)
$$

This concludes the proof of the theorem.

## Appendix

## A. Maximal operators

In this appendix we recall some results regarding maximal operators.
For $g \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n+1}\right)$ we define for $(x, t) \in \mathbb{R}^{n+1}$

$$
\begin{aligned}
\mathcal{M}_{x}(g)(x, t) & :=\sup _{0<r<\infty} f_{B_{r}(x)}|g(y, t)| \mathrm{d} y \\
\mathcal{M}_{t}(g)(x, t) & :=\sup _{0<\rho<\infty} f_{I_{\rho}(t)}|g(x, s)| \mathrm{d} s
\end{aligned}
$$

where $I_{\rho}(t)$ denotes the interval $(t-\rho, t+\rho)$. Clearly, for $g \in L^{p}\left(\mathbb{R}^{n+1}\right)$, $1<p<\infty$, there exists $N \subset \mathbb{R}$ with $\mathcal{L}_{1}(N)=0$, such that $g(\cdot, t) \in L^{p}\left(\mathbb{R}^{n}\right)$ for all $t \in \mathbb{R} \backslash N$. The properties of the maximal operator (cf. [48]) yield $\mathcal{M}_{x}(g)(\cdot, t) \in$ $L^{p}\left(\mathbb{R}^{n}\right), 1<p<\infty$, for all $t \in \mathbb{R} \backslash N$ and

$$
\int_{\mathbb{R}^{n}}\left(\mathcal{M}_{x}(g)(x, t)\right)^{p} \mathrm{~d} x \leq c \int_{\mathbb{R}^{n}}|g(x, t)|^{p} \mathrm{~d} x \quad \forall t \in \mathbb{R} \backslash N
$$

Hence, it follows that $\mathcal{M}_{x}(g) \in L^{p}\left(\mathbb{R}^{n+1}\right)$ and we have

$$
\begin{equation*}
\left\|\mathcal{M}_{x}(g)\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \leq c\|g\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \tag{A.1}
\end{equation*}
$$

By an analogous reasoning one obtains $\mathcal{M}_{t}(g) \in L^{p}\left(\mathbb{R}^{n+1}\right)$ and there holds

$$
\begin{equation*}
\left\|\mathcal{M}_{t}(g)\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \leq c\|g\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \tag{A.2}
\end{equation*}
$$

Next, we define

$$
\begin{equation*}
\mathcal{M}^{*}(g):=\mathcal{M}_{t}\left(\mathcal{M}_{x}(g)\right), \quad g \in L^{p}\left(\mathbb{R}^{n+1}\right) \tag{A.3}
\end{equation*}
$$

With help of (A.1) and (A.2) we verify the strong type estimate

$$
\begin{equation*}
\left\|\mathcal{M}^{*}(g)\right\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \leq c\|g\|_{L^{p}\left(\mathbb{R}^{n+1}\right)} \tag{A.4}
\end{equation*}
$$

which implies the weak type estimate

$$
\begin{equation*}
\mathcal{L}_{n+1}\left(\left\{\mathcal{M}^{*}(g)>\lambda\right\}\right) \leq c \lambda^{-p}\|g\|_{L^{p}\left(\mathbb{R}^{n+1}\right)}^{p} \tag{A.5}
\end{equation*}
$$

Moreover, we have for all $(x, t) \in \mathbb{R}^{n+1}$ and $r, \rho>0$

$$
\begin{equation*}
f_{I_{\rho}(t)} f_{B_{r}(x)}|g(y, s)| \mathrm{d} y \mathrm{~d} s \leq \mathcal{M}^{*}(g)(x, t) \tag{A.6}
\end{equation*}
$$

Indeed, for $(x, t) \in \mathbb{R}^{n+1}$ one estimates using the definition of $\mathcal{M}_{x}\left(\mathcal{M}_{t}\right.$ respectively)

$$
\begin{aligned}
f_{I_{\rho}(t)} f_{B_{r}(x)} g(y, s) \mathrm{d} y \mathrm{~d} s & \leq f_{I_{\rho}(t)} \mathcal{M}_{x}(g)(x, s) \mathrm{d} s \\
& \leq \mathcal{M}_{t}\left(\mathcal{M}_{x}(g)\right)(x, t)=\mathcal{M}^{*}(g)(x, t)
\end{aligned}
$$

## B. Poincaré-type inequality

For reader's convenience we will present a short proof of the Poincaré-type inequality we have used in the sequel of the paper.
Theorem B.1. Let for some $X_{0} \in \mathbb{R}^{n+1}$ and $0<r<\infty$ be $\mathbf{u} \in L^{1}\left(Q_{r}^{\alpha}\left(X_{0}\right)\right)$ with $\nabla \mathbf{u} \in L^{1}\left(Q_{r}^{\alpha}\left(X_{0}\right)\right)$ and $\mathbf{H} \in L^{1}\left(Q_{r}^{\alpha}\left(X_{0}\right)\right)$, where $0<\alpha<\infty$, such that

$$
\begin{equation*}
-\int_{Q_{r}^{\alpha}\left(X_{0}\right)} \mathbf{u} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t=\int_{Q_{r}^{\alpha}\left(X_{0}\right)} \mathbf{H}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \quad \forall \boldsymbol{\varphi} \in C_{0}^{\infty}\left(Q_{r}^{\alpha}\left(X_{0}\right)\right) \tag{B.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{Q_{r}^{\alpha}\left(X_{0}\right)}\left|\mathbf{u}-\mathbf{u}_{Q_{r}^{\alpha}}\right| \mathrm{d} x \mathrm{~d} t \leq c_{0} r \int_{Q_{r}^{\alpha}\left(X_{0}\right)}|\nabla \mathbf{u}|+\alpha|\mathbf{H}| \mathrm{d} x \mathrm{~d} t \tag{B.2}
\end{equation*}
$$

where $c_{0}=$ const $>0$ depends on $n$ only.

Proof. This theorem can be found in [51, Lemma B.3] and is based on [38] and [49]. For the convenience of the reader we sketch the proof here. First we prove the assertion for $X_{0}=0, \alpha=1$ and $r=1$. For notational simplicity we write $Q_{1}$ instead of $Q_{1}^{1}(0)$ and $B_{1}$ instead of $B_{1}(0)$. For a given function $\zeta \in C_{0}^{\infty}\left(B_{1}\right)$ with $0 \leq \zeta \leq 1$ in $B_{1}$ and $\zeta \neq 0$ we define the functional $F \in L^{1}\left(B_{1}\right)^{*}$ by means of

$$
\langle F, \mathbf{v}\rangle:=\frac{1}{\int_{B_{1}} \zeta \mathrm{~d} x} \int_{B_{1}} \zeta \mathbf{v} \mathrm{~d} x, \quad \mathbf{v} \in L^{1}\left(B_{1}\right)
$$

As it is readily seen there holds

$$
\langle F, \mathbf{1}\rangle=1
$$

which implies

$$
\langle F, \mathbf{v}-\langle F, \mathbf{v}\rangle\rangle=0 \quad \forall \mathbf{v} \in L^{1}\left(B_{1}(0)\right)
$$

Thus (cf. [40, Theorem 7.1])

$$
\||\mathbf{v}|\|:=\|\nabla \mathbf{v}\|_{L^{1}\left(B_{1}\right)}+|\langle F, \mathbf{v}\rangle|
$$

defines an equivalent norm on $W^{1,1}\left(B_{1}\right)$. Thus there exists a constant $c_{n}$, such that

$$
\begin{equation*}
\|\mathbf{v}-\langle F, v\rangle\|_{L^{1}\left(B_{1}\right)} \leq c_{n}\|\nabla \mathbf{v}\|_{L^{1}\left(B_{1}\right)} \quad \forall \mathbf{v} \in W^{1,1}\left(B_{1}\right) \tag{B.3}
\end{equation*}
$$

Now let $\mathbf{u} \in L^{1}\left(Q_{1}\right)$ fulfill the assunptions of the theorem. One easily calculates

$$
\begin{aligned}
\mathbf{u}(x, t)-\mathbf{u}_{Q_{1}} & =(\mathbf{u}(x, t)-\langle F, \mathbf{u}(t)\rangle)+\left(\langle F, \mathbf{u}(t)\rangle-\mathbf{u}_{Q_{1}}\right) \\
& =(\mathbf{u}(x, t)-\langle F, \mathbf{u}(t)\rangle)+\int_{Q_{1}}(\langle F, \mathbf{u}(t)\rangle-\mathbf{u}(y, s)) \mathrm{d} y \mathrm{~d} s
\end{aligned}
$$

for almost all $(x, t) \in Q_{1}$. Furthermore, one finds

$$
\begin{aligned}
& f_{Q_{1}}(\langle F, u(t)\rangle-u(y, s)) \mathrm{d} y \mathrm{~d} s \\
& =\frac{1}{\int_{B_{1}} \zeta \mathrm{~d} y} f_{Q_{1}} \int_{B_{1}} \zeta\left(y^{\prime}\right)\left(u\left(y^{\prime}, t\right)-u(y, s)\right) \mathrm{d} y^{\prime} \mathrm{d} y \mathrm{~d} s \\
& =\frac{1}{2} \int_{-1}^{1}\langle F, u(t)-u(s)\rangle \mathrm{d} s \\
& \quad+\frac{1}{2 \int_{B_{1}} \zeta \mathrm{~d} y} \int_{-1}^{1} f_{B_{1}} \int_{B_{1}} \zeta\left(y^{\prime}\right)\left(u\left(y^{\prime}, s\right)-u(y, s)\right) \mathrm{d} y^{\prime} \mathrm{d} y \mathrm{~d} s
\end{aligned}
$$

The last two equalities yield

$$
\begin{aligned}
\left|\mathbf{u}(x, t)-\mathbf{u}_{Q_{1}}\right| \leq & |(\mathbf{u}(x, t)-\langle F, \mathbf{u}(t)\rangle)|+\frac{1}{2} \int_{-1}^{1}|\langle F, \mathbf{u}(t)-\mathbf{u}(s)\rangle| \mathrm{d} s \\
& +\frac{1}{2 \int_{B_{1}} \zeta \mathrm{~d} y} \int_{-1}^{1} \int_{B_{1}}\left|\mathbf{u}(y, s)-\mathbf{u}(s)_{B_{1}}\right| \mathrm{d} y \mathrm{~d} s
\end{aligned}
$$

for almost all $(x, t) \in Q_{1}$. Integrating both sides of the last inequality over $Q_{1}$, estimating the first integral with the aid of (B.3), and estimating the last integral by the usual Poincaré inequality implies

$$
\begin{align*}
& \int_{Q_{1}}\left|\mathbf{u}(x, t)-\mathbf{u}_{Q_{1}}\right| \mathrm{d} x \mathrm{~d} t \\
& \leq c \int_{Q_{1}}|\nabla \mathbf{u}| \mathrm{d} x \mathrm{~d} t+\frac{\left|B_{1}\right|}{2} \int_{-1}^{1} \int_{-1}^{1}|\langle F, \mathbf{u}(t)-\mathbf{u}(s)\rangle| \mathrm{d} s \mathrm{~d} t \tag{B.4}
\end{align*}
$$

Using in (B.1) the test function $\varphi(x, t)=\zeta(x) \gamma_{-h}(t)$, where $\gamma \in C_{0}^{\infty}(-1,1)$, $0 \leq \gamma \leq 1$ and $\gamma_{h}$ is the Steklov average ( $c f$. (3.31)) we obtain

$$
\int_{Q_{1}} \partial_{t} \mathbf{u}_{h} \cdot \zeta \mathrm{~d} x \mathrm{~d} t=\int_{Q_{1}} \mathbf{H}_{h}: \nabla \zeta \mathrm{d} x \mathrm{~d} t
$$

from which one derives by standard arguments that for almost all $t \in(-1,1)$ holds for all $\zeta \in C_{0}^{\infty}\left(B_{1}\right)$

$$
\int_{B_{1}} \partial_{t} \mathbf{u}_{h}(t) \cdot \zeta \mathrm{d} x=\int_{B_{1}} \mathbf{H}_{h}(t): \nabla \zeta \mathrm{d} x .
$$

This and the definition of $F$ implies for almost all $t, s \in(-1,1)$

$$
\begin{aligned}
\left|\left\langle F, \mathbf{u}_{h}(t)-\mathbf{u}_{h}(s)\right\rangle\right| & =\left|\frac{1}{\int_{B_{1}} \zeta \mathrm{~d} y} \int_{s}^{t} \int_{B_{1}} \partial_{t} \mathbf{u}_{h}(x, \tau) \cdot \zeta(x) \mathrm{d} x \mathrm{~d} \tau\right| \\
& =\left|\frac{1}{\int_{B_{1}} \zeta \mathrm{~d} y} \int_{s}^{t} \int_{B_{1}} \mathbf{H}_{h}(x, \tau): \nabla \zeta(x) \mathrm{d} x \mathrm{~d} \tau\right|
\end{aligned}
$$

The properties of the Steklov average imply for $h \rightarrow 0$

$$
|\langle F, \mathbf{u}(t)-\mathbf{u}(s)\rangle| \leq c \int_{Q_{1}}|\mathbf{H}| \mathrm{d} x \mathrm{~d} t
$$

for almost all $s, t \in(-1,1)$. This and (B.4) yield (B.2) in the special case, i.e.

$$
\begin{equation*}
\int_{Q_{1}}\left|\mathbf{u}(x, t)-\mathbf{u}_{Q_{1}}\right| \mathrm{d} x \mathrm{~d} t \leq c \int_{Q_{1}}|\nabla \mathbf{u}|+|\mathbf{H}| \mathrm{d} x \mathrm{~d} t . \tag{B.5}
\end{equation*}
$$

The general case easily follows from this inequality by means of an appropriate transformation of coordinates.

## C. Whitney covering

Lemma C. 1 (covering lemma). Let $E$ be a non-empty, open, bounded subset of $\mathbb{R}^{n+1}$ equipped with the metric $d_{\alpha}$. Then there exists a family of balls with respect to the metric $d_{\alpha}\left\{Q_{r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)\right\}_{i \in \mathbb{N}}$ such that
(a) $E=\bigcup_{i=1}^{\infty} Q_{\frac{r_{i}^{\alpha}}{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)=\bigcup_{i=1}^{\infty} Q_{r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)$;
(b) $8 r_{i}^{\alpha} \leq d\left(X_{i}^{\alpha}, \partial E\right)<16 r_{i}^{\alpha} \quad \forall i \in \mathbb{N}$ with $0<r_{i}^{\alpha}<1$;
(c) $r_{j}^{\alpha}>2 r_{i}^{\alpha} \Longrightarrow Q_{r_{j}^{\alpha}}^{\alpha}\left(X_{j}^{\alpha}\right) \cap Q_{r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right)=\emptyset$;
(d) $Q_{r_{\frac{i}{4}}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right) \cap Q_{\frac{r_{j}^{\alpha}}{4}}^{\alpha}\left(X_{j}^{\alpha}\right)=\emptyset \quad \forall i, j \in \mathbb{N}, i \neq j$;
(e) $\#\left\{j \in \mathbb{N} \mid Q_{4 r_{j}^{\alpha}}^{\alpha}\left(X_{j}^{\alpha}\right) \cap Q_{4 r_{i}^{\alpha}}^{\alpha}\left(X_{i}^{\alpha}\right) \neq \emptyset\right\} \leq(120)^{n+2} \quad \forall i \in \mathbb{N}$.

Proof. For notational simplicity we skip the subscripts and superscripts $\alpha$. Since $E$ is bounded there exists a smallest number $k_{0} \in \mathbb{Z}$ such that the set $\{X \in$ $\left.E \mid d_{\alpha}(X, \partial E) \geq 2^{-k_{0}+4}\right\}$ is non-empty. For that number we define

$$
D_{k_{0}}:=\left\{X \in E \mid d_{\alpha}(X, \partial E) \geq 2^{-k_{0}+4}\right\} .
$$

Clearly, there exists a mostly countable set of points $\left\{X_{j}^{k_{0}}\right\}_{j \in \mathcal{J}_{k_{0}}} \subset D_{k_{0}}$ fulfilling

$$
d\left(X_{i}^{k_{0}}, X_{j}^{k_{0}}\right) \geq 2^{-k_{0}} \quad \forall i, j \in \mathcal{J}_{k_{0}}, \quad(i \neq j), \quad \bigcup_{j \in \mathcal{J}_{k_{0}}} Q_{2^{-k_{0}}}\left(X_{j}^{k_{0}}\right) \supset D_{k_{0}}
$$

We define

$$
\tilde{D}_{k_{0}}:=\bigcup_{j \in \mathcal{J}_{k_{0}}} Q_{2^{-k_{0}}}\left(X_{j}^{k_{0}}\right)
$$

From the construction it is immediately clear that

$$
D_{k_{0}} \subset \tilde{D}_{k_{0}} \subset E
$$

Next, for $k \in \mathbb{Z}\left(k>k_{0}\right)$ we define the $D_{k},\left\{X_{j}^{k}\right\}_{\mathcal{J}_{k}}$ and $\tilde{D}_{k}$ recursively. Assume that $D_{\ell},\left\{X_{j}^{\ell}\right\}_{\mathcal{J}_{\ell}}$ and $\tilde{D}_{\ell}$ has already been defined for $\ell=1, \ldots, k-1$. Then we set

$$
D_{k}:=\left\{X \in E \backslash \bigcup_{\ell=1}^{k-1} \tilde{D}_{\ell} \mid d(X, \partial E) \geq 2^{-k+4}\right\}
$$

There exists $\left\{X_{j}^{k}\right\}_{j \in \mathcal{J}_{k}} \subset D_{k}$ such that

$$
\begin{equation*}
d\left(X_{i}^{k}, X_{j}^{k}\right) \geq 2^{-k} \quad \forall i, j \in \mathcal{J}_{k}(i \neq j), \quad \bigcup_{j \in \mathcal{J}_{k}} Q_{2^{-k}}\left(X_{j}^{k}\right) \supset D_{k} \tag{C.1}
\end{equation*}
$$

Then we set

$$
\tilde{D}_{k}:=\bigcup_{j \in \mathcal{J}_{k}} Q_{2^{-k}}\left(X_{j}^{k}\right)
$$

Obviously,

$$
D_{k} \subset \tilde{D}_{k} \subset E
$$

Now, we define

$$
r_{\ell, j}:=2^{-\ell+1} \quad \ell \in \mathbb{N}, \quad j \in \mathcal{J}_{\ell} .
$$

From the construction above it follows that

$$
\bigcup_{\ell=1}^{\infty} \bigcup_{j \in \mathcal{J}_{\ell}} Q_{\frac{r_{\ell, j}}{2}}\left(X_{j}^{\ell}\right)=E .
$$

This proves the first part of (a).
Moreover, it is readily seen that

$$
\begin{equation*}
d\left(X_{j}^{\ell}, \partial E\right) \geq 2^{-\ell+4}=8 r_{\ell, j} \quad \forall \ell \in \mathbb{N}, \forall j \in \mathcal{J}_{\ell} \tag{C.2}
\end{equation*}
$$

Furthermore, as $X_{j}^{\ell} \notin \tilde{D}_{\ell-1}$ for $\ell \in \mathbb{N}\left(\ell>k_{0}\right)$ we deduce

$$
\begin{equation*}
d\left(X_{j}^{\ell}, \partial E\right)<2^{-\ell+5}=16 r_{\ell, j} \quad \forall j \in \mathcal{J}_{\ell} \tag{C.3}
\end{equation*}
$$

Hence, the property (b) follows from (C.2) and (C.3).
If $r_{j}^{\alpha}>2 r_{i}^{\alpha}$ then there exists $j \in \mathcal{J}_{\ell}$ and $i \in \mathcal{J}_{k}$ with $k \geq \ell+2$. We claim that

$$
\begin{equation*}
Q_{r_{\ell, j}}\left(X_{j}^{\ell}\right) \cap Q_{r_{k, i}}\left(X_{i}^{k}\right)=\emptyset \tag{C.4}
\end{equation*}
$$

Indeed, assuming there exists $\tilde{X} \in Q_{r_{\ell, j}}\left(X_{j}^{\ell}\right) \cap Q_{r_{k, i}}\left(X_{i}^{k}\right)$, since $X_{i}^{k} \notin D_{\ell+1}$, we have $d\left(X_{i}^{k}, \partial E\right) \leq 2^{-\ell+3}$. Thus,

$$
d(\tilde{X}, \partial E) \leq d\left(\tilde{X}, X_{i}^{k}\right)+d\left(X_{i}^{k}, \partial E\right) \leq 2^{-k+1}+2^{-\ell+3} \leq 2^{-\ell-1}+2^{-\ell+3}
$$

On the other hand, we estimate

$$
d(\tilde{X}, \partial E) \geq d\left(X_{j}^{\ell}, \partial E\right)-d\left(\tilde{X}, X_{j}^{\ell}\right) \geq 2^{-\ell+4}-2^{-\ell+1}
$$

However, the latter inequality contradicts to the former by means of

$$
2^{-\ell-1}+2^{-\ell+3}<2^{-\ell+4}-2^{-\ell+1}
$$

Whence, (c).
To prove (d) let $\ell \in \mathbb{N}$ and $j \in \mathcal{J}_{\ell}$ be fixed. Assume for some $k \in \mathbb{N}$ and $i \in \mathcal{J}_{k}$ there exists $\tilde{X} \in E$ with

$$
\tilde{X} \in Q_{\frac{r_{\ell, j}}{4}}\left(X_{j}^{\ell}\right) \cap Q_{\frac{r_{k, i}}{4}}\left(X_{i}^{k}\right)
$$

According to (c) this is only possible either for $k=\ell-1, k=\ell$ or $k=\ell+1$. Let us begin with the case $k=\ell$. By the triangular inequality

$$
d\left(X_{j}^{\ell}, X_{i}^{\ell}\right)<\frac{r_{\ell, j}}{4}+\frac{r_{\ell, i}}{4}=2^{-\ell}
$$

which can only be true if $i=j$ due to (C.1). In case $k=\ell+1$ again using triangular inequality one finds

$$
d\left(X_{j}^{\ell}, X_{i}^{\ell+1}\right)<\frac{r_{\ell, j}}{4}+\frac{r_{\ell+1, i}}{4}=\frac{3}{4} 2^{-\ell}
$$

But since $X_{i}^{\ell+1} \notin \tilde{D}_{\ell}$ we must have $d\left(X_{j}^{\ell}, X_{i}^{\ell+1}\right) \geq 2^{-\ell}$, which is a contradiction. By an analogous reasoning one gets a contradiction in the case $k=\ell-1$. Consequently, $k=\ell$ and $i=j$. This completes the proof of (d).

In order to prove (e) let us denote for some fixed $i, k \in \mathbb{N}$

$$
B_{k, i}:=\left\{(j, \ell) \in \mathbb{N}^{2} \mid j \in \mathcal{J}_{\ell}, Q_{4 r_{\ell, j}}\left(X_{j}^{\ell}\right) \cap Q_{4 r_{k, i}}\left(X_{i}^{k}\right) \neq \emptyset\right\}
$$

Due to property (d) we have for all $(j, \ell),(m, q) \in B_{k, i}$ with $(j, \ell) \neq(m, q)$ that $Q_{\frac{r_{\ell, j}}{4}}\left(X_{j}^{\ell}\right) \cap Q_{\frac{r_{m, q}}{4}}\left(X_{q}^{m}\right)=\emptyset$. For all $(j, \ell) \in B_{k, i}$ we estimate using (b)

$$
\begin{aligned}
8 r_{k, i} \leq d_{\alpha}\left(X_{i}^{k}, \partial E\right) & \leq d_{\alpha}\left(X_{i}^{k}, X_{j}^{\ell}\right)+d_{\alpha}\left(X_{j}^{\ell}, \partial E\right) \\
& \leq d_{\alpha}\left(X_{i}^{k}, X\right)+d_{\alpha}\left(X_{j}^{\ell}, X\right)+16 r_{\ell, j} \leq 4 r_{k, i}+20 r_{\ell, j}
\end{aligned}
$$

Hence, $r_{\ell, j} \leq 5 r_{k, i}$. From this follows that $Q_{\frac{r_{\ell, j}}{4}}\left(X_{j}^{\ell}\right) \subset Q_{30 r_{k, i}}\left(X_{i}^{k}\right)$. These two properties and $r_{\ell, j} \geq \frac{1}{2} r_{k, i}$ imply

$$
\begin{aligned}
\mathcal{L}_{n+1}\left(Q_{30 r_{k, i}}\left(X_{i}^{k}\right)\right) & \geq \sum_{(j, \ell) \in B_{k, i}} \mathcal{L}_{n+1}\left(Q_{\frac{r_{\ell, j}}{4}}\left(X_{j}^{\ell}\right)\right) \\
& \geq \frac{1}{120^{n+2}} \#\left(B_{k, i}\right) \mathcal{L}_{n+1}\left(Q_{30 r_{k, i}}\left(X_{i}^{k}\right)\right)
\end{aligned}
$$

where we also used the properties of the Lebesgue measure and the metric $d_{\alpha}$. This immediately yields (e).

An appropriate relabeling of the points $X_{i}^{k}$ and the radii $r_{k, i}$ proves the lemma.
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[^0]:    ${ }^{2}$ For two matrices $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n^{2}}$ by $\mathbf{A}: \mathbf{B}$ we denote the $\operatorname{sum} \sum_{i j} A_{i j} B_{i j}$.
    ${ }^{3} \mathbb{M}_{\text {sym }}^{n}$ is the vector space of all symmetric $n \times n$ matrices $\boldsymbol{\xi}=\left(\xi_{i j}\right)_{i, j=1}^{n}$. We equip $\mathbb{M}_{\text {sym }}^{n}$ with the scalar product $\boldsymbol{\xi}: \eta$ and the norm $|\boldsymbol{\xi}|:=(\boldsymbol{\xi}: \boldsymbol{\xi})^{1 / 2}$. By $\mathbf{a} \cdot \mathbf{b}$ we denote the usual scalar product in $\mathbb{R}^{n}$ and by $|\mathbf{a}|$ we denote the Euclidean norm.

[^1]:    ${ }^{4}$ Here $A \subset \subset B$ means $A, B$ are open subsets of $\mathbb{R}^{n}, A$ is bounded and $\bar{A} \subset B$.

