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A Monge-Ampère equation in conformal geometry

MATTHEW J. GURSKY

Abstract. We consider the Monge-Ampère-type equation det(A+λg) = const .,
where A is the Schouten tensor of a conformally related metric and λ > 0 is
a suitably chosen constant. When the scalar curvature is non-positive we give
necessary and sufficient conditions for the existence of solutions. When the scalar
curvature is positive and the first Betti number of the manifold is non-zero we also
establish existence. Moreover, by adapting a construction of Schoen, we show
that solutions are in general not unique.

Mathematics Subject Classification (2000): 53A30.

1. Introduction

Fully nonlinear equations arise naturally in differential geometry when studying
equations of prescribed curvature, for example of hypersurfaces in Euclidean space
or Riemannian manifolds under conformal changes of metric. Typically one im-
poses a constraint on the solution space, often referred to as admissibility, in order
to guarantee that the equations are elliptic. For example, when studying the Monge-
Ampère equation one considers convex solutions.

While technically advantageous this condition can sometimes be geometrically
unnatural, or at least overly restrictive. To give an example which is relevant to the
main results of the present paper, consider the so-called k-Yamabe problem: given
a compact Riemannian manifold (Mn, g), find a conformal metric ĝ = e−2ug ∈ [g]
so that

σk( Â) = const ., (1.1)

where Â = A(ĝ) is the Schouten tensor of the metric ĝ, and σk(·) is the k-th
elementary symmetric polynomial applied to the eigenvalues of A(ĝ). Equation
(1.1) is equivalent to the fully nonlinear PDE

σk

(
A(g) + ∇2u + du ⊗ du − 1

2
|du|2g

)
= ce−2ku . (1.2)
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This equation is elliptic if the Schouten tensor A = A(g) of g is k-convex at each
point and c > 0. When this holds we say that the metric g is admissible, or k-
admissible. There is now an extensive literature on the k-Yamabe problem, and we
refer the reader to the recent survey in [13].

In low dimensions admissibility is a very strong condition: for example, if
(M3,g) is admissible then g has positive sectional curvature (see [4, Proposition
1.1]). This excludes the possibility of even studying, let alone solving, the k-
Yamabe problem on many smooth 3-manifolds. For example, the product manifold
M3 = S2 × S1 does not admit an admissible metric. Indeed, by Hamilton’s theorem
the only 3-manifolds which admit admissible metrics are quotients of the sphere.

Another technical anomaly of the k-Yamabe problem is the lack of any exis-
tence theory for manifolds of negative curvature. Equation (1.2) is also elliptic if
(−A) is k-convex and (−1)kc > 0; i.e., negative admissible metrics. However, as
in the positive case, this is a strong geometric condition in low dimensions. An-
alytically, the situation is even worse: when k ≥ 2, there are counterexamples to
local C2-estimates for solutions (see [11, Section 3]), rendering the usual existence-
from-estimates approach ineffectual.

Our goal in this paper is propose a generalization of the k-Yamabe problem
which retains some of the geometric flavor of the original, while bypassing many
of the non-essential technical deficiencies. To this end, let (Mn, g) be a compact
Riemannian manifold without boundary. Our goal is to find a conformal metric
ĝ = e−2ug such that

det
(

Â + λĝ
)1/n = µ, (1.3)

where λ, µ > 0 are constants. This is equivalent to solving the fully nonlinear PDE

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= µe−2u . (1.4)

Here are some reasons for viewing (1.3) as a natural generalization of (1.1):

• The equation (1.3) is conformally invariant: i.e., if (Mn, ĝ) is a solution of (1.3)
and ϕ : Mn → Mn is a conformal map, then ϕ∗ĝ is also a solution.

• Equation (1.3) can be studied on any smooth manifold. Indeed, for reasons of
scaling to be discussed below the choice of λ > 0 is essentially arbitrary, and
for an appropriate scaling of the background metric our equation will always be
elliptic.

• The term λĝ is only a zeroth-order perturbation of the metric. In particular, we
have not “gained” ellipticity by changing the highest order nonlinearity in the
equation, as is sometimes done in the k-Yamabe problem (see for example [5,6]).

• The semilinear version of (1.3) reduces to the usual Yamabe problem. That is,
the equation

σ1
(

Â + λĝ
) = µ
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is equivalent to

R(ĝ) = const .

• Certain geometric structures are preserved by the addition of the lower order
term λĝ. For example, if ĝ is Einstein then Â is pure trace, and the same is true
for Â + λĝ. Or, if ĝ is locally conformally flat then Â is a Codazzi tensor, and
the same is true for Â + λĝ.

Before stating the main existence results for equation (1.3) we need to make a defi-
nition:

Definition 1.1. We say that the metric g is λ-admissible if λ > 0 and

A + λg > 0, (1.5)

where A = Ag is the Schouten tensor of g.

Of course, every Riemannian metric is λ-admissible for some λ � 0 suffi-
ciently large. Moreover, given λ > 0 and a metric g, by a simple homothety we
can make the new metric (which is conformal to g) λ-admissible. Actually, in this
context it is worth pointing out how equation (1.3) scales: If ĝ is a solution of (1.3),
then h = t2ĝ is a solution of

det
(

A(h) + λt h
)1/n = µt ,

where

λt = t−2λ, µt = t−2µ.

In particular, λ and µ scale in the same way. As we shall see, the conformal structure
imposes certain necessary conditions on the ratio λ/µ.

For our first existence result we assume the conformal class of g admits a
metric of non-positive scalar curvature. As we show in Section 2, in this case a
necessary condition for the existence of a λ-admissible solution of (1.3) is that λ ≥
µ; moreover, equality holds if and only if g is Ricci-flat and ĝ is a homothety of g.
This condition is also sufficient:

Theorem 1.2. Let (Mn, g) be a smooth, closed Riemannian manifold of dimension
n ≥ 3. Suppose g is λ-admissible for some λ > 0.

If the scalar curvature of g is negative; or if g is scalar-flat but not Ricci-flat,
then for each 0 < µ < λ there is a λ-admissible conformal metric ĝ = e−2ug
satisfying

det
(

Â + λĝ
)1/n = µ. (1.6)

Moreover, the set of all λ-admissible solutions of (1.6) is compact in Ck(Mn), for
any k ≥ 0.
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Somewhat surprisingly, a solution of (1.6) may not be unique. In Section 6
we show how a construction due to R. Schoen can be adapted to our equation to
construct multiple solutions on certain product manifolds.

In view of the scaling properties described above we can state our existence
result in more general terms:

Corollary 1.3. If [g] admits a metric of negative scalar curvature, or a metric
which is scalar-flat but non-Ricci-flat, then there is a λ-admissible solution ĝ ∈ [g]
of (1.6) if and only if 0 < µ < λ.

Proof. Suppose g0 ∈ [g] has negative scalar curvature, or is scalar-flat but not
Ricci-flat. Given λ > 0, we can always choose t � 1 so that h = t2g0 is λ-
admissible. The existence of ĝ ∈ [g] then follows from the preceding theorem. For
necessity, see Proposition 2.1 in Section 2.

1.1. The case of positive scalar curvature

If the conformal class of g is positive1 then there may be no relationship between λ

and µ, and the existence theory seems more complicated (see Section 2.2). More-
over, the conformal invariance of equation (1.3) allows the possibility of bubbling,
and consequently the failure of a priori estimates for solutions. Of course, bubbles
are spherical appendages, and the Schouten tensor of the sphere is strictly positive.
Therefore, if our conformal class does not admit a metric whose Schouten tensor
is “mostly” positive it should be possible–in principle at least–to rule out bubbling.
This heuristic argument is made precise in Section 5. Since the statement is rather
technical, we only state a corollary of the more general result (Theorem 5.3):

Theorem 1.4. Suppose Mn is a smooth, closed manifold of dimension n ≥ 3 whose
first Betti number b1(Mn) �= 0. Then given any positive conformal class of metrics
[g] on Mn, and any pair of numbers 0 < µ < λ, there is a λ-admissible solution
ĝ ∈ [g] of (1.3).

Remark. Of course, if [g] is a negative conformal class on Mn , or a zero conformal
class but without a Ricci-flat metric, then existence follows from Theorem 1.2.

This result is a striking contrast to the k-Yamabe problem. For example, any
oriented four-manifold with χ(M4) ≤ 0 cannot admit an admissible (or negative
admissible) metric, but since b1(M4) > 0, every conformal class admits a solution
of (1.3) for an appropriate choice of λ, µ.

1.2. Other symmetric functions

One can also consider more general versions of (1.3), such as

σk
(

Â + λĝ
)1/k = µ, (1.7)

1 By a positive, negative or zero conformal class we will mean a conformal class which admits a
metric of strictly positive, strictly negative, or identically zero scalar curvature.
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which is equivalent to

σk

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/k

= µe−2u . (1.8)

Additionally, one could consider equations involving the Ricci tensor in place of
the Schouten tensor; for example,

det
(
R̂ic + λĝ

)1/n = µ.

Many of the techniques of this paper apply to these equations as well. In particular,
one can prove an existence result analogous to Theorem 1.2 with the obvious mod-
ifications. However, to simplify the exposition we will restrict our attention to the
determinant equation, and with the Schouten tensor.

1.3. An application

In a subsequent paper we plan to pursue various geometric applications of the equa-
tions considered here. However, since it follows in a rather straightforward manner
from the proof of Theorem 1.2, in the final section of the paper we present a small
application. This application was inspired by recent work of Guan-Wang [8], who
proved that any manifold of strictly negative Ricci curvature is conformal to one
with ρmin[Ric] = −(n − 1), where ρmin[·] denotes the smallest eigenvalue. More-
over, the regularity of the conformal factor is C2,α for some α > 0. Using our main
existence result Theorem 1.2 we can prove an analogous result under much weaker
assumptions, but with weaker regularity conclusions:

Theorem 1.5. If g has negative scalar curvature, or if g is scalar-flat but not Ricci-
flat, then there is a C1,1-conformal metric ĝ = e−2ug with

ρmin[ Â] = −1/2 a.e. (1.9)

The loss of regularity is due to the loss of uniform ellipticity of (1.4) as µ → 0. As
indicated above, one can prove a corresponding result for the Ricci curvature. Note
that the eigenvalues of the Schouten tensor on hyperbolic space are all −1/2.

As a final remark, we point out that one could alternatively subtract a multiple
of the metric and consider negative λ-admissble metrics; i.e., metrics for which

A − λg < 0, (1.10)

and attempt to solve

det
(

Â − λĝ
) = (−1)nµn (1.11)

for some µ > 0. Unfortunately, this equation behaves much worse than (1.3) and
seems to share many of the same difficulties with the negative cone equation for
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the k-Yamabe problem. Nevertheless, some of the techniques in this paper are still
applicable.

ACKNOWLEDGEMENTS. The research for this paper was carried out while the au-
thor was visiting the Institut des Hautes Études Scientifique. The author gratefully
acknowledges the support, both material and intellectual, of the Institute.

2. λ- and weak admissibility

In this section we prove some facts about λ-admissible conformal metrics ĝ =
e−2ug satisfying

det( Â + λĝ)1/n = µ, (2.1)

where µ > 0 is a constant. As we shall see, the conformal structure may impose
necessary conditions on the value of µ. To simplify the exposition we will consider
the case of non-positive and positive scalar curvature separately.

2.1. Non-positive scalar curvature

The case of non-positive scalar curvature is easily described:

Proposition 2.1. Suppose ĝ = e−2ug is a λ-admissible solution of (2.1).

(i) If σ1(Ag) < 0, then λ > µ.
(ii) If σ1(Ag) ≡ 0, then λ ≥ µ, and λ = µ if and only if g is Ricci-flat and u is

constant.

Proof. Both statements are consequences of the Arithmetic-Geometric-Mean in-
equality along with the maximum principle. First, rewriting equation (2.1) in terms
of u we have

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= µe−2u . (2.2)

By the A-G-M inequality,

µe−2u ≤ 1

n
σ1

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)
= 1

n
σ1(A) + λe−2u + 1

n
�u −

(
n − 2

2n

)
|du|2,
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hence

(µ − λ)e−2u ≤ 1

n
σ1(A) + 1

n
�u. (2.3)

Let x1 be a point at which u attains its maximum; then

(µ − λ)e−2u(x1) ≤ 1

n
σ1(A)(x1). (2.4)

Therefore, if σ1(A) < 0 then µ < λ, while if σ1(A) = 0 we have µ ≤ λ. Moreover,
if σ1(A) = 0 and µ = λ, then by (2.3) we see that u must be subharmonic, hence
constant. Moreover, we have equality in the A-G-M inequality, so A is diagonal
and g is Ricci-flat.

2.2. Positive scalar curvature

In general, when the scalar curvature of g is positive there is no obvious relationship
between λ and µ. For example, let Mn = Sn−1 × S1 endowed with the product
metric g. Since the Schouten tensor can be diagonalized at each point as

A =


1/2

. . .

1/2
−1/2

 ,

it follows that (Mn, g) is λ-admissible for all λ > 1/2. Take λ = 1/2 + δ, where
δ > 0; then

µ = det(A + λg)1/n = δ
1
n (1 + δ)

(n−1)
n .

Consequently, if δ > 0 is small, then µ < λ, while if δ >> 1, then µ > λ.
On the other hand if we impose a “weak admissibility” condition on the con-

formal class of g then one can say something about µ. To this end we make the
following definition:

Definition 2.2. We say that w ∈ Wn([g]) if w is continuous, and there is a se-
quence of smooth functions {wi } converging uniformly to w with the following
property: Given δ > 0, there is a N = N (δ) such that

A(e−2wi g) + δe−2wi g = A(g) + ∇2wi

+ dwi ⊗ dwi − 1

2
|dwi |2g + δe−2wi g > 0

(2.5)

for all i ≥ N .
A function w ∈ Wn([g]) will be called weakly admissible.
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To provide some motivation for this definition, first recall that the set of k-
admissible metrics in the conformal class of g is usually denoted Ck([g]). In par-
ticular, when k = n this is the set of n-admissible metrics–i.e., metrics whose
Schouten tensors are positive definite. Clearly,

Cn([g]) ⊆ Wn([g]),

since if g̃ = e−2wg ∈ Cn then we can take wi = w for each i in Definition 2.2.
One can extend this definition to other symmetric functions in the obvious way:
w ∈ Wk([g]) iff w is continuous, and there is a sequence of smooth functions {wi }
converging uniformly to w such that for each δ > 0, there is a N = N (δ) with

A(e−2wi g) + δe−2wi g ∈ 	+
k (2.6)

for all i ≥ N . Again, we have the obvious inclusion

Ck([g]) ⊆ Wk([g]).
The precise relationship between Wk and Ck seems to be a delicate question. For
example, consider the product manifold

M4 = S2(1) × S2(
√

2),

whose Schouten tensor is given by

A =
1/4

1/4
0

0

 .

Clearly W4 �= ∅. However, since det(A) ≡ 0, by the maximum principle it follows
that C4 = ∅ (see [7, Lemma 3]).

The preceding definitions may appear somewhat technical but will be seen to
be natural in view of the estimates of Section 4. Here, we just want to observe
that the existence of weakly admissible functions imposes a necessary condition on
λ/µ:

Proposition 2.3. Suppose Wn([g]) �=∅. Let ĝ =e−2ug be a (smooth), λ-admissible
solution of (2.1). Then λ ≤ µ.

Proof. Since Wn([g]) �= ∅ there is a uniformly convergent sequence of smooth
functions {wi } satisfying the conditions in Definition 2.2. Denote

ui = u − wi ,

gi = e−2wi g.



A MONGE-AMPÈRE EQUATION IN CONFORMAL GEOMETRY 249

Then ĝ = e−2ui gi , and we can rewrite equation (2.2) as

det

(
A(gi ) + λe−2ui gi + ∇2

gi
ui + dui ⊗ dui − 1

2
|dui |2gi

)1/n

= µe−2ui . (2.7)

Let x0 be a point at which ui attains its minimum; then dui (x0) = 0, so

det
(

A(gi )(x0) + λe−2ui (x0)gi (x0) + ∇2
gi

u(x0)
)1/n = µe−2ui (x0).

Since {ui } is uniformly bounded, we can choose a number δ > 0 small enough so
that

λe−2ui (x0) > δ

for all i . Then, by the properties of the sequence {wi } we can also assume that

A(gi )(x0) + δgi (x0) > 0 (2.8)

for i large. Therefore,

det
([

A(gi )(x0) + δgi (x0)
] + [

λe−2ui (x0) − δ
]
gi (x0) + ∇2

gi
u(x0)

)1/n

= µe−2ui (x0).
(2.9)

Using (2.8), the concavity of the determinant, and the fact that ∇2
gi

u(x0) ≥ 0,
from (2.9) we conclude

λe−2ui (x0) − δ ≤ µe−2ui (x0)

for all i large enough. Since δ was arbitrary and ui (x0) is bounded, we see that
λ ≤ µ.

To summarize our results so far: if [g] admits a metric of non-positive scalar
curvature then λ ≥ µ, while if [g] admits a weakly admissible function then λ ≤ µ.
These are necessary conditions: they show that certain assumptions on the confor-
mal class imply certain inequalities between λ and µ. The final result of this section
is in the opposite direction. It says that a certain assumption on the ratio λ/µ im-
plies that positivity of the Ricci curvature. Therefore, it provides an obstruction to
solving (2.1) in certain cases when λ/µ is small.

Lemma 2.4. Suppose (Mn, g) is a λ-admissible metric satisfying

det(A + λg)1/n = µ.

If

λ <
n

2(n − 1)
µ, (2.10)

then g has positive Ricci curvature:

Ric ≥ 1

n

[
µ − 2

(
n − 1

n

)
λ

]
g. (2.11)
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Proof. By definition,

Ric = (n − 2)A + σ1(A)g. (2.12)

By the A-G-M inequality,

µ ≤ 1

n
σ1

(
A + λg

)
= 1

n
σ1(A) + λ,

hence

σ1(A) ≥ n(µ − λ).

Substituting this into (2.12),

Ric ≥ (n − 2)A + n(µ − λ)g.

Since g is λ-admissible,

Ric ≥ (n − 2)A + n(µ − λ)g

= (n − 2)
(

A + λg
) + (

nµ − 2(n − 1)λ
)
g

>
1

n

[
µ − 2

(
n − 1

n

)
λ

]
g,

as claimed.

3. Preliminary estimates

In this section we give an overview of the strategy and provide technical results for
proving the main Theorem 1.2. It is important to emphasize that these results are
independent of the sign of the scalar curvature, and are valid as long (Mn, g) is
λ-admissible and µ satisfies

0 < µ < λ.

To begin, define f0 ∈ C∞(Mn) by

det(A + λg)1/n = f0(x) > 0.

The goal is to use the continuity method to prove the existence of u ∈ C4,α satisfy-
ing

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)
= µe−2u . (3.1)
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To this end, for t ∈ [0, 1] consider the operator


t [u] = det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

− tµe−2u − (1 − t) f0(x).

(3.2)

Note that u ∈ C2 satisfies 
t [u] = 0 if and only if u is a solution of

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= tµe−2u + (1 − t) f0(x).

(3.3)

Define

S={t ∈ [0, 1]∣∣∃ λ − admissible ĝ =e−2ug, u ∈ C4,α, with 
t [u]=0}. (3.4)

Since 
0[0] = 0, we see that S �= ∅.

Proposition 3.1. S is open in [0, 1].
Proof. Denote

W = A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g,

F(W ) = det(W )1/n,

Fi j = ∂ F

∂Wi j
.

With this notation, we compute the linearization of 
t :


t [u]ψ = d

ds

t [u + sϕ]

∣∣∣
s=0

= Fi j{ − 2λe−2uϕgi j + ∇i∇ jϕ + ∇iϕ∇ j u + ∇i u∇ jϕ − 〈∇u, ∇ϕ〉gi j
}

+ 2tµe−2uϕ

= Fi j{∇i∇ jϕ + ∇iϕ∇ j u + ∇i u∇ jϕ − 〈∇u, ∇ϕ〉gi j
}

+ 2e−2u( − λFkk + tµ
)
ϕ

= ai j (W )∇i∇ jϕ + bk(W )∇kϕ + c(x)ϕ,

where ai j > 0 and c(x) is given by

c(x) = 2e−2u( − λFkk + tµ
)
.
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By elementary properties of the determinant,

Fkk ≥ 1,

and hence

c(x) ≤ 2e−2u( − λ + tµ
)

≤ 2e−2u(µ − λ)

< 0.

By the maximum principle the linearization of 
t is surjective, and the openness
of S follows from the implicit function theorem.

To prove the closedness of S we first need to derive upper and lower bounds
for solutions of 
t [u] = 0. We begin with the lower bound:

Proposition 3.2. Suppose u ∈ C2 is a solution of (3.3) with t ∈ [0, 1]. Then there
is a constant C = C(g) > 0 such that

u ≥ 1

2
log(λ − µ) − C. (3.5)

Proof. Let x0 ∈ Mn be a point at which u attains its minimum; then ∇2u(x0) ≥ 0.
Since du(x0) = 0, by (3.3) we have

det
(

A(x0) + λe−2u(x0)g + ∇2u(x0)
)1/n = tµe−2u(x0) + (1 − t) f0(x0). (3.6)

Let

a0 = max{0, −ρmin[A(x0)]},
where ρmin[A(x0)] denotes smallest eigenvalue of A(x0). Now write

A(x0) + λe−2u(x0)g + ∇2u(x0) = (A + a0g)(x0) + (λe−2u(x0) − a0)g(x0)

+ ∇2u(x0).
(3.7)

First, suppose

λe−2u(x0) − a0 ≤ 0. (3.8)

Then

min u = u(x0) ≥ 1

2
log λ − 1

2
log a0

≥ 1

2
log(λ − µ) − C,

as claimed.
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If (3.8) does not hold, then each of the three terms on the right-hand side
of (3.7) is positive definite. Therefore, by the concavity of (det)1/n and equation
(3.6) we get

det(A + a0g)1/n(x0) + (λe−2u(x0) − a0) ≤ tµe−2u(x0) + (1 − t) f0(x0).

Hence,

(λ − tµ)e−2u(x0) ≤ a0 + (1 − t) f0(x0),

which implies (3.5).

Having established an a priori lower bound for solutions of (3.3), we can now
appeal to the C2-estimates in the appendix to conclude

Proposition 3.3. Suppose u ∈ C4 is a solution of (3.3) with t ∈ [0, 1]. Then there
is a constant C = C(g), independent of t , such that

max
Mn

[|∇u|2 + |∇2u|] ≤ C. (3.9)

To prove an upper bound for solutions we will need to make an assumption about
the conformal class of g. For example, when the scalar curvature of g is non-
positive an upper bound is relatively easy to prove; this will be explained in the
next section. The case of positive scalar curvature (Theorem 5.3) is discussed in
Section 5.

4. The proof of Theorem 1.2

If one scrutinizes the proof of Proposition 2.1 (especially inequality (2.4)), it is easy
to see that a solutions of (3.3) are bounded above when the scalar curvature of g is
negative:

Proposition 4.1. Suppose u ∈ C2 is a solution of (3.3) with t ∈ [0, 1]. If σ1(A) ≤
−ε0 < 0, then there is a constant C = C(n, f, g, ε0) > 0 such that

u ≤ 1

2
log(λ − µ) + C. (4.1)

Proof. Let x1 be a point at which u attains its maximum. Since ∇2u(x1) ≤ 0,
by (3.3) and the A-G-M inequality

tµe−2u(x1) + (1 − t) f0(x1) = det
(

A(x1) + λe−2u(x1)g + ∇2u(x1)
)1/n

≤ 1

n
σ1

(
A(x1) + λe−2u(x1)g + ∇2u(x1)

)
≤ 1

n
σ1(A)(x1) + λe−2u(x1).
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Therefore,

(λ − tµ)e−2u(x1) ≥ −1

n
σ1(A)(x1). (4.2)

Combining the results of Propositions 4.1 and 3.2 we have

Corollary 4.2. Suppose u ∈ C2 is a solution of (3.3) with t ∈ [0, 1]. If σ1(A) ≤
−ε0 < 0, then there is a constant C = C(n, f, g, ε0) > 0 such that

1

2
log(λ − µ) − C ≤ u ≤ 1

2
log(λ − µ) + C. (4.3)

When g is scalar-flat then the estimate (4.2) is useless, and we need to argue more
indirectly:

Proposition 4.3. Suppose u ∈ C2 is a solution of (3.3) with t ∈ [0, 1]. If σ1(A) ≡
0 but g is not Ricci-flat, then there is a constant C = C(g), independent of t , such
that

u ≤ C. (4.4)

Proof. Assume to the contrary that we have a sequence of solutions {ui } of (3.3)
with t = ti → t0 ∈ [0, 1], and

max
Mn

ui → ∞. (4.5)

By Proposition 3.3, {ui } satisfies

max
Mn

[|∇ui |2 + |∇2ui |
] ≤ C, (4.6)

for some constant C which is independent of i . In particular we see that

ui → +∞ uniformly. (4.7)

Choose x0 ∈ Mn , and let

wi (x) = ui (x) − ui (x0). (4.8)

Since

wi (x0) = 0, (4.9)

by (4.6) wi satisfies the bounds

max
Mn

[|wi | + |∇wi |2 + |∇2wi |
] ≤ C. (4.10)
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Therefore, a subsequence of {wi } converges in C1,α(Mn), any α ∈ (0, 1), to w ∈
C1(Mn). Moreover, since wi differs from ui by a constant, it is a solution of

det

(
A + λe−2ui g + ∇2wi + dwi ⊗ dwi − 1

2
|dwi |2g

)1/n

= tµe−2ui + (1 − t) f0(x)

(4.11)

with

A + λe−2ui g + ∇2wi + dwi ⊗ dwi − 1

2
|dwi |2g > 0. (4.12)

Tracing this inequality (or, equivalently, applying the A-G-M inequality to (4.11))
and using the fact that σ1(A) = 0 we find

nλe−2ui + �wi −
(

n − 2

2

)
|∇wi |2 ≥ 0. (4.13)

Therefore, by (4.7), in the limit w = limi wi satisfies

�w ≥ 0,

say, in an H1-sense. It follows that w is constant; in fact, by (4.9), w ≡ 0. Taking
the limit in (4.12) we actually conclude A ≥ 0. A little more precisely, let X ∈
X(Mn) be a smooth vector field on Mn; then by (4.12) we have∫ [

Akl Xk Xl + λe−2ui g(X, X) + (∇k∇lwi )Xk Xl

+ |dwi (X)|2 − 1

2
|dwi |2g(X, X)

]
> 0.

(4.14)

After integrating by parts we can write the Hessian term as∫
(∇k∇lwi )Xk Xl = −

∫
∇lwi∇k(Xk Xl) → 0, i → ∞

since {wi } converges to zero in C1. Letting i → ∞ in (4.14) we find∫
Akl Xk Xl ≥ 0, ∀X ∈ X(Mn).

Therefore, A ≥ 0.
Since A is trace-free and A ≥ 0, it follows that A = 0, i.e., g is Ricci-flat.

However, this is a contradiction, so in fact (4.4) must hold.

Combining the results of Propositions 3.2, 3.3, 4.1, and 4.3, we have
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Proposition 4.4. Suppose u ∈ C4,α is a solution of (3.3), with t ∈ [0, 1]. If the
scalar curvature of g is negative; or if g is scalar-flat but not Ricci-flat, then for any
k there is a constant C = C(k) such that

‖u‖Ck ≤ C. (4.15)

Proof. Under the assumptions of the proposition we have established that any solu-
tion u ∈ C4,α of (3.3) satisfies

max
Mn

[|u| + |∇u| + |∇2u|] ≤ C. (4.16)

It follows that u is the solution of a uniformly elliptic, concave equation. By the
results of Evans [3] and Krylov [9], we have the uniform estimate

‖u‖C2,α ≤ C.

Therefore, estimates of higher derivatives follow from classical elliptic regularity
and the Schauder estimates.

Proposition 4.5. If the scalar curvature of g is negative, or if g is scalar-flat but
not Ricci-flat, then S is closed.

This concludes the proof of Theorem 1.2. �

5. The case of positive scalar curvature

The proof of Proposition 4.3 can be adapted in order to prove a more general result:

Proposition 5.1. Suppose u ∈ C2 is a solution of (3.3) with t ∈[0, 1]. If Wn([g])=
∅, then there is a constant C = C(g), independent of t , such that

u ≤ C. (5.1)

Proof. As in the proof of Proposition 4.3, suppose to the contrary that we have a
sequence of solutions {ui } of (3.3) with t = ti → t0 ∈ [0, 1], and

max
Mn

ui → ∞. (5.2)

By Proposition 3.3, {ui } satisfies

max
Mn

[|∇ui |2 + |∇2ui |
] ≤ C, (5.3)

for some constant C which is independent of i . In particular we see that

ui → +∞ uniformly. (5.4)
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Choose x0 ∈ Mn , and let

wi (x) = ui (x) − ui (x0). (5.5)

Since

wi (x0) = 0, (5.6)

by (5.3) wi satisfies the bounds

max
Mn

[|wi | + |∇wi |2 + |∇2wi |
] ≤ C. (5.7)

Therefore, a subsequence of {wi } converges in C1,α(Mn), any α ∈ (0, 1), to w ∈
C1(Mn). Moreover, since wi differs from ui by a constant, it satisfies the equation

det

(
A + λe−2ui g + ∇2wi + dwi ⊗ dwi − 1

2
|dwi |2g

)1/n

= tµe−2ui + (1 − t) f0(x).

(5.8)

In particular, for each i we have

A + λe−2ui g + ∇2wi + dwi ⊗ dwi − 1

2
|dwi |2g > 0. (5.9)

However, it easily follows that w ∈ Wn([g]), since λe−2ui → 0 uniformly.

Corollary 5.2. If Wn([g]) = ∅ then S is closed.

This immediately gives

Theorem 5.3. Let (Mn, g) be a smooth, closed Riemannian manifold of dimension
n ≥ 3. Suppose g is λ-admissible for some λ > 0.

If Wn([g]) = ∅, then for each 0 < µ < λ there is a λ-admissible conformal
metric ĝ = e−2ug satisfying

det
(

Â + λĝ
)1/n = µ. (5.10)

Moreover, the set of all λ-admissible solutions of (5.10) is compact in Ck(Mn), for
any k ≥ 0.

Remarks.

(1) Recall from Proposition 2.3 that when Wn([g]) �= ∅, then λ ≤ µ. Therefore, if
we seek a solution to (3.1) with λ < µ then Wn([g]) = ∅ is in fact a necessary
condition.
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(2) The proof of Proposition 4.5 can be subsumed into the proof of Proposi-
tion 5.2. That is, if we assume σ1(Ag) < 0 then it is not difficult to see
that Wn([g]) = ∅. However, the proof of Proposition 5.1 is quite indirect. In
addition, when the scalar curvature is negative we have an effective bound for
solutions in Corollary 4.2.

If the scalar curvature is positive, then one can verify Wn([g]) = ∅ by a topological
criterion:

Proposition 5.4. Suppose Mn is a smooth, closed manifold of dimension n ≥ 3
whose first Betti number b1(Mn) �= 0. If [g] is a positive conformal class of metrics
on Mn, then Wn([g]) = ∅.

Proof. We can assume without loss of generality that g itself has positive scalar
curvature.

Assume to the contrary that w ∈ Wn([g]) �= ∅, and let {wi } be the sequence
of functions converging to w as described in Definition 2.2. Denote gi = e−2wi g,
and to simplify notation let Rici , Ai , and Ri denote respectively the Ricci tensor,
Schouten tensor, and scalar curvature of gi .

Since b1 �= 0, for each gi there is a harmonic one-form αi ∈ H1(Mn, R). By
the Weitzenbock formula,

1

2
�i |αi |2gi

= |∇gi αi |2gi
+ Rici (αi , αi )

= |∇gi αi |2gi
+ (n − 2)Ai (αi , αi ) + 1

2(n − 1)
Ri |αi |2gi

.

(5.11)

By the properties of {wi }, given any δ > 0, for i sufficiently large we have

1

2
�i |αi |2gi

≥ |∇gi αi |2gi
+

[
1

2(n − 1)
Ri − δ(n − 2)

]
|αi |2gi

. (5.12)

Writing Ri in terms of R = R(g),

1

2(n − 1)
Ri = 1

2(n − 1)
Re2wi + �gi wi + (n − 2)

2
|dwi |2gi

.

Therefore,

1

2
�i |αi |2gi

≥ |∇gi αi |2gi
+

[
1

2(n − 1)
R e2wi − δ(n − 2)

]
|αi |2gi

+
[
�gi wi + (n − 2)

2
|dwi |2gi

]
|αi |2gi

.

(5.13)

If we fix δ = δ(min R, min w) > 0 small enough, then for i sufficiently large we
have

1

2(n − 1)
R e2wi − δ(n − 2) > δ,
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and consequently

1

2
�i |αi |2gi

≥ |∇gi αi |2gi
+

[
�gi wi + (n − 2)

2
|dwi |2gi

+ δ

]
|αi |2gi

. (5.14)

Next, we multiply both sides of this inequality by eθwi , where θ = θ(n) will be
specified momentarily, and integrate by parts to get

0>

∫ {
−1

2
�i |αi |2gi

+|∇gi αi |2gi
+

[
�gi wi + (n − 2)

2
|dwi |2gi

+ δ

]
|αi |2gi

}
eθwi dVgi

=
∫ {

|∇gi αi |2gi
+

(
θ

2
− 1

)
〈∇gi wi , ∇gi |αi |2gi

〉gi (5.15)

+
(

n − 2

2
− θ

)
|dwi |2gi

|αi |2gi
+ δ|αi |2gi

}
eθwi dVgi .

We need to consider two cases. First, suppose the dimension n ≥ 4. Taking θ = 0
in (5.15), using Kato’s inequality

|∇gi αi |2gi
≥ |∇gi |αgi ||2gi

, (5.16)

and completing the square, we find

0 >

∫ {
|∇gi |αi ||2gi

− 2〈∇gi wi , ∇gi |αi |gi 〉gi |αi |gi

+ (n − 2)

2
|dwi |2gi

|αi |2gi
+ δ|αi |2gi

}
dVgi

≥
∫ {

(n − 4)

2
|dwi |2gi

|αi |2gi
+ δ|αi |2gi

}
dVgi ,

(5.17)

a contradiction.
When n = 3 we need a refined version of (5.16):

|∇gi αi |2gi
≥ n

n − 1
|∇gi |αi ||2gi

(5.18)

which follows from the Cauchy-Schwarz inequality (see [1] for a more general
perspective). Taking θ = −1 in (5.15) and using (5.18), we get

0 >

∫ {
3

2
|∇gi |αi ||2gi

− 3〈∇gi wi , ∇gi |αi |gi 〉gi |αi |gi

+ 3

2
|dwi |2gi

|αi |2gi
+ δ|αi |2gi

}
e−wi dVgi

≥
∫

δ|αi |2gi
e−wi dVgi ,

(5.19)

which is once again a contradiction. Therefore, we must have Wn([g]) = ∅.



260 MATTHEW J. GURSKY

5.1. The proof of Theorem 1.4

To prove Theorem 1.4, suppose g is a metric of positive scalar curvature on Mn ,
where b1(Mn) �= 0. Given numbers 0 < µ < λ, we can (if necessary) rescale g to
make it λ-admissible. Then Theorem 5.3 and Proposition 5.4 imply the existence
of a λ-admissible solution ĝ = e−2ug of

det
(

Â + λĝ
)1/n = µ,

as claimed.

6. Non-uniqueness

Because equation (1.3) is invariant under the action of the conformal group, solu-
tions are in general not unique. In this section we show that uniqueness also fails
in for negative conformal classes. Our construction is an adaptation of Schoen’s
construction of the Delunay metrics on Sn−1 × S1 [10], and it is rather surprising
that for our equation one can replace the sphere factor with a hyperbolic factor.

To begin, let (Hn−1, ds2) denote a compact hyperbolic manifold of dimension
n−1, where n ≥ 3. Assume the Ricci curvature of ds2 is normalized to be −(n−2).
Let (Mn, g) be the product manifold,

Mn = H
n−1 × R, g = ds2 + dt2. (6.1)

Then the Schouten tensor of g is given by

A =


−1/2

. . .

−1/2
1/2

 . (6.2)

Note that g is λ-admissible for any λ > 1/2.
Suppose ĝ = e−2ug is a solution of (1.4):

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= µe−2u .

Let w = eu , then w is a solution of

det

(
w2 A + λg + w∇2w − 1

2
|dw|2g

)1/n

= µ. (6.3)

Note that w0 ≡ 1 is a solution of (6.3) with λ = 1 and µ = (1/2)31/n . Our goal is
to find other solutions w = w(t) which are periodic, and therefore descend to give
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solutions on H
n−1 × S1. To this end, suppose w = w(t); then (6.3) is equivalent to

det



−1

2
w2+1− 1

2
(w′)2

. . .

−1

2
w2+1− 1

2
(w′)2

1

2
w2+1+ww′′− 1

2
(w′)2


= 3

(
1

2

)n

,

(6.4)

which gives the ODE{
−1

2
w2 + 1 − 1

2
(w′)2

}n−1 {
1

2
w2 + 1 + ww′′ − 1

2
(w′)2

}
= 3

(
1

2

)n

. (6.5)

Interestingly, there is a conserved quantity associated to the flow (6.5). For peri-
odic solutions of the k-Yamabe problem on Sn−1 × S1 a conserved quantity was
written down in [12] by using the variational structure of the PDE and Noether’s
Theorem. Here, however, there is no obvious variational structure, and our quantity
was discovered more or less by trial and error:

Lemma 6.1. Let x = x(t) > 0, and define

D(t) = x−n
{
−3

(
1

2

)n

+
[

1 − 1

2
x2 − 1

2
(x ′)2

]n}
. (6.6)

Then D(·) is constant if and only if w = x(t) is a solution of (6.5).

Using this lemma we can reduce the second order equation to first order one
and study its phase portrait. As we observed above, (1, 0) is a stationary point
of the phase flow. Nearby, there are two families of orbits. Points on the x-axis
(x0, 0) with x0 < 1 lie on orbits which approach the x ′-axis, and therefore do not
correspond to conformal metrics. Points with x0 > 1 (but close to 1) lie on closed
orbits with x(t) > 0 for all time, and therefore give non-trivial solutions of (6.4) on
H

n−1 × S1; see Figure 6.1 below.

7. An application

In this section we prove

Theorem 7.1. If g has negative scalar curvature, or if g is scalar-flat but not Ricci-
flat, then there is a C1,1-conformal metric ĝ = e−2ug with

ρmin[ Â] = −1/2 a.e. (7.1)
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x

Figure 6.1. Some closed orbits for n = 3.

Proof. Suppose g satisfies the hypotheses of the Theorem. Let λ = 1/2, and 1/2 >

µ j ↘ 0 be a sequence of positive numbers converging to zero. By Theorem 1.2,
for each j there is a 1/2-admissible solution g j = e−2u j g of

det

(
A + 1

2
e−2u j g + ∇2u j + du j ⊗ du j − 1

2
|du j |2g

)1/n

= µ j e
−2u j . (7.2)

By Proposition 3.2, there is a constant C = C(g) > 0 such that

u j ≥ 1

2
log

(
1

2
− µ j

)
− C

≥ −C.

(7.3)

Therefore, by Corollary 8.3 in the Appendix we have bounds on the gradient and
Hessian as well:

max
[
|∇2u j | + |∇u j |2

]
≤ C.

If g has negative scalar curvature, then by Proposition 4.1 {u j } has a uniform upper
bound, hence

max
[
|∇2u j | + |∇u j |2 + |u j |

]
≤ C. (7.4)

On the other hand, if g is scalar-flat but not Ricci-flat, we can argue exactly as in
the proof of Proposition 4.3 to show that u j is bounded above in this case as well.
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Therefore, there is a subsequence (also denoted {u j }), and u ∈ C1,1(Mn), such that
u j → u in C1,α , for any α ∈ (0, 1). Moreover, by (7.2) the limit u satisfies

det

(
A + 1

2
e−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= 0 a.e.

8. Appendix: C2-estimates

In this Appendix we prove local estimates for solutions of

det

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2g

)1/n

= tµe−2u + f (x), (8.1)

where f is a smooth positive function and t ∈ [0, 1]. Note that (3.3) is an example
of this equation, as is (1.4).

Our proof is based very closely on the work of S. Chen, who established local
estimates for a fairly general class of fully nonlinear second order equations [2]—
though none include the additional exponential nonlinearity as in (8.1). Therefore,
we need to make some minor adaptations of her argument. The proofs we give also
apply to the generalizations of (8.1) mentioned in the Introduction; for example,
by replacing the determinant with another elementary symmetric function or the
Schouten tensor with the Ricci tensor.

Our main estimate is the following:

Theorem 8.1. Suppose u ∈ C4 is a solution of (8.1) in B(O, r) ⊂ Mn, and that
ĝ = e−2ug is λ-admissible. Then there is a constant

C = C(r, n, ‖g‖C3, ‖ f ‖C2) (8.2)

such that

max
B(O,r/2)

[|�u| + |∇u|2] ≤ C
(
1 + |λ − tµ| max

B(O,r)
e−2u)

. (8.3)

Proof. We first note that, by the A-G-M inequality,

f (x) + tµe−2u ≤ 1

n
σ1

(
A + λe−2ug + ∇2u + du ⊗ du − 1

2
|du|2

)
= 1

n
σ1(A) + 1

n
�u − (n − 2)

2n
|∇u|2,

hence

�u ≥ (n − 2)

2
|∇u|2 + n(tµ − λ)e−2u − C(g, f ). (8.4)
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Given this lower bound, to prove (8.26) it suffices to prove

max
B(O,r/2)

[
�u + |∇u|2] ≤ C

(
1 + |λ − tµ| max

B(O,r)
e−2u)

. (8.5)

Moreover, by a simple scaling argument we can recover the result if we first prove
the estimate on a ball of radius 1.

To this end, let η ∈ C∞ be a smooth cut-off function with 0 ≤ η ≤ 1, η ≡ 1 in
B(O, 1/2), supp η ⊂ B(O, 3/4), and |∇η|2/η ≤ C . Denote

H = (�u + |∇u|2)η. (8.6)

Then

∇ j H = η∇ j (�u + |∇u|2) + (�u + |∇u|2)∇ jη.

At a critical point of H ,

∇ j (�u + |∇u|2) = −(�u + |∇u|2)∇ jη

η
. (8.7)

Differentiating again,

∇i∇ j H = η∇i∇ j (�u + |∇u|2) + ∇i (�u + |∇u|2)∇ jη + ∇i (�u

+ |∇u|2)∇ jη + (�u + |∇u|2)∇i∇ jη.

At a point where H attains its maximum, using (8.7) this becomes

0 ≥ η−1∇i∇ j H = ∇i∇ j (�u + |∇u|2)
+

(∇i∇ jη

η
− 2

∇iη∇ jη

η2

)
(�u + |∇u|2). (8.8)

Consider the highest order terms in (8.8):

∇i∇ j (�u + |∇u|2) = ∇i∇ j (�u) + ∇i∇ j |∇u|2
= I + I I.

(8.9)

We will calculate I and I I separately.
For I , after commuting derivatives we find

I = ∇i∇ j (�u) = �∇i∇ j u + O(|∇2u| + |∇u|), (8.10)

where O(x) will denote a quantity which can be bounded by C |x |, with C =
C(n, g, f ). Denote

Wi j = Ai j + λe−2ugi j + ∇i∇ j u + ∇i u∇ j u − 1

2
|∇u|2gi j . (8.11)
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Then the main term in (8.10) is

�∇i∇ j u = �

[
Wi j − Ai j − λe−2ugi j − ∇i u∇ j u + 1

2
|∇u|2gi j

]
= �Wi j − λ�(e−2u)gi j − �(∇i u∇ j u) + 1

2
(�|∇u|2)gi j + O(1).

Applying the Leibniz rule and commuting derivatives again, we find

I =�Wi j −λ�(e−2u)gi j −∇i (�u)∇ j u−∇ j (�u)∇i u+〈∇(�u), ∇u〉gi j

− 2∇i∇ku∇ j∇ku + |∇2u|2gi j + O(|∇2u| + |∇u|2 + 1).
(8.12)

Next, we estimate I I :

I I = ∇i∇ j |∇u|2
= 2∇i∇ku∇ j∇ku + 2∇i∇ j∇ku∇ku.

For the second term, we commute derivatives and use (8.11) to write

2∇i∇ j∇ku∇ku = 2∇k(∇i∇ j u)∇ku + O(|∇u|2)
= 2∇k

[
Wi j − Ai j − λe−2ugi j − ∇i u∇ j u + 1

2
|∇u|2gi j

]
∇ku

+ O(|∇u|2)
=2∇k Wi j∇ku−2λ〈∇(e−2u), ∇u〉gi j −2∇i∇ku∇ j u∇ku

− 2∇ j∇ku∇i u∇ku + 〈∇|∇u|2, ∇u〉gi j + O(|∇u|2 + 1)

= 2∇k Wi j∇ku−2λ〈∇(e−2u),∇u〉gi j −∇i |∇u|2∇ j u−∇ j |∇u|2∇i u

+ 〈∇|∇u|2, ∇u〉gi j + O(|∇u|2 + 1).

Hence,

I I = 2∇k Wi j∇ku − 2λ〈∇(e−2u), ∇u〉gi j + 2∇i∇ku∇ j∇ku

− ∇i |∇u|2∇ j u − ∇ j |∇u|2∇i u

+ 〈∇|∇u|2, ∇u〉gi j + O(|∇u|2 + 1).

(8.13)

Adding (8.12) and (8.13), we have

I + I I = �Wi j + 2∇k Wi j∇ku − λ
[
�(e−2u) + 2〈∇(e−2u), ∇u〉]gi j

− ∇i (�u + |∇u|2)∇ j u − ∇i (�u + |∇u|2)∇ j u

+ 〈∇(�u+|∇u|2),∇u〉gi j +|∇2u|2gi j +O(|∇2u|+|∇u|2+1)

= �Wi j + 2∇k Wi j∇ku − λ
[
�(e−2u) + 2〈∇(e−2u), ∇u〉]gi j

+ (�u + |∇u|2)
[
∇i u

∇ jη

η
+ ∇ j u

∇iη

η
− 〈∇u,

∇η

η
〉gi j

]
+ |∇2u|2gi j + O(|∇2u| + |∇u|2 + 1).

(8.14)
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As in the proof of Proposition 3.1, let

F(W ) = det(W )1/n,

Fi j = ∂ F

∂Wi j
.

At the maximum point of H ,

0 ≥ Fi j∇i∇ j H. (8.15)

Therefore, substituting (8.14) into (8.9) and (8.8) and using (8.15), we have

0 ≥ η−1 Fi j∇i∇ j H = Fi j
{
�Wi j + 2∇k Wi j∇ku

− λ
[
�(e−2u) + 2〈∇(e−2u), ∇u〉]gi j

+ (�u + |∇u|2)
[
∇i u

∇ jη

η
+ ∇ j u

∇iη

η
−

〈
∇u,

∇η

η

〉
gi j

+ ∇i∇ jη

η
− 2

∇iη∇ jη

η2

]
+ |∇2u|2gi j + O(|∇2u| + |∇u|2 + 1)

}
.

(8.16)

The dominant term in (8.16) is the Hessian term, which we estimate (along with the
corresponding lower order term) as

|∇2u|2 + O(|∇2u|) ≥ 1

2
|∇2u|2 + O(1)

≥ 1

2n
(�u)2 + O(1).

(8.17)

Now,

(�u + |∇u|2)2 ≤ 2(�u)2 + 2|∇u|4,
while (8.4) implies

|∇u|4 ≤ cn(�u)2 + C(tµ − λ)2e−4u + C,

where cn is a positive constant depending only on n. Therefore,

(�u + |∇u|2)2 ≤ c′
n(�u)2 + C(tµ − λ)2e−4u + C. (8.18)

Combining (8.17) and (8.18) we find

|∇2u|2 + O(|∇2u|) ≥ εn(�u + |∇u|2)2 − C(tµ − λ)2e−4u + O(1), (8.19)

for some εn > 0 which only depends on the dimension.
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Next, we estimate those terms in (8.16) involving derivatives of W . First, by
the concavity of F ,

Fi j�Wi j ≥ �F(W )

= �(tµe−2u + f )

= tµ�(e−2u) + O(1).

Also, by differentiating equation (8.1),

2Fi j∇k Wi j∇ku = 2∇k F(W )∇ku

= 2∇k(tµe−2u + f )∇ku

= 2tµ〈∇(e−2u), ∇u〉 + O(|∇u| + 1).

Substituting these along with (8.19) into (8.16) we get

0 ≥ (tµ − λFkk)
[
�(e−2u) + 2〈∇(e−2u), ∇u〉]

+ Fi j
{
εn(�u + |∇u|2)2gi j − C(tµ − λ)2e−4ugi j

+ (�u + |∇u|2)
[
∇i u

∇ jη

η
+ ∇ j u

∇iη

η
−

〈
∇u,

∇η

η

〉
gi j

+ ∇i∇ jη

η
− 2

∇iη∇ jη

η2

]
+ O(|∇u|2 + 1)

}
.

(8.20)

Since Fkk ≥ 1,

(tµ − λFkk) ≤ (tµ − λ).

Also,

�(e−2u) + 2〈∇(e−2u), ∇u〉 = −2�ue−2u .

We may assume �u ≥ 0; otherwise by (8.4) we would be done. Therefore,

(tµ − λFkk)
[
�(e−2u) + 2〈∇(e−2u), ∇u〉] ≥ −2(tµ − λ)�ue−2u

≥ −2|tµ − λ|e−2u(�u + |∇u|2).
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Substituting this into (8.20) gives

0 ≥ −2|tµ − λ|e−2u(�u + |∇u|2)
+ Fi j

{
εn(�u + |∇u|2)2gi j − C(tµ − λ)2e−4ugi j

+ (�u + |∇u|2)
[
∇i u

∇ jη

η
+ ∇ j u

∇iη

η
−

〈
∇u,

∇η

η

〉
gi j

+ ∇i∇ jη

η
− 2

∇iη∇ jη

η2

]
+ O(|∇u|2 + 1)

}
≥ −2|tµ − λ|e−2u(�u + |∇u|2)

+ Fi j
{
εn(�u + |∇u|2)2gi j − C1(tµ − λ)2e−4ugi j

− C2(�u + |∇u|2)
[
|∇u| |∇η|

η
+ |∇2η|

η
+ |∇η|2

η2

]

+ O(|∇u|2 + 1)

}
.

(8.21)

Multiplying this inequality by η2 and estimating the lower order terms in the obvi-
ous manner, we end up with

0 ≥ −2ηH |tµ − λ|e−2u

+ Fi j
{
εn H2gi j − C1η

2(tµ − λ)2e−4ugi j

− C2 H

[
|∇u||∇η| + |∇2η| + |∇η|2

η

]

+ O(η2|∇u|2 + 1)

}
≥ −2ηH |µ − λ|e−2u

+ Fi j
{

1

2
εn H2gi j − Cη2(tµ − λ)2e−4ugi j + O(1)

}
.

(8.22)



A MONGE-AMPÈRE EQUATION IN CONFORMAL GEOMETRY 269

If the term inside the braces is negative, then we are obviously done. Otherwise,
using the inequality Fkk ≥ 1 again we have

0 ≥ −2ηH |tµ − λ|e−2u + 1

2
εn H2gi j − Cη2(tµ − λ)2e−4ugi j + O(1),

which clearly implies (8.5).

We note two Corollaries of Theorem 8.1:

Corollary 8.2. Suppose u ∈ C4 is a solution of (8.1) in B(O, r) ⊂ Mn, and that
ĝ = e−2ug is λ-admissible. Then there is a constant

C = C(λ, µ, r, n, ‖g‖C3, ‖ f ‖C2) (8.23)

such that

max
B(O,r/2)

[|∇2u| + |∇u|2] ≤ C
(
1 + max

B(O,r)
e−2u)

. (8.24)

Proof. Since ĝ is λ-admissible it follows that

0 < σ2

(
A + λe−2u + ∇2u + du ⊗ du − 1

2
|du|2g

)
.

Expanding the expression for σ2 one quickly finds

|∇2u|2 ≤ C
[
(�u)2 + |∇u|4 + λ2e−4u + 1

]
.

The result now follows from (8.26).

Corollary 8.3. Suppose ĝ = e−2ug is a λ-admissible solution of (8.1), where u ∈
C4(Mn). Then there is a constant

C = C(r, n, ‖g‖C3, ‖ f ‖C2) (8.25)

such that

max
Mn

σ1

(
A+∇2u+du ⊗ du− 1

2
|du|2g

)
≤ C

(
1+|λ−tµ| max

Mn
e−2u

)
. (8.26)
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