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#### Abstract

Let $K$ be a number field. It is well known that the set of recurrencesequences with entries in $K$ is closed under component-wise operations, and so it can be equipped with a ring structure. We try to understand the structure of this ring, in particular to understand which algebraic equations have a solution in the ring. For the case of cyclic equations a conjecture due to Pisot states the following: assume $\left\{a_{n}\right\}$ is a recurrence sequence and suppose that all the $a_{n}$ have a $d^{\text {th }}$ root in the field $K$; then (after possibly passing to a finite extension of $K$ ) one can choose a sequence of such $d^{\text {th }}$ roots that satisfies a recurrence itself. This was proved true in a preceding paper of the second author. In this article we generalize this result to more general monic equations; the former case can be recovered for $g(X, Y)=X^{d}-Y=0$. Combining this with the Hadamard quotient theorem by Pourchet and Van der Poorten, we are able to get rid of the monic restriction, and have a theorem that generalizes both results.
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## 1. Introduction

Let $K$ be a field of characteristic 0 , and denote by $\bar{K}$ an algebraic closure. We define a recurrence sequence to be a sequence $a=\{a(n)\}_{n \in \mathbb{N}} \subset \bar{K}$ satisfying

$$
a(n+m)+c_{m-1} a(n+m-1)+\cdots+c_{0} a(n)=0
$$

for each $n \geq 0$, for some fixed $c_{0}, \ldots c_{m-1} \in K, c_{0} \neq 0$. When $m$ is minimal, the polynomial

$$
q(T)=T^{m}+c_{m-1} T^{m-1}+\cdots+c_{0}
$$

is said to be associated with the recurrence, and its roots $\alpha_{i}$ are by definition the roots of the recurrence.

On the other hand, whenever a rational function $r \in K(x)$ is defined at 0 , Taylor coefficients may be taken, setting as usual $s_{n}=r^{(n)}(0) / n$ !. It is well known that in the ring of formal power series the equality $r(x)=\sum s_{n} x^{n}$ holds, and it is
easy to show that a sequence $\left\{s_{n}\right\}$ represents a rational function if, and only if, it satisfies a linear recurrence except for a finite number of terms. In this case we call it a rational power series.

Now, it is well known (for all these facts see [14]) that recurrence sequences are characterized by an explicit closed form, given by exponential polynomials

$$
a(n)=\sum_{i=1}^{l} a_{i}(n) \alpha_{i}^{n}
$$

where $a_{i} \in \bar{K}[x]$ and $\alpha_{i} \in \bar{K}$ (the $\alpha_{i}$, assuming that the $a_{i} \neq 0$ and the $\alpha_{i}$ are nonzero and distinct, are in fact the roots of the recurrence). Since the sum and products of exponential polynomials are sequences of the same kind, it follows that the set of recurrence sequences (or equivalently the set of rational power series) is closed under component-wise sum and product. This leads to the following
Definition 1.1. The Hadamard ring over the field $K$ is the set of formal power series with coefficients in $K$ which represent a rational function, equipped with component-wise operations. Equivalently it can be thought as the set of sequences from $K$ eventually satisfying a linear recurrence. It is denoted by $\mathcal{H}(K)$. Whenever $a \in \mathcal{H}(K)$ we denote by $a(n)$ its $n$-th coefficient (or its $n$-th term, if you think of recurrence sequences).

Suppose now that we want to solve an algebraic equation in $\mathcal{H}(K)$ : the first attempt is to solve it in the larger set $K[[x]]$, which we regard as a ring under component-wise sum and product of coefficients. This, in turn, amounts to solve infinitely many equations in the field $K$.

The case we are interested in is when $K$ is a number field, and we shall assume this from now on. We shall also identify a formal power series with the sequence of its coefficients. With this terminology Zannier proves the following theorem, solving a conjecture of Pisot:

Theorem 1.2 ([16]). Let $K$ be a number field and let $\sum b(n) x^{n} \in \mathcal{H}(K)$. Suppose that for all $n$ the equation $Y^{d}=b(n)$ has a solution in $K$. Then there exists a finite extension $K^{\prime} / K$ such that the same equation has a solution in $\mathcal{H}\left(K^{\prime}\right)$. In other words we may choose $d$-th roots for the $b(n)$ so that they satisfy themselves a linear recurrence.

Another classical result for the problem of solving equations in this ring is the Hadamard quotient theorem (proved in [9] and [13], but see also [10] for a detailed account), which deals with linear equations.

Theorem 1.3 (Hadamard quotient). Let $F$ be a field of characteristic zero and let $\{b(n)\},\{c(n)\} \in \mathcal{H}(F)$. Let $\left\{a_{n}\right\}$ be a sequence whose elements are in a subring $R$ of $F$ which is finitely generated over $\mathbb{Z}$, and suppose that $a_{n}=b(n) / c(n)$ whenever the quotient is defined. Then there exists an element $\{a(n)\} \in \mathcal{H}(F)$ such that $a(n)=a_{n}$ for every $n$ such that $c(n) \neq 0$.

In this paper we generalize these results, providing a solution to a more general conjecture of Van der Poorten ([15]).

Theorem 1.4. Let $K$ be a number field, $b_{0}, \ldots, b_{d-1} \in \mathcal{H}(K)$, and consider the equation

$$
\begin{equation*}
Y^{d}+b_{d-1}(n) Y^{d-1}+\cdots+b_{0}(n)=0 \tag{1.1}
\end{equation*}
$$

Suppose (1.1) has a solution in $K$ for all $n \in \mathbb{N}$; then there exists a finite extension $K^{\prime} / K$ such that the same equation has a solution in $\mathcal{H}\left(K^{\prime}\right)$.

It will be convenient to restate Theorem 1.4 in terms of exponential polynomials; moreover we may assume that the $b_{j}$ have roots contained in the same finite set $\left\{\beta_{1}, \ldots, \beta_{m}\right\}$.

Theorem 1.4 (second form). Let $K$ be a number field and for $j=0, \ldots, d-1$ let

$$
b_{j}(n)=\sum_{i=1}^{m} b_{i, j}(n) \beta_{i}^{n}
$$

be exponential polynomials, with $b_{i, j} \in K[x]$ and $\beta_{i} \in K$ for all $i, j$. Suppose that for every $n \in \mathbb{N}$ the equation

$$
\begin{equation*}
Y^{d}+b_{d-1}(n) Y^{d-1}+\cdots+b_{0}(n)=0 \tag{1.1}
\end{equation*}
$$

has a solution $a_{n} \in K$. Then there exists an exponential polynomial $\{a(n)\}$ with coefficients and roots in a finite extension of $K$ that satisfies (1.1) identically.

Remark 1.5. Of course one can relax the hypothesis requiring that the equation has solutions in a fixed finite extension of $K$. Actually we will enlarge $K$ in the course of the proof without further comment.

Remark 1.6. One can use the techniques of reduction of Rumely and Van der Poorten ( $[10,11]$ ) to deduce from Theorem 1.4 an analogous statement for a field $K$ finitely generated over $\mathbb{Q}$. We omit this verification, which is substantially straightforward after the quoted papers. See also the paper of Corvaja [1] for a somewhat different deduction.

Since our proof will involve an induction, it will be convenient to state and prove the following stronger form of Theorem 1.4.

Theorem 1.7. Suppose that for each arithmetic progression $\mathfrak{A}$ there exists an $n \in$ $\mathfrak{A}$ for which the equation (1.1) has a solution in $K$. Then there exists an exponential polynomial $\{a(n)\}$ with coefficients in a finite extension $K^{\prime}$ of $K$ that satisfies

$$
\begin{equation*}
a^{d}+b_{d-1} a^{d-1}+\cdots+b_{0}=0 \tag{1.2}
\end{equation*}
$$

identically in $\mathcal{H}\left(K^{\prime}\right)$.

Remark 1.8. One could also try to prove something stronger than Theorem 1.7; namely that we have a solution to (1.1) in the Hadamard ring as soon as we have solution for infinitely many $n$. Anyway, our present techniques do not allow us to obtain this stronger statement. A statement of this kind for the Hadamard quotient theorem is proved, with different methods, in [2] or in [3] (the latter also deals in some cases with the root theorem). Some generalizations along the same lines are worked out in [6,7].

The main theorem has a simple corollary, which deals with the case where the equation is not necessarily monic.

Corollary 1.9. Let $K$ be a number field, $b_{0}, \ldots, b_{d} \in \mathcal{H}(K)$, and suppose that for every $n \in \mathbb{N}$ the equation

$$
\begin{equation*}
b_{d}(n) Y^{d}+b_{d-1}(n) Y^{d-1}+\cdots+b_{0}(n)=0 \tag{1.3}
\end{equation*}
$$

has a solution $a_{n} \in K$. Then there exists a finite extension $K^{\prime} / K$ and two recurrence sequences $\left\{a_{1}(n)\right\}_{n \in \mathbb{N}},\left\{a_{2}(n)\right\}_{n \in \mathbb{N}} \in \mathcal{H}\left(K^{\prime}\right)$ such that the sequence obtained as a component-wise quotient $a(n)=a_{1}(n) / a_{2}(n)$ (whenever defined) is a solution of (1.3).

To obtain the final form of our theorem we use for convenience a strengthening of the Hadamard quotient theorem, proved by Corvaja and Zannier in [2]. In Section 5 we give a precise statement of a corollary of their theorem that we need. Combining this with Corollary 1.9 we get our most general result:

Theorem 1.10. In the hypothesis of Corollary 1.9 suppose moreover that the sequence of solutions $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ to (1.3) can be taken inside a finitely generated ring. Then there exists a finite extension $K^{\prime} / K$ and a series $\sum a(n) x^{n} \in \mathcal{H}\left(K^{\prime}\right)$ such that $a(n)$ is a solution of (1.3) for all $n$ such that $b_{d}(n) \neq 0$.

Remark 1.11. A recent paper by Corvaja ([1]) gives another perspective on these theorems. Corvaja restates our results in the context of actions of algebraic groups over algebraic varieties. The theory appears there because the entries of a power $A^{n}$ of a matrix are given by linear recurrences in $n$. In particular, Corvaja, using Theorem 1.4, proves the following

Theorem 1.12 (Corvaja). Let $K$ be a number field and $G$ be a connected linear algebraic group, defined over $K$. Let $V$ be a smooth affine algebraic variety and $\pi: V \mapsto G$ a finite map, both defined over $K$. Let $\Gamma \subset G(K)$ be a Zariski-dense semigroup. If $\Gamma$ is contained in the set $\pi(V(K))$, then there exists a connected component $V^{\prime}$ of $V$ such that the restriction $\left.\pi\right|_{V^{\prime}}: V^{\prime} \mapsto G$ is an unramified cover. In particular $V^{\prime}$ has the structure of an algebraic group over $K$.

As explained there, this can be seen as a geometric generalization of the Hilbert irreducibility theorem. Our result is used as a crucial starting point, giving the preceding assertion for the case where $\Gamma$ is a cyclic subgroup of $\mathbb{G}_{m}^{n}$ (here and sequel $\mathbb{G}_{m}$ denotes the multiplicative group scheme).

As we will see in the proofs, a central point of our argument is to guarantee that, given an absolutely irreducible polynomial $t\left(X_{1}, \ldots, X_{r}, Y\right)$ over the number field $K$ (satisfying suitable conditons), we can find some suitable roots of unity $\left\{\zeta_{i}\right\}$ such that the specialized polynomial $t\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right)$ remains irreducible over $K\left(\zeta_{i}\right)$. In the Master thesis [5] this was achieved with a reduction modulo some prime and an application of the Lang-Weil theorem. Although this approach is more complicated, it should be useful in other contexts. This step is simplified in the present proof by using a strong form of Hilbert irreducibility theorem for cyclotomic fields, obtained by Dvornicich and Zannier in [4]; this work, in turn, is based on a result of Loxton ([8]), which bounds the number of addends necessary to write a cyclotomic integer $\alpha$ as a sum of roots of unity in terms of the maximum absolute value of the conjugates of $\alpha$ over $\mathbb{Q}$.

Before turning to the proofs we summarize here our notation.

## $K, \tilde{K}$ number fields

$K^{*}$ the multiplicative group of the field $K$
$\mathcal{R}$ a ring of integers over a number field
$\mathcal{P}, \mathcal{Q}$ prime ideals in $\mathcal{R}$
$\mathcal{H}(K)$ the Hadamard ring over the field $K$
$K^{c}$ the maximal cyclotomic extension of a field $K$
$a(n), b(n)$ exponential polynomials, or the corresponding recurrence sequences
$f, g, h$ polynomials or Laurent polynomials
$\operatorname{deg}_{Y} f$ the degree of the polynomial $f$ in the $Y$ variable
$\mathbf{X}$ the vector of indeterminates $\left(X_{1}, \ldots, X_{r}\right)$
$\mathbf{a}, \mathbf{b}$ multiindices
$\mathbf{X}^{\mathbf{a}} X_{1}^{a_{1}} \cdots X_{r}^{a_{r}}$
$\mathfrak{A}, \mathfrak{A}^{\prime}$ arithmetic progressions
$\mathfrak{a}, \mathfrak{b}, \mathfrak{c}$ elements of Galois groups
$\mathbb{G}_{m}$ the multiplicative group variety $G L_{1}$
$\zeta$ some root of unity
$\omega_{n}$ a primitive $n$-th root of unity

Note that we use a different symbol to distinguish between some generic root of unity and one of a fixed order.
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## 2. Some reductions

In the next sections we present the proof of Theorem 1.4; in the present section we make some easy reductions, while the following section collects some techniques about the specialization of polynomials at roots of unity, which will be central in our argument.

The proof will be divided in several steps. The first two steps will fix some notation and make some reductions, while the crux of the arguments will appear from Step 3 onwards. At the end of Step 2, when we have fixed our notation, we present a brief sketch of how the proof will go on.

Step 1. Reduction to the case when the multiplicative subgroup generated by the $\beta_{i}$ inside $K^{*}$ is free.

Namely we prove the following fact.
Lemma 2.1. In proving Theorem 1.7 it is possible to assume as well that the multiplicative subgroup $\Gamma$ of $K^{*}$ generated by $\left\{\beta_{i} \mid i=1, \ldots, m\right\}$ is free.

Proof. Let $N$ be the order of the torsion part of $\Gamma$. Consider the exponential polynomials $b_{j, r}(n)=b_{j}(r+N n)$, for some fixed $r, 0 \leq r \leq N-1$; their roots are the $\beta_{i}^{N}$, so they generate a torsion-free group. Suppose that the conclusion of the theorem holds under the additional hypothesis of this lemma: we then get some exponential polynomials $a_{r}(n)$ such that

$$
a_{r}(n)^{d}+b_{d-1, r}(n) a_{r}(n)^{d-1}+\cdots+b_{0, r}(n)=0
$$

We may choose exponential polynomials $c_{r}(n)$ such that $c_{r}(N n)=a_{r}(n)$. We remark that the exponential polynomial

$$
\theta(n)=\frac{1}{N} \sum_{i=1}^{N} \omega_{N}^{n}
$$

takes the value 1 for $N \mid n$ and 0 otherwise. We define

$$
a(n)=\sum_{r=0}^{N-1} \theta(n-r) c_{r}(n-r)
$$

In this way if $n=s+N m$, with $0 \leq s \leq N-1$, we find $a(n)=a(s+N m)=$ $c_{s}(N m)=a_{s}(m)$, and so equation (1.2) is satisfied.

We shall henceforth work under the additional hypothesis that $\Gamma$ is free. Having chosen a multiplicative basis $\gamma_{1}, \ldots, \gamma_{r}$ we can write

$$
b_{j}(n)=f_{j}\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}\right),
$$

where the $f_{j}$ are rational function in $X_{0}, \ldots, X_{r}$ of the special form

$$
f_{j}\left(X_{0}, \ldots, X_{r}\right)=\frac{\tilde{f}_{j}\left(X_{0}, \ldots, X_{r}\right)}{X_{1}^{a_{1}} \cdots X_{r}^{a_{r}}}
$$

$\tilde{f}_{j}$ a polynomial. As usual we call such a rational function a Laurent polynomial (in the variables $X_{1}, \ldots, X_{r}$ ); in other words a Laurent polynomial is just an element of $K\left[X_{0}, X_{1}, X_{1}^{-1}, \ldots, X_{r}, X_{r}^{-1}\right]$. For all we need to do in this paper Laurent polynomials behave much like the classical ones. In particular the ring of Laurent polynomials is a localization of $\bar{K}\left[X_{0}, \ldots, X_{r}\right]$, hence a unique factorization domain.

Step 2. Reduction to the problem of proving that some equations have solution in a ring of Laurent polynomials.

Consider the equation

$$
\begin{equation*}
Y^{d}+f_{d-1}\left(X_{0}, X_{1}^{D} \ldots, X_{r}^{D}\right) Y^{d-1}+\cdots+f_{0}\left(X_{0}, X_{1}^{D} \ldots, X_{r}^{D}\right)=0 \tag{2.1}
\end{equation*}
$$

where we look for a solution $Y=Y\left(X_{0}, \ldots, X_{r}\right)$ in the form of a Laurent polynomial in $X_{0}, \ldots, X_{r}$. If (2.1) has such a solution the conclusion of the theorem is proved: it is sufficient to put

$$
a(n)=Y\left(n, \alpha_{1}^{n}, \ldots, \alpha_{r}^{n}\right),
$$

where $\alpha_{i}$ is a $D$-th root of $\gamma_{i}$. By construction (1.2) holds.
Remark 2.2 (Geometric interpretation). As $n$ varies in $\mathbb{N}$, the $(r+1)$-tuple ( $n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}$ ) describes a cyclic subsemigroup $C$ of $\mathbb{A}^{1} \times \mathbb{G}_{m}^{r}$. The equation (2.1) defines a subvariety $V$ of $\mathbb{A}^{1} \times \mathbb{G}_{m}^{r} \times \mathbb{A}^{1}$; projection on the first $r+1$ coordinates gives a ramified covering of degree $d$

$$
\pi: V \rightarrow \mathbb{A}^{1} \times \mathbb{G}_{m}^{r}
$$

The hypothesis that equation (1.1) has a solution for all $n$ can be rephrased saying that $C \subset \pi(V(K))$. The conclusion that we are trying to obtain is that for some $D$ there is a Laurent polynomial $Y\left(X_{0}, \ldots, X_{r}\right)$ satisfying (2.1). Consider the unramified covering

$$
\begin{aligned}
\rho_{D}: \mathbb{A}^{1} \times \mathbb{G}_{m}^{r} & \longrightarrow \mathbb{A}^{1} \times \mathbb{G}_{m}^{r} \\
\left(X_{0}, \ldots, X_{r}\right) & \longrightarrow\left(X_{0}, X_{1}^{D}, \ldots, X_{r}^{D}\right) .
\end{aligned}
$$

This induces a cartesian diagram

where $V^{\prime}$ is the fibered product of $V$ and $\mathbb{A}^{1} \times \mathbb{G}_{m}^{r}$. The Laurent polynomial $Y\left(X_{0}, \ldots, X_{r}\right)$ gives rise to a section $\tau: \mathbb{A}^{1} \times \mathbb{G}_{m}^{r} \rightarrow V^{\prime}$ of $\pi^{\prime}$; the existence of this section means that a component of $V^{\prime}$ is a trivial covering of $\mathbb{A}^{1} \times \mathbb{G}_{m}^{r}$. This implies that some component of $V$ doesn't ramify over $\mathbb{A}^{1} \times \mathbb{G}_{m}^{r}$.

This is the point of view of [4] (see Theorem 1), of [17] (see the conjecure at page 62) and of [1], where this construction is generalized to ramified coverings of connected linear algebraic groups.

To prove Theorem 1.4 we can thus assume by contradiction that for each $D \geq 1$ the equation (2.1) does not have a solution in the ring $K\left[X_{0}, X_{1}, X_{1}^{-1}, \ldots, X_{r}, X_{r}^{-1}\right]$. Gauss' lemma guarantees that the same equation has no solutions in the quotient field of $\bar{K}\left[X_{0}, \ldots, X_{r}\right]$. Define the Laurent polynomials
$s_{D}\left(X_{0}, \mathbf{X}, Y\right)=Y^{d}+f_{d-1}\left(X_{0}, X_{1}^{D} \ldots, X_{r}^{D}\right) Y^{d-1}+\cdots+f_{0}\left(X_{0}, X_{1}^{D} \ldots, X_{r}^{D}\right) ;$
our hypothesis is that these polynomials have no linear factors in $Y$.
Sketch of strategy. The rest of the proof will be as follows. We consider a sequence $s_{D_{1}}, s_{D_{2}}, \ldots$, where $D_{i}$ divides $D_{i+1}$, and we look at the number of irreducible factors: this number stabilizes after finitely many steps since each of these Laurent polynomials is monic in $Y$. So for divisible enough values of $D$, the number of factors does not change; fix one such $D$. We factorize $s_{D}$ and work with one of the factors, call it $t$. We will be able to show that, since $\operatorname{deg}_{Y} t \geq 2$,
there is some arithmetic progression $\mathfrak{A}$ such that for all $n \in \mathfrak{A}$ the specialization $t\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}, Y\right)$ does not have roots in the base field.

This is the main arithmetical point (it is almost the thesis of Theorem 1.7); it will be achieved in two steps.

First we show that the same property holds for most specializations of $t$ at roots of unity; namely if $\left(\zeta_{0}, \ldots, \zeta_{r}\right)$ are generic roots of unity (that is, they lie outside a Zariski closed set), then the specialized polynomial $t\left(\zeta_{0}, \ldots, \zeta_{r}, Y\right)$ does not have roots in $K$. Actually we obtain the stronger result that it does not have solutions $\bmod \mathcal{Q}$ for some suitable ideal $\mathcal{Q}$ in the ring of integers of $K$. Hence in the next section we study a criterion for the irreducibility of the specialization of polynomials at roots of unity. It is here that we use [4], see Section 3 below.

For the second step we use Chebotarev's theorem in order to choose roots of unity $\zeta_{i}$ that satisfy the congruences $\zeta_{0} \equiv n$ and $\zeta_{i} \equiv \gamma_{i}^{n}(\bmod \mathcal{Q})$ whenever $n$ ranges in an arithmetic progression $\mathfrak{A}$. Combining these two steps we obtain the claim.

This takes already care of all the cases when $s_{D}$ is irreducible (and so equals $t$ ), for example the cyclotomic case treated in [16].

If $s_{D}$ is reducible, then we make a change of variables, in order to restrict our exponential polynomials to the progression $\mathfrak{A}$. Then we repeat the same procedure with another factor of $s_{D}$, and so on. If in the process we end up with a linear factor, we are done; otherwise we end up with an arithmetic progression $\mathfrak{A}^{\prime}$ such that (1.1) does not have solution for $n \in \mathfrak{A}^{\prime}$.

## 3. Specialization of polynomials at roots of unity

Step 3. A form of Hilbert irreducibility theorem for specializations at roots of unity.
We will now prove the following result about the specialization of Laurent polynomials, as a corollary of work by Dvornicich and Zannier ([4]):

Proposition 3.1. Let $K$ be a number field and denote by $K^{c}$ its maximal cyclotomic extension. Let $f$ be a Laurent polynomial with coefficients in $K^{c}$ and suppose that $f\left(X_{1}^{\mathbf{a}_{1}}, \ldots, X_{r}^{\mathbf{a}_{r}}, Y\right)$ is irreducible over $K^{c}$ for every multiindex $\mathbf{a}$ with each $\mathbf{a}_{i} \leq \operatorname{deg}_{Y} f$. Then there exists a subvariety $W \subsetneq \mathbb{G}_{m}^{r+1}$ such that if the $\zeta_{i}$ are roots of unity and $\left(\zeta_{1}, \ldots, \zeta_{r}\right) \notin W$, the specialized polynomial $f\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right)$ is irreducible in $K^{c}[Y]$.

We shall make use of the following result from [12, Section 1.2, Lemma 2]
Proposition 3.2. Let $K$ be a field and $f \in K[\mathbf{X}, Y]$; there exist a polynomial $g \in K[\mathbf{X}, Y]$ and a non-zero polynomial $g_{1} \in K[\mathbf{X}]$ with the following property. Suppose $x_{1}, \ldots, x_{r}$ lie in some extension $L$ of $K$ and $g_{1}\left(x_{1}, \ldots, x_{r}\right) \neq 0$; then $f\left(x_{1}, \ldots, x_{r}, Y\right)$ is reducible in $L[Y]$ if, and only if, $g\left(x_{1}, \ldots, x_{r}, Y\right)$ has a root in $L$.

Actually the proposition is stated there for polynomials, but it is easy to derive the conclusion for Laurent polynomials as well. To prove Proposition 3.1 we will also need the following

Proposition 3.3. Let $f\left(X_{1}, \ldots, X_{r}, Y\right)$ be a Laurent polynomial with coefficients in some field $K$, and suppose that $f\left(\mathbf{X}^{\mathbf{a}_{1}}, \ldots, \mathbf{X}^{\mathbf{a}_{r}}, Y\right)$ is reducible over $K$ for some multiindices $\mathbf{a}_{1}, \ldots, \mathbf{a}_{r} \in \mathbb{Z}^{r}$. Suppose moreover that the $\mathbf{a}_{i}$ are linearly independent. Then there is a $m \leq \operatorname{deg}_{Y} f$ such that $f\left(X_{1}^{m}, \ldots, X_{r}^{m}, Y\right)$ is reducible over $K$.

Proof. It is easy to see that any rank $r$ lattice $\mathcal{L}$ inside $\mathbb{Z}^{r}$ contains a sublattice of the form

$$
\langle(M, 0, \ldots, 0),(0, M, 0, \ldots, 0), \ldots,(0, \ldots, 0, M)\rangle
$$

where $M$ is the discriminant of $\mathcal{L}$. In fact if $B(\mathcal{L})$ is a matrix whose columns form a basis of $\mathcal{L}$ and $B^{\prime}(\mathcal{L})$ is the cofactors matrix, then $B^{\prime}(\mathcal{L}) \cdot B(\mathcal{L})=M I$, I being the identity matrix.

Moreover if the $\mathbf{b}_{j}$ form a sublattice of the lattice spanned by the $\mathbf{a}_{j}$, then by substitution we obtain that $f\left(\mathbf{X}^{\mathbf{b}_{1}}, \ldots, \mathbf{X}^{\mathbf{b}_{r}}, Y\right)$ is reducible too. Combining these facts we can assume that we have a factorization

$$
f\left(X_{1}^{M}, \ldots, X_{r}^{M}, Y\right)=f_{1}\left(X_{1}, \ldots, X_{r}, Y\right) \cdots f_{m}\left(X_{1}, \ldots, X_{r}, Y\right)
$$

for some $M \in \mathbb{N}$. We get an action of $(\mathbb{Z} / M \mathbb{Z})^{r}$ on the set $\left\{f_{1}, \ldots, f_{m}\right\}$ of factors by letting

$$
\left(a_{1}, \ldots, a_{r}\right) \cdot f_{i}\left(X_{1}, \ldots, X_{r}, Y\right)=f_{i}\left(\omega_{M}^{a_{1}} X_{1}, \ldots, \omega_{M}^{a_{r}} X_{r}, Y\right)
$$

The index of the stabilizer of the factor $f_{1}$ is $m^{\prime}=\# \operatorname{Orb}\left(f_{1}\right) \leq m$, hence this stabilizer contains a subgroup of the form

$$
k_{1} \mathbb{Z} / M \mathbb{Z} \times \cdots \times k_{r} \mathbb{Z} / M \mathbb{Z}
$$

where $k_{i}$ divides $m^{\prime}$. This means that each monomial in $f_{1}$ involves the variable $X_{i}$ at a power multiple of $M / k_{i}$, which in turn is a multiple of $M / m^{\prime}$; hence we can write $f_{1}\left(X_{1}, \ldots, X_{r}, Y\right)=f_{1}^{\prime}\left(X_{1}^{M / m^{\prime}}, \ldots, X_{r}^{M / m^{\prime}}, Y\right)$. The same holds for the complementary factor. But this implies that $f\left(X_{1}^{m^{\prime}}, \ldots, X_{r}^{m^{\prime}}, Y\right)$ is already reducible, and by construction $m^{\prime} \leq \operatorname{deg}_{Y} f$

Proof of Proposition 3.1. By contradiction. Assume that there exists a set $Z$ of roots of unity, Zariski dense in $\mathbb{G}_{m}$, such that $f\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right)$ is reducible over $K^{c}$ for each choice of $\left(\zeta_{1}, \ldots, \zeta_{r}\right) \in Z$. We apply Proposition 3.2 to $f$; let $g$ and $g_{1}$ be as in the conclusion. It is not restrictive to suppose that for $\left(\zeta_{1}, \ldots, \zeta_{r}\right) \in Z$ we have $g_{1}\left(\zeta_{1}, \ldots, \zeta_{r}\right) \neq 0$; then Proposition 3.2 guarantees that $g\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right)$ has a root in $K^{c}$. If $g$ is reducible, there is at least one of his irreducible factors $g_{2}$ such that the subset of $Z$ for which $g_{2}\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right)$ has a root in $K^{c}$ is still dense; we replace $Z$ by this smaller subset.

We apply Theorem 1 of [4] with $V$ the zero locus of $g_{2}$ inside $\mathbb{G}_{m}^{r+1}$ and $\pi: V \mapsto \mathbb{G}_{m}^{r}$ the projection on the $X$ coordinates. The hypothesis of the theorem require that the subset $J$ of $V$ consisting of those elements mapping to roots of unity is dense in $V$. By construction we know that $\pi(J) \supset Z$, so it is dense in $\mathbb{G}_{m}^{r}$. It follows that $\operatorname{dim} \bar{J} \geq r$, so $J$ is actually dense in $V$ by irreducibility.

The theorem gives us a lot of information. First, it guarantees that the closure of $\pi(V)$ has the form $\zeta T$, where $T$ is a subtorus of $\mathbb{G}_{m}^{r}$, and $\zeta$ is torsion. In our case $T$ equals $\mathbb{G}_{m}^{r}$, since we already know that $\pi(V)$ is dense. Moreover it asserts the existence of an isogeny $\mu: T \mapsto T$ and a rational map $\rho: T \rightarrow V$, defined over $K^{c}$, such that $\pi \circ \rho=\zeta \cdot \mu$.

In our situation we can assume that $\zeta=1$, since $T$ is the whole $\mathbb{G}_{m}^{r}$. Moreover it is well known that any isogeny $\mu: \mathbb{G}_{m}^{r} \mapsto \mathbb{G}_{m}^{r}$ is of the form

$$
\left(x_{1}, \ldots, x_{r}\right) \mapsto\left(\mathbf{x}^{\mathbf{a}_{1}}, \ldots, \mathbf{x}^{\mathbf{a}_{r}}\right)
$$

for suitable linearly independent multiindices $\mathbf{a}_{i}$. The rational map $\rho$ can be written as $\left(R_{1}\left(X_{1}, \ldots, X_{r}\right), \ldots, R_{r+1}\left(X_{1}, \ldots, X_{r}\right)\right)$, where the $R_{i} \in K^{c}\left(X_{1}, \ldots, X_{r}\right)$. The fact that $\rho$ takes values in $V$ can be translated saying that

$$
g_{2}\left(R_{1}\left(X_{1}, \ldots, X_{r}\right), \ldots, R_{r+1}\left(X_{1}, \ldots, X_{r}\right)\right)=0
$$

The fact that it is, up to isogeny, a section of $\pi$ means that $R_{i}\left(X_{1}, \ldots, X_{r}\right)=\mathbf{X}^{\mathbf{a}_{i}}$ for $i=1, \ldots, r$. So a fortiori

$$
g\left(\mathbf{X}^{\mathbf{a}_{1}}, \ldots, \mathbf{X}^{\mathbf{a}_{r}}, R_{r+1}\left(X_{1}, \ldots, X_{r}\right)\right)=0
$$

This means that $g\left(\mathbf{X}^{\mathbf{a}_{1}}, \ldots, \mathbf{X}^{\mathbf{a}_{r}}, Y\right)$ has a root in $K^{c}\left(X_{1}, \ldots, X_{r}\right)$; by Proposition 3.2 again we obtain that $f\left(\mathbf{X}^{\mathbf{a}_{1}}, \ldots, \mathbf{X}^{\mathbf{a}_{r}}, Y\right)$ is reducible over $K^{c}$. Proposition 3.3 now allows us to conclude.

Step 4. The irreducibility properties of our polynomials.
We do not know much about the irreducibility of our Laurent polynomials $s_{D}$, but let us vary $D$, making it more and more divisible. The number of factors will stabilize to a number less than $\operatorname{deg}_{Y} g$, since $g$ is monic in the $Y$ variable. So there is a $D_{0}$ such that if $s_{D_{0}}$ factors as

$$
s_{D_{0}}\left(X_{0}, \mathbf{X}, Y\right)=t_{1}\left(X_{0}, \mathbf{X}, Y\right) \cdots t_{l}\left(X_{0}, \mathbf{X}, Y\right)
$$

then for every $M \in \mathbb{N}$

$$
s_{M D_{0}}\left(X_{0}, \mathbf{X}, Y\right)=t_{1}\left(X_{0}, X_{1}^{M}, \ldots, X_{r}^{M}, Y\right) \cdots t_{l}\left(X_{0}, X_{1}^{M}, \ldots, X_{r}^{M}, Y\right)
$$

will also be a decomposition into prime factors. Our hypothesis in Step 2 amounts to saying that $\operatorname{deg}_{Y} t_{i} \geq 2$ for each $i=1, \ldots, l$.

It is not restrictive to assume that $D_{0}=1$, as we shall do from now on. In fact multiplying by $D_{0}$ the terms of an arithmetic progression yields another arithmetic progression (see also Step 4). We now want to specialize the first variable $X_{0}$ in such a way to preserve irreducibility. By the Hilbert irreducibility theorem ([12, Section 4.4]) we can find some $\theta \in K$ such that each factor $t_{j}\left(\theta, X_{1}^{m}, \ldots, X_{r}^{m}, Y\right)$ remains irreducible for $m \leq \operatorname{deg}_{Y} t_{j}$. Proposition 3.3 guarantees that $t_{j}\left(\theta, \mathbf{X}^{\mathbf{a}_{\mathbf{r}}}, \ldots\right.$, $\ldots \mathbf{X}^{\mathbf{a}_{\mathbf{r}}}, Y$ ) will be irreducible for each choice of linearly independent multiindices $\mathbf{a}_{j}$.

## 4. Proof of the main theorem

Step 5. Some irreducible factor $t$ of $s_{D}$ admits an irreducible specialization at roots of unity.
We choose a rational prime $\beta$ multiplicatively independent from the $\gamma_{i}$ 's, and put $\delta_{i}=\gamma_{i} \beta^{k_{i}}$, for some integers $k_{i}$ which we shall choose later. The following lemma is proved in [16] (it is here that we make use of the fact that the multiplicative group $\Gamma$ is free).
Lemma 4.1 ( [16]). There exists a number $L$ such that, whenever we take $M \geq 1$ and a prime $\ell>L$, then $\beta^{M}$ doesn't belong to the multiplicative group generated by the $\delta_{i}$ and by $\left(\left(K^{c}\right)^{*}\right)^{\ell M}$. The number $L$ depends on $K, \beta$ and $\gamma_{i}$, but it doesn't depend on the $k_{i}$.

We fix once and for all a natural number $L$ greater than $\operatorname{deg}_{Y} g$ and big enough for the preceding lemma to hold. Consequently we choose $D$ divisible by each prime factor less than $L$ and big enough, so that the inclusion $\mathbb{Q}^{c} \cap K \subset \mathbb{Q}\left(\omega_{D}\right)$ holds. The latter choice will guarantee that for each $c \geq 1, \mathbb{Q}\left(\omega_{c} D\right) / \mathbb{Q}\left(\omega_{D}\right)$ and $K\left(\omega_{D}\right) / \mathbb{Q}\left(\omega_{D}\right)$ are linearly disjoint extensions.

Now we fix some factor $t$, say $t_{1}$, of $s$; we will work with this polynomial until the last step. Let us put

$$
\tilde{t}\left(X_{1}, \ldots, X_{r}, Y\right)=t\left(\theta, X_{1}^{D}, \ldots, X_{r}^{D}, Y\right)
$$

where $\theta$ is defined at the end of the previous section.

Lemma 4.2. Let $W \subsetneq \mathbb{G}_{m}^{r}$ be an algebraic subvariety of a torus, defined over $K$, and fix a natural number $M$. Then there exist roots of unity $\zeta_{1}, \ldots, \zeta_{r}$ such that:
i) $\left(\zeta_{1}, \ldots, \zeta_{r}\right) \notin W\left(K^{c}\right)$
ii) the order of each $\zeta_{j}$ is not multiple of a prime less than $M$.

Proof. Let $S$ be the set of roots of unity whose order is not multiple of a prime less than $M$. Since $S$ is infinite, it is dense in $\mathbb{G}_{m}$. It follows that $S^{r}$ is dense in $\mathbb{G}_{m}^{r}$.

The preceding lemma, together with Proposition 3.1, allows us to fix roots of unity $\zeta_{1}, \ldots, \zeta_{r}$ such that the multiplicative order of $\zeta_{j}$ is not multiple of a prime smaller than $L$, and at the same time

$$
\begin{equation*}
h(Y)=\tilde{t}\left(\zeta_{1}, \ldots, \zeta_{r}, Y\right) \tag{4.1}
\end{equation*}
$$

remains irreducible over $K$.
Step 6. We prove that the specialized polynomial h has no roots, even modulo some suitable primes.
We start with a lemma.
Lemma 4.3. There exist infinitely many primes of the form $p=1+D m$ such that
i) every prime factor of $m$ is greater than $L$
ii) we can write $\zeta_{i}=\omega_{p-1}^{k_{i}}$ for suitable integers $k_{i}$.

Proof. This is an easy consequence of Dirichlet's theorem on the existence of primes in arithmetic progressions. Let $c$ be the lowest common multiple of the orders of $\zeta_{0}, \ldots, \zeta_{r}$. We need a prime $p$ satisfying the following congruences:

$$
\begin{cases}p \equiv 1 & (\bmod D c)  \tag{4.2}\\ p \not \equiv 1 & (\bmod D \ell) \text { for each prime } \ell \leq L\end{cases}
$$

Indeed the first congruence guarantees that $p$ can be written in the form $1+D m$ for some $m$, and that $p-1$ is multiple of the order of every root of unity $\zeta_{i}$, while the second condition implies that $m$ doesn't have any prime factor smaller than $L$. Thanks to the chinese remainder theorem and Dirichlet's theorem we find a prime solution to (4.2).

The preceding lemma allows to fix the numbers $k_{i}$ mentioned at the beginning of the section. We define

$$
\begin{align*}
\tilde{K} & =K\left(\omega_{p-1}\right) \\
E & =K\left(\omega_{p-1}, \beta^{1 / m}, \delta_{1}^{1 / m}, \ldots, \delta_{r}^{1 / m}\right) \tag{4.3}
\end{align*}
$$

Lemma 4.4. The polynomial $h$ defined in (4.1) remains irreducible in $E$.

Proof. Assume this is not the case, and factor $h$ as $h=h_{1} h_{2}$ where $0<d_{i}=$ $\operatorname{deg} h_{i}<\operatorname{deg} h$. Let $E^{\prime}$ be obtained by adding a root of $h_{1}$ to $E$. By Kummer theory we know that $[E: \tilde{K}]$ divides a power of $m$, so $\left[E^{\prime}: \tilde{K}\right]$ divides $d_{1}$ times a power of $m$. On the other hand, by construction $h$ admits a root in $E^{\prime}$, so $\operatorname{deg} h$ divides [ $\left.E^{\prime}: \tilde{K}\right]$; this is impossible since each prime factor of $m$ is $>L \geq d$.

## Lemma 4.5.

$$
\begin{equation*}
\left[E: K\left(\omega_{p-1}, \delta_{1}^{1 / m}, \ldots, \delta_{r}^{1 / m}\right)\right]=m \tag{4.4}
\end{equation*}
$$

Proof. If the degree were lower, it would be a proper divisor of $m$, again by Kummer theory. Take a prime $\ell$ such that this degree divides $m / \ell$. We can apply Kummer theory to the field $\tilde{K}$ : the two groups

$$
\begin{aligned}
\Delta & =\left\langle\left(\tilde{K}^{*}\right)^{m}, \beta, \delta_{1}, \ldots, \delta_{r}\right\rangle \\
\Delta^{\prime} & =\left\langle\left(\tilde{K}^{*}\right)^{m}, \beta^{\ell}, \delta_{1}, \ldots, \delta_{r}\right\rangle
\end{aligned}
$$

define the same extension $E / \tilde{K}$, so they coincide. In particular we can express

$$
\beta=\alpha^{m} \beta^{\ell a_{0}} \delta_{1}^{a_{1}} \cdots \delta_{r}^{a_{r}}
$$

for some $\alpha \in \tilde{K}$. But this contradicts Lemma 4.1 with $M=1$ (note that $\ell>L)$.

Since the extension $E / k\left(\omega_{p-1}, \delta_{1}^{1 / m}, \ldots, \delta_{r}^{1 / m}\right)$ is cyclic we can take a generator $\mathfrak{a}$ of its Galois group.

Lemma 4.6. Call $E^{\prime}$ the splitting field of $h(Y)$ over $E$. There exists $\mathfrak{b} \in \operatorname{Gal}\left(E^{\prime}, \tilde{K}\right)$ such that:
i) $\left.\mathfrak{b}\right|_{E}=\mathfrak{a}$,
ii) if $y$ is a root of $h$, then $\mathfrak{b}(y) \neq y$.

Proof. We first show the existence of some $\mathfrak{c} \in G=\operatorname{Gal}\left(E^{\prime}, \tilde{K}\right)$ satisfying ii). This amounts to proving that the union of the stabilizers of the roots of $h$ is not all of $G$. By the irreducibility of $h$ these stabilizers are conjugate subgroups. Let $H$ be one of them; then there are at most $|G| /|H|$ stabilizers, each one of order $|H|$, so the union cannot be all of $G$ (they all contain the identity).

Let $\tilde{\mathfrak{c}}=\left.\mathfrak{d}\right|_{E} \in \operatorname{Gal}(E, \tilde{K})$, and $\mathfrak{d}=\tilde{\mathfrak{c}}^{-1} \mathfrak{a}$. We only need to extend $\mathfrak{d}$ to $E^{\prime}$ in such a way that $\mathfrak{d}(y)=y$ for every root $y$ of $h$. If we call $F$ the splitting field of $h$ over $\tilde{K}$, so that $E^{\prime}=E F$, we reduce to the problem of verifying that $E$ and $F$ are linearly disjoint over $\tilde{K}$. This follows by comparison of the degrees: $[F: \tilde{K}]$ divides $d!$, while $[E: \tilde{K}]$ divides some power of $m$, and each prime factor of $m$ is $>L \geq d$.

Let $\mathcal{R}$ be the ring of integers of $\tilde{K}$. By the Chebotarev theorem we get a set of primes $\mathcal{Q}$ of $\mathcal{R}$, of positive density, whose Frobenius verifies $\phi\left(\mathcal{Q}^{\prime} \mid \mathcal{Q}\right)=\mathfrak{b}$ in $E^{\prime}$, for some prime $\mathcal{Q}^{\prime}$ over $\mathcal{Q}$. We do not affect the density if we further ask that $\mathcal{Q}$ is unramified over the rationals. Subject to these conditions, we take a big prime $\mathcal{Q}$ at which the reductions of $\beta, \gamma_{j}$ and $f_{j}$ are defined, and call $\mathcal{Q}^{\prime}$ a prime over it such that $\phi\left(\mathcal{Q}^{\prime} \mid \mathcal{Q}\right)=\mathfrak{b}$.

Lemma 4.7. If $\mathcal{Q}$ has big enough norm, then the congruence $h(Y) \equiv 0(\bmod \mathcal{Q})$ has no solutions.

Proof. First we remark that if $\mathcal{Q}$ is big enough, $h$ has distinct roots mod $\mathcal{Q}$. Let $y$ be one of such roots: by Lemma 4.6 we know that $\mathfrak{b}(y) \neq y$. If $\mathcal{Q}$ has big enough norm and $\mathcal{Q}^{\prime}$ is above $\mathcal{Q}$, then $\mathcal{Q}^{\prime}$ is not a prime factor of the number $\mathfrak{b}(y)-y$ for any root $y$ of $h$. Hence for every root $y$ we have $\mathfrak{b}(y) \not \equiv y\left(\bmod \mathcal{Q}^{\prime}\right)$.

This means that the Frobenius of $\mathbb{F}_{q}=\mathcal{R} / \mathcal{Q}$ does not fix the class $\bar{y}$ in the algebraic closure $\overline{\mathbb{F}_{q}}$ of $\mathbb{F}_{q}$; that is, $h$ has no roots $\bmod \mathcal{Q}$.

Step 7. Here we prove that when $n$ is chosen in a suitable arithmetic progression, the polynomial $t\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}, Y\right)$ has no roots in the base field.

Lemma 4.8. There exists an arithmetic progression $\mathfrak{A}$ such that if $n \in \mathfrak{A}$, then for each $j=1, \ldots, r$

$$
\begin{cases}n \equiv \theta & (\bmod \mathcal{Q}) \\ \gamma_{j}^{n} \equiv \omega_{m}^{k_{j}} & (\bmod \mathcal{Q})\end{cases}
$$

Proof. Denote $q=N_{\mathbb{Q}}^{\tilde{K}}(\mathcal{Q})$ the norm of $\mathcal{Q}$. By our choices we know that $q$ splits completely in $\mathbb{Q}\left(\omega_{p-1}\right)$, so we deduce that $q \equiv 1(\bmod p-1)$, and in particular $m \mid q-1$. Moreover $\mathfrak{b}$ fixes each $\delta_{j}^{1 / m}$, so $\delta_{j}$ is a $m$-th power $\bmod \mathcal{Q}$, hence

$$
\delta_{j}^{\frac{q-1}{m}} \equiv 1 \quad(\bmod \mathcal{Q})
$$

Similarly $\mathfrak{b}(\beta)=\omega_{m}^{a} \beta$ for some $a$, which is coprime with $m$ by (4.4), so

$$
\beta^{\frac{q-1}{m}} \equiv \omega_{m}^{a} \quad(\bmod \mathcal{Q})
$$

Putting the two relations together we deduce

$$
\gamma_{j}^{\frac{q-1}{m}} \equiv \omega_{m}^{a k_{j}} \quad(\bmod \mathcal{Q})
$$

Calling $b$ the inverse of $a \bmod m$ we find that

$$
\gamma_{j}^{b^{\frac{q-1}{m}}} \equiv \omega_{m}^{k_{j}} \quad(\bmod \mathcal{Q})
$$

Moreover, we can take $c \in \mathbb{N}$ satisfying $c \equiv \theta(\bmod \mathcal{Q})$. If $n \in \mathbb{N}$ is a solution of the congruences

$$
n \equiv c \quad(\bmod q), \quad n \equiv b \frac{q-1}{m} \quad(\bmod q-1)
$$

then we have the relations

$$
\begin{cases}n \equiv \theta & (\bmod \mathcal{Q})  \tag{4.5}\\ \gamma_{j}^{n} \equiv \omega_{m}^{k_{j}} & (\bmod \mathcal{Q}) \quad j=1, \ldots, r\end{cases}
$$

We fix an arithmetic progression

$$
\begin{equation*}
\mathfrak{A}=\{a n+b, n \in \mathbb{N}\} \tag{4.6}
\end{equation*}
$$

satisfying the conclusion of Lemma 4.8.
Lemma 4.9. Assume that $n \in \mathfrak{A}$. Then the polynomial $t\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}, Y\right)$ has no roots in $K$.

Proof. The conditions (4.5) imply that

$$
t\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}, Y\right) \equiv t\left(\theta, \omega_{p-1}^{k_{1}}, \ldots, \omega_{p-1}^{k_{r}}, Y\right) \equiv h(Y) \quad(\bmod \mathcal{Q})
$$

If $t\left(n, \gamma_{1}^{n}, \ldots, \gamma_{r}^{n}, Y\right)$ had a root in $K$, then $h$ would have a $\operatorname{root} \bmod \mathcal{Q}$, which is excluded by Lemma 4.7

Step 8. Conclusion of the proof of Theorem 1.7.
Now if $t_{1}$ is the only factor of $s$, we are done. Otherwise we proceed in the following way. Let $a, b \in \mathbb{N}$ be given by (4.6). We operate the substitution

$$
t_{i}^{\prime}\left(X_{0}, X_{1}, \ldots, X_{r}, Y\right)=t_{i}\left(a X_{0}+b, \gamma_{1}^{b} X_{1}^{a}, \ldots, \gamma_{r}^{b} X_{r}^{a}, Y\right)
$$

This amounts to restricting the corresponding recurrence sequences to $\mathfrak{A}$. In this way we do not have to care about the factor $t_{1}$, and we proceed with the next factor. The $t_{i}^{\prime}$ may not be irreducible anymore, but after further factorization and relabeling we assume that $t_{2}^{\prime}$ is irreducible. If $t_{2}^{\prime}$ has degree greater than one, we call it $t$ and repeat the whole procedure on and on. Since the $t_{i}$ are monic polynomials in $Y$, the process must stop in at most $\left(\operatorname{deg}_{Y} s\right) / 2$ steps. Eventually one of the following cases will happen:
i) We get an arithmetic progression $\mathfrak{A}^{\prime}=\left\{a^{\prime} n+b^{\prime}, n \in \mathbb{N}\right\}$ and a degree one (in the last variable) factor of $s\left(a^{\prime} X_{0}+b^{\prime}, \gamma_{1}^{b^{\prime}} X_{1}^{a^{\prime}}, \ldots, \gamma_{r}^{b^{\prime}} X_{r}^{a^{\prime}}, Y\right)$, say $Y-$ $Y\left(X_{0}, \ldots, X_{r}\right)$. In this case let us take $\alpha_{i}$ such that $\alpha_{i}^{a^{\prime}}=\gamma_{i}$. Put $a(n)=$ $Y\left(n / a^{\prime}, \alpha_{1}^{n} \ldots, \alpha_{r}^{n}\right)$; then $a(n)$ is an exponential polynomial, and the relation

$$
S\left(a^{\prime} X_{0}+b^{\prime}, \gamma_{1}^{b^{\prime}} X_{1}^{a^{\prime}}, \ldots, \gamma_{r}^{b^{\prime}} X_{r}^{a^{\prime}}, Y\left(X_{0}, \ldots, X_{r}\right)\right)=0
$$

gives, for $X_{0}=n / a^{\prime}$ and $X_{i}=\alpha_{i}^{n}$,

$$
S\left(n+b^{\prime}, \gamma_{1}^{n+b^{\prime}}, \ldots, \gamma_{r}^{n+b^{\prime}}, a(n)\right)=0
$$

that is

$$
a(n)^{d}+b_{d-1}(n+b) a(n)^{d-1}+\cdots+b_{0}(n+b)=0
$$

so we have a solution of the original equation in the Hadamard ring.
ii) We never get a degree one factor. In this case, after at most $d / 2$ steps we end with an arithmetic progression $\mathfrak{A}^{\prime}=\left\{a^{\prime} n+b^{\prime}, n \in \mathbb{N}\right\}$ such that (1.1) has no solution in $K$ for $n \in \mathfrak{A}^{\prime}$, which is the thesis.

## 5. Proof of the remaining assertions

The aim of the present section is to prove Corollary 1.9 and Theorem 1.10, which deal with not necessarily monic equations.
Proof of Corollary 1.9. Multiplying (1.3) by $b_{d}(n)^{d-1}$ and putting $Z=b_{d}(n) Y$ we obtain the equation

$$
Z^{d}+b_{d-1}(n) Z^{d-1} \cdots+b_{0}(n) b_{d}(n)^{d-1}=0
$$

this has a solution $a_{2}(n) \in \mathcal{H}\left(k^{\prime}\right)$ for some finite extension $K^{\prime} / K$, thanks to Theorem 1.4. Putting $a_{1}(n)=b_{d}(n)$ we get the thesis.

Preliminary to the proof of Theorem 1.10 we cite a stronger form of the Hadamard quotient theorem, due to Corvaja and Zannier ([2, Corollary 2])
Theorem 5.1. Let $K$ be a number field and $R \subset K$ a finitely generated ring. Let $\sum b(n) x^{n}, \sum c(n) x^{n} \in \mathcal{H}(K)$ and assume that their roots generate a torsion-free group. Then either $b(n) / c(n)$ is a recurrence sequence or the set of natural numbers $n$ for which $b(n) / c(n) \in R$ has zero density.

We will also need the Skolem-Mahler-Lech theorem (see [14]).
Theorem 5.2 (Skolem, Mahler, Lech). Let $K$ be a field of characteristic 0 and let $\{a(n)\}$ be a linear recurrence over $K$. Then the zero set of a

$$
\{n \in \mathbb{N} \mid a(n)=0\}
$$

is the union of a finite set with a finite number of arithmetic progressions.

Proof of Theorem 1.10. By Corollary 1.9 we know that we can find two recurrence sequences $\left\{a_{1}(n)\right\}$ and $\left\{a_{2}(n)\right\}$ such that $a_{2}(n) / a_{1}(n)$ satisfies equation (1.3) for every $n$ such that the quotient is defined. We can argue as in Lemma 2.1 to restrict ourselves to the case where the roots of $\left\{a_{1}(n)\right\}$ and $\left\{a_{2}(n)\right\}$ generate a torsion-free group, call it $G$. Let us call $A$ the ring of the recurrence sequences with roots in $G$. $A$ is isomorphic to a localization of a polynomial ring over $K$ : if $g_{1}, \ldots, g_{r}$ are free generators of $G$, then an isomorphism

$$
\begin{equation*}
\varphi: K\left[H, X_{1}, X_{1}^{-1} \ldots, X_{r}, X_{r}^{-1}\right] \mapsto A \tag{5.1}
\end{equation*}
$$

is defined by sending $f\left(H, X_{1}, \ldots, X_{r}\right)$ to $\left\{f\left(n, g_{1}^{n}, \ldots, g_{r}^{n}\right)\right\}$. In particular $A$ is a unique factorization domain. We can divide both $a_{1}$ and $a_{2}$ by their greatest common divisor in $A$, so we shall assume that $a_{1}$ and $a_{2}$ are relatively prime.

At first suppose that $b_{d}$ never vanishes; then the same holds true for $a_{1}$, which divides $b_{d}$. In particular the quotient $a_{2}(n) / a_{1}(n)$ is always defined. The polynomial

$$
b_{d}(n) Y^{d}+b_{d-1}(n) Y^{d-1}+\cdots+b_{0}(n)
$$

is divisible by $a_{1}(n) Y-a_{2}(n)$ in $\tilde{K}[Y]$, where $\tilde{K}$ is the field of fractions of $A$; by Gauss' lemma the same is true in $A[Y]$. So we have a factorization of the original equation as

$$
\left(a_{1}(n) Y-a_{2}(n)\right)\left(c_{d-1}(n) Y^{d-1}+c_{d-2}(n) Y^{d-2}+\cdots+c_{0}(n)\right)=0
$$

for suitable recurrence sequences $c_{i}(n)$. By induction on the degree, we know that either the equation

$$
\begin{equation*}
c_{d-1}(n) Y^{d-1}+c_{d-2}(n) Y^{d-2}+\cdots+c_{0}(n)=0 \tag{5.2}
\end{equation*}
$$

has a solution in some Hadamard ring (in which case we are done), or it is not solvable in the field $K$ for all $n$ in some arithmetic progression $\mathfrak{A}$. But then we must have $a_{n}=a_{2}(n) / a_{1}(n)$ for $n \in \mathfrak{A}$; by the theorem of Corvaja and Zannier the quotient of $a_{2}(n)$ by $a_{1}(n)$ is then a recurrence sequence itself.

Now consider the general case. By the theorem of Skolem-Mahler-Lech we know that the zero set of $b_{d}$ is a union of a finite number of elements and a finite number of arithmetic progressions. Since we are working in $\mathcal{H}(K)$ we can disregard the finite number of terms; so we can assume that there is an $m \in \mathbb{N}$ and some numbers $n_{1}, \ldots, n_{r} \in\{0, \ldots, m-1\}$ such that $b_{d}(n)=0$ if, and only if, $n \equiv n_{i}$ $(\bmod m)$ for some $i$.

Fix a number $c \in\{0, \ldots, m-1\}$ different from all the $n_{i}$, and consider the equation

$$
b_{d}(c+n m) Y^{d}+b_{d-1}(c+n m) Y^{d-1}+\cdots+b_{0}(c+n m)=0
$$

The coefficients $b_{i}(c+n m)$ are linear recurrences in $n$ (up to a finite number of terms), and by construction $b_{d}(c+n m)$ never vanishes. By the first part of the proof
we can find a series $\sum a_{c}(n) x^{n} \in \mathcal{H}\left(K^{\prime}\right)$ such that $a_{c}(n)$ satisfies the equation for all $n$. For $c=n_{i}$ we can choose any linear recurrence $a_{c}$, for example put $a_{c}(n)=0$ for all $n$.

As we have seen in the proof of Lemma 2.1, the exponential polynomial

$$
\theta(n)=\frac{1}{m} \sum_{i=1}^{m} \omega_{m}^{n}
$$

takes the value 1 for $m \mid n$ and 0 otherwise. Choose exponential polynomials $a_{c}^{\prime}(n)$ such that $a_{c}^{\prime}(m n)=a_{c}(n)$. We define

$$
a(n)=\sum_{r=0}^{m-1} \theta(n-r) a_{r}^{\prime}(n-r)
$$

By construction $a(c+n m)=a_{c}(n)$ for all $c=0, \ldots, m-1$, so $a(n)$ satisfies equation (1.3) whenever $b_{d}(n) \neq 0$.

Remark 5.3. With a bit more work we can do without the result of Corvaja and Zannier. Keep the notation of the proof and assume that (5.2) does not have a solution in a Hadamard ring. Then there is an arithmetic progression $\mathfrak{A}$ such that $a_{n}=a_{2}(n) / a_{1}(n)$ for $n \in \mathfrak{A}$.

Consider the restriction of $\left\{a_{1}(n)\right\}$ and $\left\{a_{2}(n)\right\}$ for $n \in \mathfrak{A}$. These are recurrence sequences, and for such $n$ the quotients $a_{2}(n) / a_{1}(n)=a_{n}$ lie in $R$. By the Hadamard quotient theorem there exists a recurrence sequence $\{b(n)\}_{n \in \mathfrak{A}}$ such that $a_{2}(n) / a_{1}(n)=b(n)$ for all $n \in \mathfrak{A}$. We can extend $b$ to a recurrence sequence $\{b(n)\}_{n \in \mathbb{N}}$ defined for all $n \in \mathbb{N}$, and we can do this in such a way that the roots of $b$ lie in $G$. We claim that then the equality $a_{2}(n) / a_{1}(n)=b(n)$ holds for all $n \in \mathbb{N}$. This is easily seen using the isomorphism $\varphi$ in (5.1).

In fact, call $f_{1}=\varphi^{-1}\left(a_{1}\right), f_{2}=\varphi^{-1}\left(a_{2}\right)$ and $g=\varphi^{-1}(b)$. Moreover write $\mathfrak{A}=\{s n+t \mid n \in \mathbb{N}\} ;$ it is not restrictive, up to shifting the recurrence sequences, to assume that $t=0$. Then the conclusion of the Hadamard quotient theorem amounts to saying that

$$
f_{2}\left(s H, X_{1}^{s}, \ldots, X_{r}^{s}\right)=f_{1}\left(s H, X_{1}^{s}, \ldots, X_{r}^{s}\right) g\left(s H, X_{1}^{s}, \ldots, X_{r}^{s}\right) .
$$

From this it is clear that $f_{2}=f_{1} g$, since the indeterminates $X_{1}^{s}, \ldots, X_{r}^{s}$ are still algebraically independent.
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